Computer—

Dictionary

By Charles J. Sippl
And Roger J. Sippl



Computer Dictionary

by
Charles J. Sippl

and
Roger J. Sippl

Howard W. Sams & Co., Inc.

4300 WEST 62ND ST. INDIANAPOLIS, INDIANA 48268 USA



Copyright © 1966, 1974, and 1980 by Howard W.
Sams & Co., Inc.
Indianapolis, Indiana 46268

THIRD EDITION
FIFTH PRINTING-1982

All rights reserved. No part of this book shall be
reproduced, stored in a retrieval system, or transmitted
by any means, electronic, mechanical, photocopying,
recording, or otherwise, without written permission
from the publisher. No patent liability is assumed
with respect to the use of the information contained
herein. While every precaution has been taken in

the preparation of this book, the publisher

assumes no responsibility for errors or omissions.
Neither is any liability assumed for damages
resuiting from the use of the information contained
herein.

International Standard Book Number: 0-672-21652-3
Library of Congress Catalog Card Number: 79-91696

Printed in the United States of America.



Preface

Because personal computers are now cost-effective and require only a few
hours of training, more and more systems are being used in homes and busi-
nesses. As a result, they are reaching users who are totally uninitiated in the
use of computers. These users, especially those in the business community,
need to learn exactly what the move to microelectronics is all about. As they
search for answers, they are perplexed by the jargon used in the computer
industry, and they discover that they must quickly educate themselves in
computer language. They must study and master at least the basics, because
it is becoming very unbusinesslike, and even unfashionable, to ask exactly
what is a 64K RAM, a semiconductor, or a bubble memory.

When the first computer is installed in a business, not only are the owners
and managers of the business apprehensive, but also the majority of the
office and administrative personnel are suspicious and even frightened by
the changes that take place. Management must help these people with a
calm and knowledgeable approach to explaining what is happening. There-
fore, they must know something about the “mysterious” computer jargon.
Filling the need for this information is the purpose of this book.

This is a “browsing” dictionary. It is a tutorial book that does not try to
be brief. Many definitions and explanations are long and are designed to be
so. Users of this book can easily and leisurely browse through the main and
supplemental entries of an “area,” such as ‘‘data base,” to learn significant
detail about the products, procedures, problems, and proliferating applica-
tions. While we have included many definitions related to the technologies,
the art of programming, the basics of electronics, and the essential internal
components of systems, we have limited them to as few as possible and kept
them as clear and “unconfusing” as the literature makes them. Hundreds of
product manuals, applications notes, inventor explanations, manufacturer
descriptions, seminar notes, and conference proceedings (reprints of speeches,
product reports, system descriptions, and so on) make up the base from
which the definitions were analyzed and reviewed.

THE MOVE TOWARD DISTRIBUTED DATA PROCESSING

Cost containment in accounting, sales promotion and development, re-
source allocation, and labor expense is just one of the reasons for implement-
ing small computer systems. Many banks, hospitals, educational institutions,



large businesses, and other institutions are turning to smaller computers
instead of large computers to reduce costs. With' these much simpler and
more effective systems, costs are identified more quickly, response to processed
information is more rapid and accurate, and better planning is achieved
because more “what-if” calculations can be made quickly and easily. Many
low-cost flexible systems provide a quality environment that also demonstrates
time savings and efficiencies. Office environments that accommodate the
new collaborations between people and computers have a great effect on
productivity.

Many managers who were formerly uninitiated with respect to computers
have used their desktop systems to become “information experts” very
quickly. They have eliminated barriers that existed between people and com-
puters. They have not been required to learn the intricacies of the machine,
the protocols, and the process of fine-honing programs. Instead they have
become more able to concentrate on problems and solutions because the
facts and files are instantly available, often in easy-to-analyze graphic form.
The computer has been applied to the storage, search, and presentation of
information; users can now respond more conveniently, confidently, and
accurately to data, using the judgmental and intuitive capabilities only they
and not computers possess. A new class of “knowledge workers” has arrived
on the business scene. The below $10,000 microcomputer systems that rent
for less than $350 a month (about a quarter of the overall cost of the average
office worker’s salary, “extras,” and equipment) are finally doing what users
want. Users no longer are forced to do “what the computer demands.” The
new low-cost microcomputer systems are designed to be ‘“friendly” because
most “speak” to practically any office worker in understandable “languages.”

Some of the computers offered to small and very small businesses are, in
effect, intelligent assistants offering techniques that lead and prompt users
to find the information they need, to complete the job, or to follow the pro-
cedures required by management. Operators use specifically designed keys
and “HELP” commands; they call up “menus” of available information,
touching the screen or keying in responses as indicated. Many systems use
voice input and output to achieve immediate response in the most often
used applications. Automatic “speller programs” detect and correct the in-
evitable spelling errors. Procedural errors are reported immediately in En-
glish, and protected (unerasable) formats are displayed for easy fill-in.
Good systems do not interfere with the way people work naturally. “Window-
ing” on some systems allows segments of several files to be displayed on a
single screen simultaneously. Highlights, blinking, underline, movable cur-
sors (position indicators), and easy horizontal or vertical scrolling allow
movement of information on and off the screen or segments of the screen.

All this and more make computer systems convenient and powerful, and
quickly useful to inexperienced managers and “knowledge workers.” No
programming is necessary by the operator. By simply typing a number or
letter, or with a light pen or finger (with touch-sensitive screens) pointed
appropriately, the menu can be made to provide multiple colors, character
sizes, and type fonts; bring forth graphs and charts; draw lines; edit sen-
tences; and bring forth even more detailed menus for special-subject data-
base investigation.



Low-cost desktop problem-solving computers put the power to defeat the
“business-breaker,” administrative overhead, where it is needed most, at the
fingertips of knowledgeable users. A typical system is a compact package
with the ingredients for interactive computing: a resident, LSI, ROM-based
operating system; a large user memory; tape cartridge storage; crt; user-
definable keyboard; multiple and selectable i/o variety; and low-cost thermal
or letter-quality printer and optional plotter and crt-face copier. Many will
add other options, such as voice output synthesizers, voice input recognition
systems, light pens and touch-sensitive screens, etc.

The typical system just described begs for explanations, requires exper-
ienced analysis, and is fraught with dangers of technological obsolescence.
This dictionary will help. LSI and ROM are fully explained. An operating
system is a difficult topic often best left to design engineers, expert program-
mers, and hobby computerists; it is the demonstrated performance that
counts. A “large user memory” can be something of personal choice among
a wide variety of devices—magnetic disk systems (doublesided, double den-
sity, miniaturized floppy or fixed types, and so on), optical or videodisc
systems with bit capacities of hundreds of billions, bubbles, CCDs, and on
and on. Cathode-ray-tubes (crt’s) are only one type (though the major one)
of terminal, but the variety and special advantages and attributes of ter-
minals fill books and catalogs. Input-output devices and printers or other
hard-copy devices can be chosen to enhance system operation, but without
care in selection they can become obsolete either before or as they are
purchased.

PERSONAL COMPUTERS

The packaging of more and more capabilities for logic processing, device
control, information storage, communications simplicities, and intelligent
decision-making onto tiny large-scale integration (LSI) and very large-scale
integration (VLSI) chips at constantly dropping prices has amazed everyone
both inside and outside the industry. Distributed systems using the com-
puters based on these “cheap chips” have proved more reliable and econom-
ical by far than former standard computers and minicomputers. No computer
component has decreased in price more dramatically than microprocessors
and programmable memory elements. It is now almost standard to place
microcomputers close to the activity using them, but this greatly increases the
amount of information that must be communicated between systems and to
and from outside data bases. Data bases in the form of viewdata, teletext,
and other similar two-way, interactive systems will spur the sales of small
computers.

Personal computers can be defined as low-cost, small (often portable),
personally controllable “turnkey” (plug-and-go) microprocessor-based stored-
program ease-of-use systems that accept wide ranges of peripheral memory
and input-output equipment. Practically anyone can buy or rent them and
use them with a minimum of training. There are endless types of applica-
tions. One list includes 5000 distinct applications of computers, and the
range increases as more and more people discover ever more uses, write
more programs, and find more devices and systems to control.



INTEGRATED INFORMATION SYSTEMS

In a great many offices, word-processing systems, as significantly more
than typewriter replacements, have preceded office data-processing equip-
ment. Word processing is much more than “the production of syntactic text
that may be retrieved and amended.” It is informative to take a glance at a
description of one of the more popular word processing systems. One system
built around two stand-alone devices, each controlled by a microcomputer,
offers partial-page and dual-page display; printers linked to microprocessors
via fiber-optic cables (light-wave communication); and 300-bit-per-second
modems with RS$232, Telex, and TWX communications options. They are
program loadable via diskette and offer word processing (text editing) soft-
ware in addition to packages that include forms, math, and sort programs.
Added communications processors with separate software programs provide
asynchronous communication to similarly equipped devices and data pro-
cessing equipment and/or communications to Telex, TWX, and other net-
works. Transactions can be handled in a background mode while word
processing operations are conducted on-screen. Scroll is unlimited, displays
can be split into two pages for merging or processing two documents simul-
taneously; printing is bidirectional with optical sensors to identify top edge,
left edge, and skew of paper and indicate which print wheel is in use. Printers
are linked to processors via fiber-optic cable; the optical links may be used
to attach shared disk drives to several machines and to printers up to a
kilometer away.

It is obvious that those businesses or professional offices that purchase
word processing (WP) equipment must do so with almost immediate upgrades
to data processing in mind. These systems have wide ranges of expandability
options that also include electronic mail. “Intelligent, communicating copiers”
are becoming integral parts of such systems, offering graphics, high-speed
image printing, and instant long-distance communication. Some have ob-
jectives to eliminate paper, or at least to make a start in that direction.
Users have calculated that improving office efficiency by 59, increases
“bottom-line” profitability by 309,. Linking WP equipment to data-process-
ing equipment and large data bases and communicating with automated
copier/printers seems like such a ‘“natural thing” that most of the latest
equipment systems offerings point in this direction. How fast these mergers
take place depends on how simply it can be done. Again, look to the use of
a multitude of $5 to $15 microprocessors embedded within the equipment—
accepting, processing, controlling, and being programmable, too, all at
reasonable costs while eliminating large numbers of mechanical devices and
fixed (and expensive) electronics in each device.

Every manager, in order to be in the loop, must have a desktop computer.
Some executives are reported to have two and even three desktop computers
in their offices, each with specific capabilities for WP, data processing, com-
munications (data-base retrieval), and special graphics hard-copy produc-
tion. Users cannot simply tack on a computer-oriented applications package
to a WP system and vice-versa; there is the significant technical problem of
creating the ability to have access to the same files and to allow programma-



bility to be available to word processing as well as data processing. “Bandage”
approaches simply will not work.

We end this introduction' with this observation: clearly, technology is far
ahead of the users. Systems are capable of doing more things than users are
able to put into practice. The prices and the efficiencies are so attractive that
users are starting to understand and want these systems; and, they will learn
how to use, control, and expand them despite the challenges. They will do
this with education, and books such as this can play an important part in
that pursuit.

CHARLEs J. SipPL
RoGER . SierL
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How To Use This Book

In the dictionary entries, all terms of more than one word have been
alphabetized as though they were one word. For example, “demand fetching”
appears between ‘“‘demand” and “demand paging.” Abbreviations are alpha-
betized as though they were words; for example, LFU appears between
“lexicon” and “librarian” instead of at the beginning of the L section.

For ease in locating terms, the first and last entries on each page appear
as catch words at the top of the page.

Extensive cross-referencing has been used as an aid in locating terms you
might look for in more than one place. For example, there are entries for
both “self-checking code” and “code, self-checking.”



A

ABA — Abbreviation for American Bank-
ers Association.

abacus — A device for performing calcula-
tions by sliding beads or counters alon
rods. An early (3000 B.C.) form o
biquinary calculator.

ABA number — A coding number as-
signed to banks by the American Bank-
ers Association to assist in check clear-
ing.

ABEND, unrecoverable — An error condi-
tion that results in abnormal termina-
tion of a program, in contrast with
recoverable ABEND.

abort — A procedure to terminate execu-
tion of a program when an irrecoverable
error, mistake, or malfunction occurs.

abort timer, communication — A device de-
signed to monitor dial-up (DDD)
modems continuously for receipt of
data traffic. If, after a call is estab-
lished, data is not received within a
preset (adjustable) time, the abort
timer will disconnect (hang up) the
call, making the modem available for
additional users.

abrasiveness — The quality or character-
istic of being able to abrade, scratch, or
wear away a material. An important fac-
tor in optical character recognition
where damage to the read screen may
affect the reading process detrimentally
and cause a large reject rate.

absolute address — 1. An actual location
in storage of a particular unit of data;
address that the control unit can inter-
pret directly. 2. The label assigned by
the engineer to a garticular storage area
in the computer. 3. A pattern of charac-
ters that identifies a unique storage lo-
cation or device without turther modifi-
cation. (Synonymous with machine
address.)

absolute addressing — A method of sig-
naling or addressing which has the ag-
dress part of an instruction as the actual
address to be specified, and in which the
address part is called the absolute ad-
dress.

absolute assembler — A specific type of as-
sembly-language program designed to
produce binary programs containing

only absolute addresses and address
references.

absolute code — Sez code, absolute.

absolute coding — Coding in which in-
structions are written in the basic ma-
chine language; i.e., coding using abso-
lute operators and addresses. Coding
that does not require processing before
it can be understood by the computer.

absolute error — The magnitude of the
error disregarding the algebraic sign, or
if a vectonal error, disregarding its di-
rection.

absolute instruction — Se¢ instruction, ab-
solute.

absolute language — Same as machine
language.

absolute loader — A specific loader rou-
tine designed to load programs and as-
sociated data in the absolute address
format and into the system memory for
execution.

absolute valve — A l;]mrticular quantity,
the magnitude of which is known by the
computer, but the algebraic sign is not

relevant.

abstract — 1. A short form or summary of
a document. 2. To shorten or summa-
rize a document.

abstracting, automatic — Searching for the
criteria by which human beings judge
what should be abstracted from a docu-
ment, as programmed.

abstracting service — An  organization
that provides summary information or
documents in a given subject field.

abstract symbol — See symbol, abstract.

A-bus — The primary internal source bus
in the ALU of many microcomputers.

ACC — Abbreviation for accumulator.

acceleration period — The period of time
in which a card reader and/or punch
physically move(s) the card into a posi-
tion where the data can be read.

acceleration time — The time between the
interpretation of instructions to read or
write on tape, and the transfer of infor-
mation to or from the tape into storage,
or from storage into tape, as the case
may be. (Synonymous with start time.)

1



access

access — Concerns the process of obtain-
ing data from or placing data in storage.

access-address, second-level — Same as
address, indirect.

access, arbitrary — See arbitrary access.

access coding, minimal — The reference to
rogramming which is done in order to
ocate the data in such a manner as to
reduce the access time and minimize the
amount of time required to transfer
words from auxiliary storage to main
memory.

access, direct — A memory device which
allows the particular address to be ac-
cessed in a manner independent of the
location of that address; thus, the items
stored in the memory can be addressed
or accessed in the same amount of time
for each location. Consequently, access
by a program is not dependent upon the
previously accessed position.

access, disk — See disk access.

access, immediate — Pertaining to the
ability to directly obtain data from, or
place data in, a storage device or regis-
ter without serial delay due to other
units of data, and usual{y in a relatively
short period of time.

access, instantaneous — Same as access,
immediate.

access method — The software link be-
tween the program and the data that
must be transferred in and out of mem-
ory by the program. It is defined by both
the physical and logical file structures
and the properties of the programming
languages and operating systems in-
volved. Examples of access methods are
serial access, virtual sequential access
method (VSAM), indexed or keyed se-
uential access method (ISAM or
SAM), and hierarchical indexed se-
quential access method.

access mode — In COBOL, a technique
that is used to obtain a specific logic
record from, or place a specific logic re-
cord into, a file assigned to a mass-stor-
age device.

access, multiple — Reference to a system
from which output or input can be re-
ceived or dispatched from more than
one location.

access, parallel — The process of obtain-
§n§ information from storage or placing
information in storage, where the time
required for such access is dependent
on the simultaneous transfer of all ele-
ments of a word from a given storage

access time

location. (Synonymous with simulta-
neous access.)

access, queried — Referencing to an auto-
matic sequencing of the transfer of data
among the peripherals under the con-
trol of the program.

access, random — 1. Pertains to the pro-
cess of obtaining information from or
placing informanon in storage, where
the time required for such access is in-
dependent of the location of the infor-
mation most recently obtained or
placed in storage. 2. Pertaining to a de-
vice in which random access, as defined
in definition 1, can be achieved without
effective penalty in time.

access, remote batch — Remote access to
information and remote access for in-
formation are the keys that have pushed
data communications to its position of
growth and controversy at the present
ume. The time-sharing concept in its
broadest definition also includes mes-
sage switching, data acquisition, inter-
computer communication, data bank,
and the transfer and servicing of large
amounts of lower-priority and lower
cost “stacked-job” processing.

access scan — A procedure for receivin,
data from the files by searching eac
data item until the desired one is ob-
tained.

access, sequential — Se¢ sequential-access
storage.

access, serial — Pertains to the process of
obtaining information from or placing
information in storage, where the time
required for such access is dependent
on the necessity for waiting while non-
desired storage locations are processed
in turn.

access, simultaneous — Se¢ access, paral-
lel.

access storage devices, direct — Units of
computer equipment which have
capabilities of direct and rapid access to
storage.

access storage, immediate
See storage, immediate access.

access time — 1. The time interval be-

- tween the instant at which information
is called for from storage and the in-
stant at which delivery is completed,
i.e., the read time. 2. The time interval
between the instant at which data are
ready for storage and the instant at
whicﬁ storage 18 completed, i.e., the
write time.

access —



access time, reading

access time, reading — Se¢ reading access
time.

access time, storage, zero — Se¢ storage,
Zero-access.

access time, tape — The time during tape
playback between the moment informa-
tion is called for and the moment it is
delivered.

access, zero — The capability of a device
to transfer data in or out of a location
without undue delays, 1.e., due to other
units of data. The transfer occurs in a
parallel fashion or simultaneously and
not serially.

accounting — Some executive systems in-
clude an accounting function which
maintains an accurate and equitable re-
cord of machine-time usage. This infor-
mation, logged on an appropriate out-
put unit, is available to the user for his
own purposes.

accounting checks — Accuracy controls on
input data that are based on such ac-
counting principles as control totals,
cross totals, or hash totals.

accumulator — A part of the logical-arith-
metic unit of a computer. It may be used
for intermediate storage, to form alge-
braic sums, or for otEer intermediate
operations. See register.

accumulator jump instruction — An instruc-
tion that tells the computer to leave the
established program sequence at or
after the time the accumulator has
reached a certain status.

accumulator register — That part of the
arithmetic unit in which the results of an
operation remain, and into which num-
bers are brought from storage, and
from which numbers may be taken for
storage.

accumulator, running — A memory device
which has been programmed so as to
make the next item of data retrieved the
one that was put in most recently. This
method of retrieval is also called the
push-down list.

accumulator shift instruction — A com-
puter instruction that causes the con-
tents of a register to be displaced by
some specific number of digit positions
left or right.

accuracy — Freedom from error. Accu-
racy contrasts with precision; e.g., a
four-place table, correctly computed, is
accurate; a six-place table containing an
error is more precise, but not more ac-
curate.

acoustic coupler

accuracy-control system — A system of
error detection and control.

ac dump — The intentional, accidental, or
conditional removal of all alternating
current or power from a system or com-
ponent. An ac dump usually results in
the removal of all power, since direct
current is usually supplied through a
rectifier or converter.

ac erasing — To erase magnetic recording
material by using a device that is pow-
ered with alternating current.

acetate base — Magnetic tapes that have a
transparent backing of cellulose acetate
film.

ACIA — Abbreviation for Asynchronous
Communications Interface Adapter. An
ACIA provides the data formatting and
control to interface serial asynchronous
data communications information to
bus organized systems. The bus inter-
face of some systems includes select, en-
able, read/write, interrupt, and bus ir-
terface logic to allow data transfer over
various bidirectional data buses. In
many systems, data transmission is ac-
complished in the serial mode; many
MPUs have bus systems that operate in
the parallel mode. By performing paral-
lel-to-serial and serial-to-parallel con-
versions, the ACIA provides the means
for communications between the MPU
and peripheral equipment such as
modems, TTYs, crt terminals, key-
board/printers, and other equipment
requiring an asynchronous data format.

ACK/NAK transmission — When an error-
detecting scheme is used, some means
must be provided for retransmission of
the block in error. The receiver may sig-
nal the sender with an acknowledgment
(ACK) of error-free receipt or a nega-
tive acknowledgment (NAK) of error
detection. To allow for lost messages,
the sender usually retransmits upon re-
ceipt of an NAK or when a specified
time has elapsed without receipt of an
ACK. This is one form of automatic re-
peat request (ARQ).

ACM — Abbreviation for Association for
Computing Machinery.

A-conversion — A FORTRAN instruction
to transmit alphanumeric data to and
from variables in storage.

acoustic coupler — A device that provides
an interface between a printer or display
terminal and a standard commercial tel-

eghonc line through a standard tele-

phone handset. The handset fits into



acoustic delay line

two rubber muffs mounted in a small
enclosure. The interface often is en-
tirely acoustic, with one muff containing
a speaker and the other a microphone.
The acoustic coupler circuitry generally
converts EIA-level digital signals from
the terminal transmitter to frequency
shift keyed (fsk) tones to drive the
speaker. It also converts fsk tones from
the microphone to EIA-level digital sig-
* nals to drive the terminal receiver.

acoustic delay line— A device using
regenerated shock waves in a conduct-
ing medium (for example, mercury) for
storing information.

acoustic memory — Computer memory
that uses a sonic delay line.

acoustic modem — Any of various types of
modulator-demodulator devices that
convert electrical signals to telephone
tones and back again. The conversion
occurs through acoustic coupling (plac-
ing sreakers near the phone) or direct
coupling to the line. Most modems use
the RS-232C interface standard.

acquisition, data — See data acquisition.

acquisition system, data — Se¢ data-acqui-
sition system.

acronym — A word formed from the first
letter or letters of the words in a name,
term, or phrase; e.g., SAGE from Semi-
Automatic Ground Environment, and
ALGOL from ALGOrithmic Language.

ac signaling — The use of alternating-cur-
rent signals or tones to accomplish
transmission of information and/or
control signals.

action cycle — Refers to the complete op-
eration performed on data. Includes
basic steps of origination, input, manip-
ulation, output, and storage.

action line — That line of the raster which
is used during the active period when a
cathode-ray storage tube 1s operating in
a serial mode.

action period — Se¢ period, action.

action spot — In a cathode-ray tube, the
spot of the raster on the face of the tube
used to store the digit or character.

activate key (button) — Se¢ button, initi-
ate.

active element — A circuit or device that
receives energy from a source other
than the main input signal.

active file — A file which is being used and
to which entries or references are made
on a current basis.

4

adapter, channel

active master file — A master file contain-
ing items which are relatively active as
contrasted to static or reference items.

active master item — The most active
items on a master file measured by
usage of the data.

activity — 1. A term to indicate that a re-
cord in a master file is used, altered, or
referred to. 2. A measure of the changes
made concerning the use of files of data;
e.g., the part of the file or the number of
records.

activity level — The value taken by a
structural variable in an intermediate or
final solution to a programming prob-
lem.

activity ratio — When a file is processed,
the ratio of the number of records that
have activity to the total number of rec-
ords in that file.

actual address — See address, actual.

actual instruction — See instruction, effec-
tive.

actual time — Same as time, real.

actuating signal — A particular input
pulse in the control circuity of comput-
ers.

ACU — Automatic Calling Unit. Any of
various dialing devices supplied by com-
munications carriers or available for
purchase elsewhere that permit busi-
ness machines and computers to dial
calls automatically over the communica-
tions network.

acyclic feeding — A system employed by
character readers in character recogni-
tion which senses the trailing edge of
the preceding document an§ triggers
automatically the feeding of the fo% ow-
ing document. This system allows char-
acter recognition of varying sized docu-
ments.

A/D analog-digital converter — Circuit
used to convert information in analo
form into digital form, e.g., in digita
voltmeters and other devices.

ADAPSO — An association of United
States and Canadian data processing
service organizations that includes a
software development and marketing
group.

adapter, channel — A device that permits
connections between various data chan-
nels of differing equipment. Most de-
vices permit data transfer at the rate of
the slower channel.
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adapter unit, display

adapter unii,
adapter unit.

adapting — This concerns the ability of a
system to change its performance char-
acteristics in response to its environ-
ment.

adapting, self — The ability of a computer
system to change its performance char-
acteristics In response to its environ-
ment.

adaptive channel allocation — A method
of multiplexing in which the informa-
tion capacities of channels are not
predetermined but are assigned on de-
mand.

adaptive control action — Various types of
control actions by which automatic
means are used to change the type and-
/or influence of control parameters in
such a way as to improve the perform-
ance of the control system.

ADC — Analog-to-Digital Converter. A
device or circuit that changes input ana-
log voltages to their equivalent digital
(binary or binary-coded decimal) va%ues
for acceptance by the memory of a digi-
tal processor.

ADCCP — Advanced Data Communica-
tion Control Procedures.

ADCON (address constant) — A value or
expression used to calculate the real or
virtual storage addresses.

A/D converter — An A/D converter per-
forms the operations of quantizing and
coding a signal in a finite amount of
time glat depends on the resolution of
the converter and the particular conver-
sion method used. The speed of conver-
sion required in a particular situation
derends on the time variation of the sig-
nal to be converted and the amount of
resolution required. The time required
to make a measurement or conversion is
generally called the aperture time.

add, Boolean — Same as OR in set theory.
Same as OR gate, positive.

addend — The number or quantity to be
added to another number or quantity
(augend) to produce the result (sum).

adder — A device that forms as an output,
the sum of two or more numbers pre-
sented as inputs. Often no data reten-
tion feature 1s included; i.e., the output
signal remains only as long as the input
signals are present.

adder, analog — An amplifier (analog
computer) with output voltage which is
the weighted sum of the input voltages.

display — See - display

addition, zero access

The heights correspond to the posi-
tional significance of a given numbering
system and would be proportional to
the conductances of the circuit elements
in the input leads.

adder, digital — See digital adder.

add-in memories — Various types of
memories are available to expand inter-
nal memory. Two semiconductor types
are in general use—bipolar and MOS
(metal-oxide-silicon). Of the two types,
bipolar can be faster but is higher in
cost. It consumes more power and,
therefore, dissipates more heat. MOS
memories are more compact, and their
speed is sufficient for most applications.

addition — In data processing, that func-
tion of combining iuantilies according
to various circuitry designs, specific ma-
chine rules regarding changes in values,
and types of carryover operations.

additional character — A character that is
neither a letter nor a number, but that
is usually a punctuation mark, %, *, #;
i.e., a member of a specialized alphabet.
Specific meanings are assigned to this
character to use it to convey special in-
formation.

addition, destructive — The sum appears
in the location previously occupied by
the augend which is thus lost. The ad-
dend remains in its original location.

addition item — An item that is to be
added at a specific place to an already
established file. Addition master item
would be the proper term if file is a mas-
ter file.

addition, nondestructive — The first oper-
and placed in the arithmetic register is
the augend, the next operand is the ad-
dend, and the sum replaces the augend
and thus becomes the augend for a sub-
sequent addition.

addition record — A record that results in
the creation of a new record in the mas-
ter file that is being updated.

addition, serial — A special addition pro-
cedure in which the corresponding digit
pairs of the numbers added are proc-
essed individually beginning with the
low-order digits. Carries, in general, are
propagated as they occur.

addition table — The area of main storage
that holds a table of numbers to be used
during the table-scan concept of addi-
tion.

addition, zero access — Similar to immedi-
ate access. Addition is performed by
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add, logical

adding a number to one already stored
in an accumulator, and the sum is
formed in the same accumulator. The
sum is thus available for the next opera-
tion, and no access time is involved for
the addend or the sum storage.

add, legical — A Boolean algebra opera-
tion on two binary numbers. The result
is one if either one or both numbers are
a one; if both digits are zero, then the
result is zero.

add operation — An add instruction in
which the result is the sum, and the re-
sult is usually apparent in the storage
location previously occupied by one of
the operands.

address — 1. A label, name, or number
idemifying a register, location, or unit
where informauon is stored. 2. The
operand part of an instruction. 3. In
communications, the coded representa-
tion of the destination of a message. 4.
To call a specific piece of information
from the memory or to put it in the
memory.

addressable-pollable terminal — A termi-
nal is addressable when it has its own
unique identifier. All data sent to the
terminal must be preceded by their ad-
dresses. Pollable means that the termi-
nal responds to status inquiries from the
computer. Each terminal in the system
is queried by the computer in succes-
sion. The ability of the terminal to re-
spond to the poll and to identify itself
makes it pollable.

addressable register — A temporary stor-
age location with a fixed location and
address number.

address, absolute — An address that indi-
cates the exact storage location where
the referenced operand is to be found
or stored in the actual machine-code ad-
dress numbering system. (Synonymous
with specific ad(fress, and related to ab-
solute code.)

address, actual — The real or designed
address built into the computer by the
manufacturer as a storage location or
register. Adjacent addresses usually
have adjacent numbers. It is the specific
or machine address that is used particu-
larly in diagnosing machine faults.

address alignment — Most  computers
offer more efficient manipulation of
character data when certain alignments
are observed. Alignment is related both
to the way data is addressed by the ma-
chine instructions and by the way data is

address comparator

transferred from the memory to the
processor. On word machines, this
transfer is usually done word by word,
whereas on byte machines it is done one
byte at a time, two bytes at a time (start-
ing with even address), or four bytes at
a time on the fastest machines (starting
with addresses divisible by 8). These
four options then correspond to no
alignment, half-word alignment, full-
word alignment, and double-word
alignment, respectively.

address, arithmetic — A technique of as-
sembly language which appends an ad-
dress modiher, consisting of a sign and
from one to four decimal digits, to a
symbolic tag in order to designate a
memory location address location
which relates to the location repre-
sented by the tag. See relative address.

address, base — 1. A number that appears
as an address in a computer instruction,
but which serves as the base, index, ini-
tial or starting point for subsequent ad-
dresses to be modified. (Synonymous
with presumptive address and reference
address.) 2. A number used in symbolic
coding in conjunction with a relative ad-
dress.

address, binary-coded — An  address
which is expressed in binary form—
sometimes lacking the absolute or ma-
chine address.

address bus — A unidirectional bus over
which appears digital information that
identifies either a particular memory lo-
cation or a particular i/o device.

address, caiculated — An address most
often generated or developed by ma-
chine instructions contained in the pro-
gram which uses the address. This ad-
dress may be determined as a result of
some program or process and it may
depend upon some condition or set of
criteria.

address, checking file program — A pro-
gram to check addresses, when macros
mnstruct to write on the file, to see that
the program is not writing on the wrong
area.

address code, single — Se¢ code, single-
address.

address code, zero — Se¢ code, zero ad-
dress.

address comparator — A device used to
verify that the correct address is being
read. The comparison is made between



address computation

the address being read and the specified
address.

address computation — A computation
that produces or modifies the address
portion of an instruction.

address, constant — See address, base.

address conversion — The translation of
the symbolic addresses or relative ad-
dresses into absolute addresses by using
the computer and an assembly program
or by manual means.

address, counter program register —
Same as address, program counter.

address, direct — An address that indi-
cates the location where the referenced
operand is to be found or stored with no
reference to an index register or B-box
(Synonymous with first-level address.)

address, direct reference — A virtual ad-
dress that is not modified by indirect
addressing, but may be modified by in-
dexing.

address, double — Same as address, indi-
rect.

address, dummy — An artificial address
used for illustration or instruction pur-
poses.

addressed location, specific — To aid in
random access, data may be directly
stored and retrieved from a specific ad-
dressed location without the need for a
sequential search as is necessary with
magnetic tape.

addressed location, specified — Same as
addressed location, specific.

addressed memory — Memory sections
containing each individual register.

address effective — 1. A modified ad-
dress. 2. The address actually consid-
ered to be used in a particular execution
of a computer instruction. 3. An address
obtained by the combination of the con-
tents of a specific index register with the
address of an instruction.

address, effective virtval — The virtual
address value after only indirect ad-
dressing and/or indexing modifications
have been accomplished, but before
memory mapping 1s performed.

addresses of address — Programming
technique used mainly with subrou-
tines.

address field — The specific portion of a
computer word that contains either the
address of the operand or the informa-
tion necessary to derive that address.

address field, disk — On some systems, an

address, indirect

address field contains the track and sec-
tor addresses for the sector that follows.
One type consists of four bytes of ad-
dress information followed by two bytes
of cyclic redundancy check (CRC).

address, first-level — Same as address,
direct.

address, floating — Formerly, an address
written in such a way that it could easily
be converted to a machine address by
indexing, assembly, or by some other
means.

address format — The arrangement of the
address parts of an instruction. The ex-
pression “‘plus-one” is frequently used
to indicate that one of the addresses
specifies the location of the next instruc-
tion to be executed, such as one plus
one, two plus one, three plus one, four
plus one.

address, four— A method of specifying
the location of operands andp instruc-
tions; the storage location of the two
operands and the storage location of the
results of the operation are cited, and
the storage location of the next instruc-
tion to be executed is also cited.

address, four plus one — An arrangement
of the address parts of an instruction.
The use of “plus” is to indicate that one
of the addresses states or specifies the
location of the next instruction to be
executed, such as, one “plus” one, two
“plus” one, etc.

address, functional instruction — See ad-
dress instruction, functional.

address, generated — Same as address,
calculated.

address, immediate — An instruction ad-
dress in which the address part of the
instruction is the operand. (Synony-
mous with zero-level address.)

address, indexed — An address that is to
be modified or has been modified by an
index register or similar device. (Synon-
ymous with variable address.)

address, indirect — 1. An address that spe-
cifies a storage location whose content
is either an indirect address or another
indirect address. 2. A single instruction
address that is at once the address of
another address. The second address is
the specific address of the data to be
rocessed. This is classified as single-
evel indirect addressing. But, the sec-
ond address could also be indirect,
which is then second-level indirect ad-
dressing. This same process could de-

7



address, indirect reference

velop third, fourth, fifth, and other lev-
els of indirect addressing.

address, indirect reference — A reference
address in an instruction that contains a
1 in bit position 0; the virtual address of
the location that contains the direct ad-
dress. If indirect addressing is called for
by an instruction, the reference address
field is used to access a word location
that contains the direct reference ad-
dress; this then replaces the indirect ref-
erence address and is used as an oper-
and address value. Indirect addressin
is limited to one level and is performe
prior to indexing (some computers).

addressing — Any memory location can
be addressed in any one of three for-
mats: direct, indirect, or indexed ad-
dressing. The use of binary addressing
eliminates the necessity of complex ma-
chine-language coding schemes to rep-
resent memory addresses in expanded
configurations. Index-register usage is
by no means restricted; indexed ad-
dressing is possible in all instruction
formats. In addition, indexed address-
ing is simplified by a convenient loop-
control technique that automatically in-
crements and tests index register
contents.

addressing, common data bus — In some
systems, during execution, instructions
and data defined in a program are
stored into and loaded from specific
memory locations, the accumulator, or
selected registers. Because in some mi-
croprocessors the memory (read/write
and read-only) and peripherals are on a
common data bus, any instruction used
to address memory may be used to ad-
dress peripherals.

addressing, deferred — Preferred term for
indirect addressing in which the address
part specifies a location containing an
address, and which in turn specifies a
location containing an address, etc.,
until the specified location address is
eventually found. A preset or condi-
tioned number of iterations is set by a
termination indicator.

addressing, direct — A procedure for spe-
cifically citing an operand in the instruc-
tion by the operand’s location in stor-
age. The direct address is the number
representing the storage location.

addressing, disk file — The operation that
}ﬁcates information on a random access

e.
addressing, file pockets — In a random

addressing, one-ahead

file, a small area or pocket in which one
or more records are kept. This is an eco-
nomical method of holding a small
number of records.

addressing, fixed-position — Permits se-

lective updating of tape information, as
in magnetic disk or drum storage de-
vices. Units as small as a single com-
puter word may be stored or recorded
on tape without disturbing adjacent in-
formation. Data blocks are numbered
and completely addressable. Inter-
record gaps are eliminated, thereby in-
creasing tape-storage capacity.

addressing, hash — A calculation of the

approximate address of a record in a file
by some semi-empirical function.

addressing, immediate — A particular sys-

tem of specifying the locations of ope-
rands and instructions in the same stor-
age location, i.e., at the same address.

is is contrasted with normal address-
ing in which the instruction word is
stored at one address or location and
contains the addresses of other loca-
tions in which the operands are stored.

addressing, implied — Same as addressing,

repetitive.

addressing, indexed — An addressing

mode in which the address part of an
instruction is modified by the contents
in an auxiliary (index) register during
the execution of that instruction.

addressing, indirect— !. A method of

computer cross reference in which one
memory location indicates where the
correct address of the main fact can be
found. 2. Any level of addressing other
than the first level of direct addressing.
3. Translation of symbolic instructions
into machine-language instructions on a
computer other than that for which the
program was written.

addressing level — A determination of the

number of steps of indirect address
which have been applied to a particular

rogram. First level 1s direct addressing,
1.e., the address part of the instruction
word has the address of the operand in
storage. In second level addressing (in-
direct), the address part of the instruc-
tion word gives the storage location
where the address of the operand may
be found.

addressing, multilevel — Same as address,

indirect.

addressing, one-ahead — Same as address-

ing, repetitive.



addressing, real-time

addressing, real-time — Same as address-
ing, immediate.

addressing, relative — A procedure or
method of addressing in which the abso-
lute address is obtained by means of the
address modification, either simulated
or actual, and is performed by the addi-
tion of a given number to the address
part of an instruction, i.e., the address
Eart of the presumptive instruction is
nown as the relative address.

addressing, repetitive — A specific
method of addressing for some comput-
ers which have a variable instruction
format. Instructions which have a zero
address instruction format, for exam-
ple, refer again automatically to the lo-
cation affected by the last instruction ex-
ecuted.

addressing, self-relative — In relative ad-
dressing, the number added corre-
sponds to the address of the instruction
under consideration.

addressing, specific— A procedure or
method of addressing in which the ad-
dress part of an instruction is the actual
address to be specified, i.e., the address
part is known as the specific address or
the absolute address.

addressing, stepped — Se¢
repetitive.

addressing, symbolic — The procedure for
using alphabetic or alphanumeric labels
to specify various storage locations for
particular programs; i.e., before pro-
gram execution, the symbolic address is
converted to an absolute address.

addressing, three-level — Instruction
words contain the address which spe-
cifies the storage location of the address
which, in turn, has the address of the
storage location which contains the ad-
dress of the operand, i.e., three refer-
ences to storage locations for obtaining
the desired operand.

addressing, two-level — A procedure for
addressing in which the instruction
word changes addresses designating the
storage locations where the addresses
of the operands are to be found. If two
references in storage locations need to
be obtained, this wﬁl use an indirect ad-
dress and a second level address.

addressing types — Many microcomput-
ers have ten or more memory address-
ing modes that address all words, bytes,
and individual bits, sometimes in a full
range of 64K words of memory. Some

addressing,

address marks, disk

are: direct, direct indexed, indirect, in-
direct indexed, program relative, pro-
ram relative indirect, base relative,
ase relative indexed, base relative indi-
rect, base relative indirect/indexed, and
literal.

addressing, virtual — Same as addressing,
immediate.

addressing, zero-level — Same as ad-
dressing, immediate.

address, instruction — The address of the
storage location where the instruction
word 1s stored. The next instruction to
be performed is determined by the con-
trol program of the instruction ad-
dresses, and the machine control auto-
matically refers to these addresses
sequentally unless otherwise directed
to skip or branch, or directed by other
schemes.

address instruction, functional — An in-
struction that has no particular opera-
tion part since the operation is specified
by the address parts, i.e., some two ad-
dresses which are specified might desig-
nate storage locations having contents
which are always added.

address instruction, immediate — A spe-
cific instruction which contains the
value of the operand in its address part
rather than the address of the operand.
It is used most often for incrementing a
count by a fixed amount, or masking a
partial-word field of data, or for testing
a special character for identical charac-
teristics with the immediate character in
the instruction.

address instruction, operational — Same as
address instruction, functional.

address instruction, three — Same as ad-
dress, three.

address  instruction, three-plus-one —
Same as address, four.
address  instruction, two-plus-one —

Same as address, three.

addressless instruction format — A partic-
ular instruction format which contains
no address part, used either when no
address is required, or when the address
is in some way implicit.

address, machine — An absolute, direct,
unindexed address expressed as such,
or resulting after indexinf and other
processing has been completed.

address marks, disk — Special address
marks are obtained by coding specific
combinations of data and clock bits. On
some disks, the special combinations of
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address, microprocessor

data and clock bits can be decoded as
any binary pattern to trigger recogni-
tion of an index address mark or an ID
address mark, or a deleted address
mark.

address, microprocessor — The address-
ing capacity of a microprocessor is a
function of the number of address lines
maintained by the processor. The most
common address size is 65,536 memory
locations and is referred to as 64K or
65K words or bytes of memory, where K
stands for 1024. It takes 16 bits of ad-
dress information to address 64K. For a
16-bit machine, this is a natural size. For
an 8-bit processor, two bytes are used to
give the 16-bit address. Some 8-bit
rocessors address only 4K, 8K, or 16K.
he 4-bit processors usually have lim-
ited addressing capability, perhaps 1K
to 4K bytes. TEe addressing capacity of
a microcomputer often defines Eoth the
number of memory locations and the
number of input/output (i/0) devices
accessible, since many of the micro-
processors access i/o devices directly
via memory addresses.

address modes, microprocessor — Proces-
sor addressing modes include sequen-
tial, forward, or backward addressing,
address indexing, indirect addressing,
16-bit word addressing, 8-bit byte ag-
dressing, and stack addressing. Varia-
ble-length instruction formatting allows
a minimum number of words to be used
for each addressing mode. The result is
efficient use of program storage space.

address modification — 1. The process of
changing the address part of a machine
instruction by means of coded instruc-
tion. 2. A change in the address portion
of an instruction or command such that,
if the routine containing the instruction
or command is repeated, the computer
will go to a new address or location for
data or instructions. See address compu-
tation,

address, multiple — A type of instruction
that specifies the addresses of two or
more items which may be the addresses
of locations of inputs or outputs of the
calculating unit, or the addresses of lo-
cations of instructions for the control
unit. The term multiaddress is also used
in characterizing computers, e.g., two-,
three-, or four-address machines. (Syn-
onymous with multiaddress.)

address, Nth-level — An indirect address
which might be second level, third level
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address, regional

addresses, etc., that specify addresses of
desired operands.

address one — Same as single address.

address, one-level — Same as direct ad-
dress.

address, one plus one — An instruction
system having the property that each
complete instruction includes an opera-
tion and two addresses, one for the loca-
tion of a register in the storage contain-
ing the item to be operated upon, and
one for the location containing the next
instruction.

address, operand — In indirect address-
ing, the address of the instruction refers
to a location whose content is not the
operand but rather the address of the
operand. The address of the operand is
called the indirect address, usually sig-
naled as an indirect address by the pres-
ence of an extra flag bit.

address, operand effective — An address
obtained at the time of execution by the
computer to give the actual operand ad-
dress.

address, P — Location to which the pro-
gram branches, or to which data is tran-
sposed (certain equipment).

address, page — The eight high-order
bits of a virtual address or an actual ad-
dress, which represent a page of mem-
ory (some computers).

address part — The part of an instruction
word that defines the address of a regis-
ter or locations.

address, presumptive — See address, base.

address, program counter — A register in
which the address of the current instruc-
tion is recorded.

address, @ — A source location in internal
storage of some types of eﬁulpment,
from which data is transferred.

address, quadruple — Same as address,
four.

address, real-time — Same as address, im-
mediate.

address, reference — A number that ap-
pears as an address in a computer in-
struction, but which serves as the base,
index, initial or starting point for subse-
quent addresses to be modified. (Synon-
ymous with presumptive address.z

address, regional — A specific address
usually set within a series of consecutive
addresses, such as in the A region of
consecutive addresses.



address register

address register — A register in which an
address 1s stored.

address, register field — The portion of an
instruction word that contains a register
address.

address, relative — A label used to iden-
tify a word in a routine or subroutine
with respect to its position in that rou-
tine or subroutine. Relative addresses
are translated into absolute addresses
by the addition of some specific “‘refer-
ence’ address, usually that at which the
first word of the routine is stored; e.g.,
if a relative-address instruction spe-
cified an address N, and the address of
the first word of the routine is K, then
the absolute address is N + K.

address, result — That address into which
the results of an arithmetic process are
transferred.

address, second-level — Same as address,
indirect.

address, single — A system of machine in-
structions in which each complete in-
struction explicitly describes one opera-
tion and involves one storage location.
(Related to one-address instruction.)

address, single-level — Same as direct
address.

address size — The maximum number of
binary dl%lts in an instruction used in
directly addressing memory.

address source, instruction — Same as ad-
dress instruction, functional.

address, specific — An address that indi-
cates the exact storage location where
the referenced operand is to be found
or stored in the actual machine-code ad-
dress numbering system. (Related to
absolute code.)

address storage, display lights — The vari-
ous indicator lights on the control panel
that specify the bit pattern in a selected
address.

address, symbolic— 1. A label chosen to
identify a particular word, function, or
other information in a routine, indepen-
dent of the location of the information
within the routine; floating address. 2. A
label, alphabetic or alphameric, used to
specify a storage location in the context
of a particular program. Often, pro-
grams are first written using symbolic
addresses in some convenient code
which is then translated into absolute
addresses by an assembly program.

address, synthetic— Same as address,
calculated.

A/D Interface

address system, one-over-one — A ma-
chine-language system that uses two ad-
dresses; one of these may be a reference
for data.

address, third-level —In an indirect or
multilevel addressing system, the third
address sought in the attempt to arrive
at the location of an operand. The ma-
chine interprets the contents of the first
two storage locations as addresses
rather than as operands.

address, three — A method of specifying
the location of operands and instruction
in which the storage location of the two
operands and the storage location of the
results of the operations are cited, and
in which the location or address of the
next instruction to be executed is also to
be specified, e.g., addend, augend, and
sum addresses all specified in one in-
struction word.

address, three-plus-one — Same as ad-
dress, four.

address, triple — Same as address, three.

address, two — An inslructiop that in-
cludes an operation and specifies the lo-
cation of an operand and the result of
the operation.

address, two-level — Same as address, in-
direct.

address, variable — An address that is to
be modified or has been modified by an
index register or similar device.

address, virtual — Same as address, im-
mediate.

address, zero-level — An instruction ad-
dress in which the address part of the
instruction is the operand.

add, special — This is similar to double-
precision addition in that it concerns ad-
dition of numbers having twice as many
digits as the particular computer regis-
ter is capable of containing.

add-subtract time — The time required to
perform an addition or subtraction, ex-
clusive of the time required to obtain
the quantities from storage and put the
sum or difference back in storage.

add time — See time, add.

add to storage — The process which im-
mediately enters the final sum of the ac-
cumulator into the computer memory.

add without carry gate — Same as gate,
exclusive OR.

A/D Interface — Scveral firms offer a
“building block” subsystem useful for
implementation of the analog-to-digital



ADIS

conversion (ADC) function. The de-
vices permit the construction of hiﬁh
performance ADCs at a fraction of the
cost of comparable modular units. With
this subsystem, the critical analog proc-
essing is done on the monolithic chip,
and the less critical digital system of
counters and gates is left for the system
designer to implement.

ADIS — Abbreviation for A Data Inter-
change System.

adjacency — 1. Relates to character recog-
nition and printing conditions. Refer-
ence lines designate spacing between
two consecutive characters. 2. A condi-
tion in character recognition in which
two consecutive characters, either
printed or handwritten, are closer than
the specified distance.

adjacent channel — A channel whose fre-
quency band is adjacent to that of the
reference channel.

adjacent-channel interference — Such in-
terference or “noise” occurs when two
modulated carrier channels are situated
or placed too close together in fre-
quency so that one or both sidebands
extend from one channel into the other.

adjacent-channel selectivity — Receivers
have characteristics which govern their
ability to reject signals or channels adja-
cent to that of the desired signals.

adjustment, character — The address ad-
justment in which the literal used to
modify the address has reference to a
SEeciﬁc given number or group of
characters.

administrative data processing — An ex-
pression usually meaning business data
rocessing such as the recording, classi-
ying, or summarizing of transactions,
activities, events, etc. Usually of a finan-
cial nature, or the collection, retrieval,
or control of such items.

admissible mark — Se¢ mark, admissible.

ADP (Avtomatic Data Processing) —
1. Pertaining to equipment such as EAM
(Electronic Accounung Machines) and
EDP (Electronic Data Processing)
equipment units or systems. 2. Data
processing performed by a system of
electronic or electrical machines so in-
terconnected and interacting as to re-
duce to a minimum the need for human
assistance or intervention.

ADPE — Abbreviation for Automatic Data
Processing Equipment.
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algebraic expression

ADPS — Abbreviation for Automatic Data
Processing System.

AFIPS — Abbreviation for American Fed-
eration of Information Processing Soci-
eties, an association of American data
processing groups formerly called
AFID.

agenda — The set of control-language
statements used to prescribe a solution
path or run procedures; an ordered list
of the major operations constituting a
procedure for a solution or computer
run. (This usage corresponds roughly
to the ordinary “agenda’” for a meet-
ing.)

A ignore B gate, negative — Se¢ gate, B
ignore A negative.

A implies B gate — Same as gate, B OR-
NOT A.

A implies B gate, negative — Same as gate,
A AND-NOT B.

alarm — A signal, by display or audio de-
vice, which signifies tgat an error has
occurred, or an emergency condition
exists that is interfering or could inter-
fere with the proper execution or com-
pletion of a program.

alarm, audible — This is an audio signal
which indicates that a predetermined
condition has been met or detected, that
amalfunction has occurred in the equig-
ment, or that a program error or a prob-
lem condition exists.

alarm display — A visual display signal
such as on a crt or radar screen which
would alert the operator to conditions
which require attention.

.

alarm-repeated transmi — An audi-
ble alarm which sounds after three suc-
cessive failures to transmit (or receive) a
line.

alertor — A device to watch the man who
watches the machine. The alertor con-
sists of a small box connected to a large
floor pad laced with wires. Any move-
ment on the pad keeps the box content.
Bug, should lﬁere be no movement from
the operator during a suspicious inter-
val of time, the alertor concludes he is
either inattentive or napping, and
sounds an alarm.

algebra, Boolean — Se¢e Boolean algebra.

algebraic expression — A statement ex-
pressed in various symbols, signs, and
abbreviations following mathematical



algebraic language

rules and szmax to designate variables,
constants, functions, and rules.

algebraic language — See language, alge-
braic.

Algebraic  Language, International —
See Language, International Algebraic.

ALGOL — 1. ALGOrithmic Language. An
arithmetic language by which numerical
procedures may be precisely presented
to a computer 1n a standar f%rm. The
language is intended not only as a
means of directly presenting any nu-
merical procedure to any suitable com-
puter for which a compiler exists, but
also as a means of communicating nu-
merical procedures among individuals.
The language itself is a result of interna-
tional cooperation to obtain a standard-
ized algorithmic language. The Interna-
tional ~Algebraic Language is the
forerunner of ALGOL. 2. ALGebraic
Oriented Language (some authors).
The international procedural language.

ALGOL 10 — A FORTRAN:-like program-
ming language that offers the scientific
advantages of FORTRAN and advanced
algorithmic  processing capabilities.
Used mainly on time-sharing systems.
(Digital Equipment Corp.)

ALGOL 68 — Much like ALGOL 10, this
version of the language offers input-
/output facilities more prone for the
batch environment. Used mainly on
batch systems, although it is also used
on some select time-sharing systems.
(IBM.)

algorithm — A defined process or set of
rules that leads and assures develop-
ment of a desired output from a given
input. A sequence of formulas and/or
algebraic/logical steps to calculate or
determine a given task; processing
rules.

algorithm convergence — An algorithm is
said to converge if it is certain to yield
its solution in a finite number of steps.
It is a much stronger requirement than
the mathematical convergence of the se-
quence of obtained function values.

algorithmic — Pertaining to a constructive
calculating process usually assumed to
lead to the solution of a problem in a
finite number of steps.

algorithmic language — Same as ALGOL.

algorithmic routine — That specific rou-
tine which directs the computer in a
program to solve a problem in a finite or
specified number of steps, but not rely-

allocate

ing on a trial and error procedure. The
solution and solution method are exact
and must always reach the specific an-
swer.

algorithm, programming — A program-
ming algorithm is a rule whicg is often
applied to solve a commonly encoun-
tered problem. Such an algorithm spe-
cifies the rules by which data is to be
processed in a design to meet the objec-
tive of the program. Thus, it is a
method, rule, or procedure used to de-
sign a solution for a particular problem
or class of problems.

algorithm, scheduling — A set of rules that
1s included in the scheduling routine of
the executive program. The scheduling
algorithm determnes the length of a
user’s quantum and the frequency with
which this quantum is repeated.

algorithm translation — Various sets of
rules, specific methods, or procedures
used to obtain translations from one
language to various others. Often this is
done by the computer using computa-
tional methods to solve the algorithm.

alias — 1. A label which is an alternate for
something of the same type for which it
is being used. Various primary or sec-
ondary names are used in computer
slang such as red tape, GIGO, kludge,
etc., which may be aliases for the basic
or primary term. 2. Alternate entry
oint where program execution is al-
owed to begin.

A-light — A control panel light which
monitors the A-register and signals par-
ity check errors.

aligned words, microcomputer — In some

* systems, instructions are always ad-
dressed as 16-bit words. Words and in-
structions are aligned; that is, the left-
most byte of a word or instruction word
has an even-numbered address. Words
are aligned to avoid the time penalty
resulting from successive fetches of the
high and low byte of a word spanning
the alignment boundary. Aligned words
improve access speed and permit the
doubling of the relative ranges of many
instructions.

alignment — The process of adjusting
components of a system for proper in-
terrelationship. The term is applied es-
pecially to the synchronization of com-
ponents in a system.

allocate — To assign storage locations to
the main routines and subroutines,
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allocate storage

thereby fixing the absolute values of any
symbolic address.

allocate storage — The assignment of spe-
cific storage areas for exact purposes,
such as holding Input/Output data,
constants, specihic routines, scratchpad
storage, stored routines, priority or ex-
ecutive instructions, housekeeping, or
end programs.

allocation — The assignment of blocks of
data to specified blocks of storage.

allocation, dynamic-storage — Each time a
subroutine is called using this feature,
the unique storage area for that subrou-
tine is assigned to the first storage avail-
able. Thus, all subroutines called on the
same level will share the same storage
area. This results in a significant storage
saving in many cases. In addition, a
recursive subroutine call is possible be-
cause a new storage area is assigned
each time a subroutne is entered. This
feature, together with in-line symbolic
coding, provides real-time capability.

allocation of hardware resources, time-
sharing — See time-sharing allocation of
hardware resources.

allocation, resource — A program which
integrates the allocation of resources
(men, machines, materials, money, and
space) with scheduling, by time period,
of project activities.

allocation, storage — The process of re-
serving blocks of storage to specified
blocks of information.

allotting — A process of selection in which
the objects are given assignments be-
fore the actual selecting procedure is
initiated.

alpha — 1. The first letter of the Greek
alphabet and, thus, a symbol represent-
ing first. 2. An abbreviation for Al-
phanumeric. 3. A feature of representa-
tion of data in alphabetical characters in
contrast to numerical.

alphabet — A specific kind of character set
excluding numerals, i.e., the character
set most frequently used in a natural
language.

alphabetic — Using only letters of the al-
phabet and the special characters of pe-
riod, comma, asterisk, and others.

alphabetic addressing — The procedure
for using alphabetic or alphanumeric la-
bels to specify various storage locations
for particular programs; i.e., before pro-

ram execution, the alphabetic address

1s converted to an absolute address.
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alternate routing

alphabetic code — A system of alphabetic
abbreviations used n preparing infor-
mation for in;l)( t to a machine; ef., Bos-
ton, New Yor ,Philadelphxa, an _Wash-
ington may in alphabetical coding be
reported as BS, NY, PH, WA. (Con-
trasted with numeric code.)

alphabetic-numeric — The characters that
include letters of the alphabet, numer-
als, and other symbols, such as punctua-
tion or mathematical symbols.

alphabetic string — A string or group of
characters all of which are letters. A
string is a one dimensional array of cha-
racters, letters, etc., ordered by ‘refer-
ences to the relations between adjacent
numbers.

alphabetic word — A specific word en-
tirely of characters of an alphabet or
special signs and symbols.

alphameric — A contraction of alphanu-
meric and alphabetic-numeric.

alphameric characters — A generic term
for numeric digits, alphabetic charac-
ters, and special characters.

alphameric code — Same as code, alphanu-
meric.

alphanumeric — A contraction of alpha-
betic-numeric.

alphanumerical — A coding system capa-
ble of representing alphabetical charac-
ters and other symbols as well as num-
bers.

alphanumeric  character set — Special
character set of letters and digits and
other special characters including espe-
cially punctuation marks.

alphanumeri¢  instruction — The name
given to instructions that can be used
equally well with alphabetic or numeric
kinds of data.

alphanumeric reader — An optical charac-
ter recognition device that automat-
cally reads and transmits typewritten
messages.

altering — An operation for inserting, de-
leting, or changing information.

altering  errors — Internal, maghine-
generated errors resulting from incor-
rect data transfer within the machine.

alter mode — A program condition that
permits changing or updating data in
storage.

alternate optima — Distinct solutions to
the same optimization problem.

alternate routing— A communications
term relating to the assignment of other
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alternation gate

communications paths to a particular
destination if the primary path has be-
come unavailable.

alternation gate — Same as gate, OR.
alternative denial gate — Same as gate,

amplifier

Inc.; American Society for Information
Science. Its affiliates include: American
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ALU—arithmetic and logical unit (one type).

ALU—Arithmetic and Logical Unit —
The portion of the hardware of a com-
puter in which arithmetic and logical
operations are performed. The arithme-
tic unit generally consists of an ac-
cumulator, some special registers for
the storage of operands and results,
supplemented by shifting and sequenc-
ing circuitry for implementing multi-
plication, division, and other desired
operations.

ambiguity — Having more than one
meaning or interpretation. In computer
processing, ambiguity is often the result
of changes of state in various systems.

ambiguity error — A gross error, usually
transient, occurring in the reading of di-
gits of numbers and imprecise synchro-
nism which causes changes in different
digit positions, such as in analog-to-
digital conversion. Guard signals can
aid in avoiding such errors.

AMBIT — A programming language for
algebraic symbol manipulation.

American Federation of Information Proc-
essing Societies (AFIPS) — Headquar-

ters: Montvale, N.J. An organization of

computer-related societies. Its mem-
bers include: The Association for Com-
puter Machinery; The Institute of Elec-
trical and Electronics  Engineers
Computer Group; Simulation Councils,

Display; Association of Data Processing
Services Organizations.

American National Standards Institute

(ANSI) — This organization organizes
committees formed of computer users,
manufacturers, etc., to develop and
publish industry standards, e.g., ANSI
FORTRAN, ANSI Standard gode for
Periodical Identification, etc. Previous
names: American Standards Association
(ASA) and United States of America
Standards Institute (USASI).

American Standard Code for Information

Interchange  (ASCI) — Usually pro-
nounced ‘“‘Askee.” A standard data-
transmission code that was introduced
to achieve compatibility between data
devices. It consists of 7 information bits
and 1 parity bit for error-checking pur-
poses, thus allowing 128 code combina-
tions. If the eighth bit is not used for
parlity, 256 code combinations are pos-
sible.

American Standards Association — A for-

mer name of the American National
Standards Institute.

amplifier — A unidirectional device which

is capable of putting out an enlargement
of the waveform of the electric current,
voltage, or power that is supplied to the
input.
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amplifier, computing

amplifier, computing — This  amplifier
combines functions of amplification and
performance of operations. Computing
amplifiers are often summing amplifi-
ers, analog adders, or sign reversing
amplifiers.

amplifier, differential — This amplifier has
two signal-input channels and one sig-
nal output channel, which have charac-
teristics such as instantaneous output
signals which are directly proportional
to the difference between the instanta-
neous values of the input signals.

amplifier, differentiating— An amplifier,
infrequently used in analog computers,
whose output voltage is proportional to
the derivative of the input voltage with
respect to time.

amplifier, direct-coupled — Same as am-
plifier, direct-current.

amplifier, direct-current — A specific ana-
log computer amplifier which uses resis-
tors for coupling signals in and out of
the active elements, 1.e., a vacuum tube
or transistor. It is then capable of amphi-
fying input signal currents despite how
slowly the input signals might vary in
time.

amplifier, drift-corrected — A specific *‘di-
rect-coupled” analog computer am-
plifier which reduces or stops drift; i.e.,
the output voltage does not change in
value without a corresponding change
in input signal voltage.

amplifier, operational — Same as amplifier,
computing.

amplifier, see-saw — Same as amplifier,
sign-reversing.

amplifier, sign-reversing — A specific ana-
log computer amplifier which has out-

ut voltage equal to the input voltage
ut opposite in sign.

amplifier, valve control — Some systems
have integrating amplifiers which accept
analog signals from time-sharing valve
output modules, provide memory and
conditioning for the signal, and gener-
ate control output signals.

amplitude, pulse — The maximum instan-
taneous value of a pulse.

analog — The representation of numeri-
cal quantities by means of physical vari-
ables, e.g., translation, rotation, volt-
age, or resistance. (Contrasted with
daigital.)

analog adder — Also known as a summer
in analog representation; a unit with two
or more input variables and one output
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analog input expander

variable which is equal to the sum, or a
specific weighted sum, of the input vari-
ables.

analog assignment of variables — Con-
sists of deciding which quantities on the
computer will represent which variables
in the problem. The user must know the
mathematical laws controlling the varia-
bles in the problem as well as the laws
controlling the currents, voltages, and
reactances in the computer. He then
matches those quantities which are anal-
oious to each other; that is, quantities
which obey the same mathematical laws.
For example, water pressure can be
analogous to voltage, while water flow
can be analogous to current.

analog back-up — A designed alternate
method of process control most often
used by conventional analog instru-
ments in the event of a failure in the
computer system.

analog channel — A channel on which the
information transmitted can take any
value between the defined limits of the
channel.

analog computer — Se¢ computer, analog.
analog date — See data, analog.

analog device — A mechanism that repre-
sents numbers by physical quantities,
e.%., by lengths, as in a slide rule, or by
voltages or currents, as in a differential
analyzer or a computer of the analog
type.

analog divider — A unit with two input
variables and one output variable which
is proportional to the quotient of the
input variables, provided that all the
variables are within the operating range
of the unit. An analog multipher unit
can be used in the feedback path of an
operational amplifier to perform divi-
sion. These two units combined become
an analog divider.

analog input — Units feature modular
packaged equipment used to convert
voltage or current signals into digital
values. The modules used to accom-
plish the conversions include analog-to-
digital converters, multiplexors, am-
plifiers, and other signal conditioning
equipment. '

analog input expander — This unit allows
a complete analog input system to be
configured around the data-adapter
unit.



analog input module

analog input module — In some systems,
devices that convert analog input sig-
nals from process instrumentation into
a digit code for transmission to the com-
puter.

analog simulation

direct control, or data analysis. A con-
trol and data path provides for the at-
tachment of the system where more
powerful supervision is required. For
example, the system may be used to in-
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Analog-to-digital LSI (example).

analog multiplier — A unit that generates

analog products from two or more input

signals. The output variable is propor-

glonal to the product of the input varia-
es.

analog network — A circuit or circuits that
represent(s) physical variables in such a
manner as to permit the expression and
solution of mathematical relationships
between the variables, or to permit the
solution directly by electric or elec-
tronic means.

analog output — As opposed to digital
output, the amplitude is continuously
proportionate to the stimulus, the pro-
portionality being limited by the resolu-
tion of the device.

analog processor-controller (P-C) —
The processor-controller (P-C) can be
used for editing, supervisory control,

tegrate the commercial aspects of an ap-
plication with the controlling opera-
tions exercised by an analog computer.
Some multiprocessor system capabili-
ties enable the handling of real-time ap-
plications of any size or complexity.

analog representation — A representation
that does not have discrete values but is
continuously variable.

analog simulation — Use of an electrical
system to represent a physical system.
The actual system and the electrical
model are analogous in that the varia-
bles that demonstrate their characteris-
tics are described by relations that are
mathematically equivalent. The actual
system has thus been simulated because
of the similarity of operation of the elec-
trical model and the physical system.
This capability of the analog computer
is of great value in performing scientific
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analog-to-digital conversion

research or engineering design calcula-
tions because 1t permits an insight into
the relationship between the mathemat-
ical equations and the response of the
physical system. Once the electrical
model is completed, well-controlled ex-
periments can be performed quickly,
mexpensively, and with great flexibility
to predict the behavior of the primary
physical system.

analog-to-digital conversion — The con-
version of analog signals from a voltage
level to digital information is accom-
plished by an analog-to-digital con-
verter (ADC). Such converters, how-
ever, are complex enough so that if
multiple sources of analog signals are to
be converted, they share the use of one
ADC. The switching is accomplished by
a multplexer.

analog-to-digital converter — A  device
that changes physical motion or electri-
cal voltage into digital factors; e.g.,
turns of a shaft into a number input.

analog-to-digital LSI — A type of semicon-
ductor device that combines complex
linear and digital functions on the same
chip. One-chip microcomputers with
onboard analog-to-digital converters,
microprocessor-compatible ADs, and
codecs are representative of these pro-
ducts. (Illustration, page 17.)

analog-to-digital sensing — The collec-
tion of analog data and its conversion
for presentation to the digital proces-
sor-controller.

analysis — The methodological investiga-
tion of a problem by a consistent proce-
dure, and its separation into related
units for further detailed study.

analysis block — A relocatable part of the
computer storage in which program
testing or statistical data are stored
which can later be utilized to analyze the
performance of the system. During pro-
gram testing there may be an analysis

lock for each transaction in the system,

and when the transaction leaves the sys-
tem this block is dumped into a file or
tape.

analysis, contour — Se¢ contour analysis.

analysis, file — The examination, study,
and resolution of file characteristics to
determine similarities, number and type
of redundancies, and to check labeling
and listing of documents which affect
data elements contained in files.

analysis, legic — The delineation or de
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analyst

termination of the specific steps re-
quired to produce the desired computer
output or derive the intelligence infor-
mation from the given or ascertained
input data or model. Such logic studies
are completed for many computer pro-
cesses, programs, or runs.

analysis mode — A mode of operation in
which special Frograms monitor the
performance of the system for subse-
quent analysis. Program testing data or
statistical data may be automatcally re-
cording when the system is running in
the analysis mode.

analysis, numerical — The study of meth-
ods of obtaining useful quantitative so-
lutions to mathematical problems, re-
gardless of whether an analytic solution
exists or not, and the study of the errors
and bounds on errors in obtaining such
solutions.

analysis, operations — The use of scien-
tific method procedures to solve opera-
tional problems. Management thus uses
quantitative bases for developing opti-
mal decisions and predictions. Some of
these procedures are: linear program-
ming, probability information, game
theory, PERT, queuing, and statistical
theory.

analysis, procedure — The analysis of a
business activity to determine precisely
what must be accomplished, and how it
is to be accomplished. .

analysis, statistical — One of the four
main techniques of operations research.
Data gathering, arranging, sorting, se-
quencing, and evaluating are all com-
mon statistical analyses. Three other
techniques are linear programming,
queuing theory, and simulation. Statisti-
cal analysis combines mathematical
techniques and computer technology to
handle a wide range of business and
scientific problems wherever large
amounts of information or data must be
evaluated and analyzed.

analysis, systems — The examination of
an activity, procedure, method, tech-
nique, or a business to determine what
must be accomplished and how the nec-
essary operations may best be accom-
plished.

analyst — An individual who is skilled and
trained to define problems and to ana-
lyze, develop, and express algorithms
for their solution, especially algorithms
that may be resolved and implemented
by a computer.



analyst, systems

analyst, systems — A person who designs
information-handling procedures which
incorporate computer processing. The
systems analyst is usually highly skilled
in defining problems anJ developing al-
gorithms for their solution.

analytical engine — The name Charles
Babbage gave to one of his primitive
computer devices. Conceived in 1833,
the analytical engine was the first gener-
al-purpose automatic digital computer.
It embodied all the fundamental princi-
ples of the modern digital computer. It
was theoretically capagble of executin
any mathematical operation; it store
se%uences of instructions in memory,
and it was to use punched cards mod-
eled after those used in the Jacquard
loom as mass memory for storage of
mathematical tables. Babbage’s concept
of the analytical engine is one of the
truly great intellectual achievements of
all time.

analytic relationship — The relationship
that exists between concepts and corre-
sponding terms, by virtue of their defi-
nition and inherent scope of meaning.

analyzer, differential — A computer (usu-
ally analog) designed and used primar-
ily for solving many types of differential
equations.

analyzer, logic — Logic analyzers take a
digital picture of the data presented on
several parallel data-bus lines, and store
it in a semiconductor memory for later
analysis. When the input levels rise or
fall through preset input thresholds, the
data is recognized as ones or zeros and
stored in memory cells. Memory con-
tents can be accessed later and con-
verted to oscilloscope displays for con-
venient analysis.

analyzer, logic test — These instruments
do for the analysis of complex digital
equipment what the oscilloscope does
for real-time signal analysis by provid-
ing views of multiple channels of se-
quential data, even if the data are non-
recurring, providing true simultaneous
accémsmop of multiple data channels,
and providing data sequence displays
that occur before a trigger.

analyzer, network — An analog device de-
si%ned primarily for simulating electri-
cal networks. (Synonymous with net-
work calculator.)

ancillary equipment — Same as equipment,
peripheral.

ANSI standards

AND — 1. A logical operator that has the
property that if P is a statement and
1s a statement, then P AND Q are true i
both statements are true, false if either
is false or both are false. Truth is nor-
mally expressed by the value 1, falsity by
0. The AND operator is often repre-
sented by a centered dot (P-Q), by no
sign (PQ), by an inverted “u” or logical
product symbol (PnQ), or by the letter
“X” or multiplication symbol (PXQ).
Note that the letters AND are capital-
ized to differentiate between the logical
operator and the word and in common
usage. 2. The logical operation which
makes use of the AND operator or logi-
cal product.

AND circuit — Same as gate, AND.
AND gate — See gate, AND.
AND gate, positive — Same as gate, AND.

AND-NOT gate — Same as gate, A AND-
NOT B or gate, B AND-NOT A.

AND operator — See AND.
AND unit — Same as gate, AND.

anglicize — Usually means to translate
from programming language to English
phrases, i.e,, to state the precise mean-
ing of various coded statements in exact
and understandable language.

annex memory — Small memory unit used

as a go-between for the input and out-

ut units and the main memory. Better
Enown as a buffer.

annex storage — Same as associative stor-
age.

annotate — To include explanations or
descriptions of portions of programs; to
add information or data to clarify rela-
tions, significance, or priorities.

annotation — Added  descriptive
ments or explanatory notes.

ANSI FORTRAN IV (Standard X3.9-1968)
— This is a FORTRAN used by many
firms with extensions for in-line assem-
bly language, bit and byte arrays, logical
exi)ressmns, rational expressions, la-
beled and unlabeled COMMON, en-

code/decode statements, free format

i/0, and subscripts of any legal integer

expression.

ANSI standards — American  National
Standards Institute standards are widely
used by US firms as guides, although
they are often modified. Data-process-
ing standards from ANSI range from
the definition of ASCII to the determi-
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ANSI Subcommittee X353

nation of over-all datacom system per-
formance. Many have been adopted by
the US Government, are called FIPS
(Federal Information-Processing Stan-
dards), and are mandatory for the De-
partment of Defense.

ANSI Subcommittee X3S3 — Within the
American National Standards Institute
(ANSI), under Sectional Committee X3
on Computers and Information Proc-
essing, Subcommittee X3S3 is responsi-
ble for defining the characteristics of
digital data generating and receiving
systems that function with communica-
tion systems and for developing and
recommending standards for data com-
munications. Five task groups have
been established under X3S3. Task
Group X3S833 is responsible for stand-
ardizing data communication formats.
Its twotold scope of activities is to define
formats for data communication of bits
within characters and of characters
within a hierarchy of groups, and to out-
line functional control requirements
and procedures for data systems other
than those required for control of a data
link.

answer back — A transmission from the
receiving business machine in response
to a request from the transmitting ma-
chine, e.g., the business machine ac-
knowledges that it is ready to accept or
has received data.

answer, inquiry (remote) — See inquiry an-
swer (remote).

anticipation mode — A visual means of
representing binary information. One
binary digit is represented by a line, and
the binary digit in the opposite state is
represented by the absence of a line.

anticipatory staging — The movement of
blocks of storage between disk and
main memory in anticipation of their
being needed by running programs.
This is to be contrasted witE demand
staging.

anticoincidence gate — Same as gate, ex-
clusive OR.

anti-setoff powder — Se¢  powder, anti-
setoff.

any-sequence queve — A collection of
items in the system which are waiting for
the attention of the processor. The any-
sequence queue is organized so that
items may be removed trom the collec-
tion without regard to the sequence in
which they entered it.
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A OR-NOT B gate — See gate, A OR-NOT
B.

aperture time — The time required to
make a measurement or conversion with
an A/D converter. Aperture time can be
considered to be a time uncertainty or
amci)litudc uncertainty. The aperture
and amplitude uncertainty are related
by the time rate of change of the signal.

APL language — A programming lan-
guage developed by Iverson. An unusu-
ally extensive set of operators and data
structures are used to implement what is
considered by many to be the most flexi-
ble, powerful, and concise algorithmic/-
procedural language in existence. Pri-
marily used from conversational
terminals, its applicability to “produc-
tion” job processing is limited, but its
value for educational and investigative
work is great.

application — The system or problem to
which a computer is applied. Reference
is often made to an application as being
either of the computational type,
wherein  arithmetic  computations
predominate, or of the data-processing
type, wherein data-handling operations
predominate.

application, inquiry — See inquiry applica-
tion.

application package — A series of inter-
related routines and subroutines de-
signed to perform a specific task.

application, real time — Se¢ real-time ap-
plication.

application, slave — A fail-safe or backup
system (application) whereby a slave or
second computer performs the same
steps of the same programs so that if the
master computer fails or malfunctions,
the slave computer continues without a
deterioration of operations. Various
space or urgent real-time applications
re?uire this double-precision or double
safety feature.

applications,  processor-controller — See
processor-controller applications.

applications programs — Mathematical
routines, including sine, cosine, tan-
gent, arc sine, square root, natural loga-
rithms, and exponential functions.

applications study — The detailed process
of determining a system or set of proce-
dures for using a computer for definite
functions or operations, and establish-
ing specifications to be used as a base



application, standby

for the selection of equipment suitable
to the specific needs.

application, standby — An application in
which two or more computers are tied
together as a part of a single over-all
system, and which, as in the case of an
inquiry application, stand ready for im-
mediate activation and appropriate ac-
tion.

approach, brute-force — To try to under-
take with existing equipment the mass
of problems that do not use precise
computations or logical manipulation
(as accounting problems and scientific
problems do).

approach, heuristic— An approach that
encourages further experimentation
and investigation. An intuitive trial-and-
error method of attacking a problem as
opposed to the algorithmic method.

approach, systems — A systems approach
pertains to looking at the overalf)situa-
tion rather than the narrow implications
of the task at hand, particularly lookin
for interrelationships between the tas
at hand and other functions which relate
to it.

APT (Automatically Programmed Tools)
— A system for the computer-assisted
programming of numerically controlled
machine tools, flame cutters, drafting
machines, and similar equipment.

arbitrary access — Equal access time to all
memory locations, independent of the
location of the previous memory refer-
ence. See random access.

areaq, clear — Same as band, clear.

area, constant — A part of storage desig-
nated to store the invariable quantities
required for processing.

area, fixed — The area on a disk where
data files or image programs may be
stored and protected.

area, input — A section of internal storage
of a computer reserved for the receiving
and processing of input information.

area, input/output — Same as storage,
working.

area, instruction — A part of storage al-
located to receive and store the group of
instructions to be executed.

area, output — A section of internal stor-
age reserved for storing data which are
to be transferred out of the computer.

area search — The examination of a large
group of documents to select those that

arithmetic and logic unit, . . .

pertain to one group, such as one cate-
gory, class, etc.

areas in storage — The assignment of
characters, fields, or words in processor
storage in order to complete program
editing, printing, read-in, punching,
constants, write-out, and other proce-
dures.

areas, overflow, file — Sez overflow areas,
file.

area, storage — See storage area.
area, working — See storage, working.
a-register — See register, arithmetic.

argument — 1. The known reference fac-
tor necessary to find the desired item
(function) in a table. 2. A variable upon
whose value the value of a function de-
ends. The arguments of a function are
Esled in parentheses after the function
name, whenever that function is used.
The computations specified by the func-
tion definition occur using the variables
specified as arguments.

argument addresses — Some systems offer
a single instruction to resolve any num-
ber of argument addresses, storing the
results in the stack for use by the sub-
routines needed. Depending on ad-
dressing mode, these instructions run 4
to 10 umes faster than equivalent soft-
ware routines. This is especially signifi-
cant in programs with frequent parame-
ter transfers (such as FORTRAN or data
collection with scaling and conversion).

argument transfer instructions — Some
systems offer argument transfer instruc-
tions that facilitate the movement of ar-
guments (or parameters) from a pro-
gram to a subroutine. The full
addressing power of larger architecture
is applied to these functions; base rela-
tive, indexed, and indirect argument ad-
dresses are passed to subroutines and
resolved by these instructions, often to
16-bit absolute addresses for fast argu-
ment accessing.

arithmetic address — Specific locations
which are used for the results of compu-
tations.

arithmetical operation — An  operation
completed according to arithmetical
rules; i.e., the operands are the addend
and augend and the result is the sum.
arithmetic and logic unit, ALU microcomput-
ers — That CPU chip logic which actu-
ally executes the operations requested
by an input command is called the arith-
metic and logic unit (ALU), since in
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arithmetic check

every case some combination of arith-
metic and/or logical operations is re-
quired. A part of CPU chip logic, the
control unit, decodes the instruction
(stored in the instruction register) in
order to enable the required ALU logic,
and thus implement the arithmetic and-
/or logical operations required by the
instruction.

arithmetic check — A verification of arith-
metic computation, e.g., multiplying 4
by 2 to check against the product ob-
tained by multiplying 2 by 4.

arithmetic expression — An expression
containing any combination of data-
names, numeric literals, and named
constants, joined by one or more arith-
metic operators in such a way that the
expression as a whole can be reduced to
a single numeric value.

arithmetic, external — Operations per-
formed outside of the computer itself as
by peripheral or ancillary units but
which may or may not become part of
the total problem or program on an in-
terrupt basis.

arithmetic, floating-decimal — A method
of calculation which automatically ac-
counts for the location of the radix
oint. This is usually accomplished by
andling the number as a signed man-
tissa times the radix raised to an integral
exponent; e.g., the decimal number +
88.3 might be written as +.883x10%;
[Zhﬁe binary number —.0011 as —.11 X
arithmetic, floating point operation —
See floating-point arithmetic (opera-
tion).
arithmetic instruction — The operator part
of this instruction specifies an arithme-
tic operation: add, subtract, multiply,
divide, powers, or square-root. Not a
logical operation such as logic sum,
logic multiply, or compare.

arithmetic, internal — The computations
performed by the arithmetic unit of a
computer.

arithmetic, multiple — A procedure for
performing arithmetic on a digital com-
puter in which several parts of one or
more numbers are used in arithmetic
operations which yield several results.

arithmetic, multiprecision — A form of
arithmetic simlar to double precision
arithmetic except that two or more
words may be used to represent each
number.

arithmetic unit

arithmetic operation — Any of the funda-
mental operations of arithmetic, e.g.,
the binary operations of addition, su%)-
traction, multiplication, and division,
and the binary operations of negation
and absolute value.

arithmetic operation, binary — Digital
computer operations such as add and
subtract performed with operands with
output results in binary notation.

arithmetic organ — Same as arithmetic sec-
tion.

arithmetic, parallel — A process in which
simultaneous operations are performed
on all digits of a number and in which
partial sums and numbers are formed or
shifted.

arithmetic, partial — See arithmetic, multi-
ple.

arithmetic product — A result developed
as two numbers are multiplied as, in
decimal notation, 6X10=60. In data

processing, the product is the result of
performing the logic AND operation.

arithmetic registers, microprocessors —
Arithmetic (or ALU) registers are those
on which arithmetic and logic functions
can be performed; the register can be a
source or destination of operands for
the operation. Registers that can supply
but not receive operands for the ALU
are not considered arithmetic registers
by many evaluators.

arithmetic section — The portion of the
hardware of a computer in which arith-
metic and logical operations are per-
formed. The arithmetic unit generally
consists of an accumulator, some special
registers for the storage of operands
and results, and shifting and sequencing
circuitry for implementing multiplica-
tion, division, and other desired opera-
tions. (Synonymous with ALU.)

arithmetic, serial — An operation in which
each number is divided into digits to be
operated upon singly, usually in the
adder-subtracter or a comparator. The
same number of addition operations are
required as there are binary digits in the
operands; a simpler and slower opera-
tion than parallel arithmetic.

arithmetic shift — A shift of digits to the
left or right within a fixed framework in
order to multiply or divide by a power of
the given number base e?uivalem to the
number of positions shifted.

arithmetic unit — Ser arithmetic section.



arm, disk (moving)

arm, disk (moving) — See disk, moving
arm.

armed interrupt — Se¢ interrupt, armed.

ARPANET — A laage packet-switched net-
work developed by the Department of
Defense in 1969.

ARQ — Automatic request for repeat. An
automatic system which provides error
correction by utilizing a constant ratio
code and a closed loop to request re-
transmission of mutilated characters as
indicated by receipt of nonconstant
ratio characters.

ARQ, continuous — Automatic request for
repeat (ARQ) in continuous mode has
the transmitter sending one block after
another without stopping. The receiver
and transmitter retain individual counts
of the blocks outstanding and provide
buffer storage to retain those blocks.
Only when an erroneous block is de-
tected does the receiver tell the trans-
mitter to resend that block and all sub-
sequent in-transit, but unacknowledged
blocks.

array — A series of items arranged in a
meaningful pattern.

array, cell — A set of elements arranged in
a meaningful pattern so that rows and
columns form a matrix. Specific data can
be identified by naming specific cells in
the matrix by row and column.

array, closed — An array that can only
be extended if the newly added ele-
ments do not alter the value of the en-
tire array.

array, data — A representation of data in
the form of signs or symbols recorded
on tape, cards, etc.

array pitch — See pitch, row.

array processors — Various 32-bit pro-
grammable floating-point array proces-
sors are available for use with F - and
32-bit minicomputers. These coproces-
sors reduce the time to do strings of
iterative arithmetic by several orders of
magnitude.

artificial cognition — The optical sensing
of a displayed character in which the
machine or equipment selects from its
memory the shape of the character that
is closest to the character being dis-
played.

artificial intelligence — 1. Research and
study in methods for the development
of a machine that can improve its own
operations. The development or capa-
bility of a machine that can proceed or

ASCll

perform  functions that are normally
concerned with human intelligence, as
learning, adapting, reasoning, self-cor-
rection, automatic improvement. 2. The
study of computer and related tech-
niques to supplement the intellectual
capabilities of man. As man has in-
vented and used tools to increase his
physical powers, he now is beginning to
use artificial intelligence to increase his
mental powers. In a more restricted
sense, the study of techniques for more
effective use of digital computers by im-
proved programming techniques.

artificial language — A language specifi-
cally designed for ease o% communica-
tion in a particular area of endeavor, but
one that is not vet natural to that area.
This is contrasted with a natural lan-
guage which has evolved through long
usage.

artificial perception — See artificial cogni-
tion.

ARU — Audio-Response Unit. A device
designed to connect a computer system
to a telephone to provide voice re-
sponse to inquiries made.

ascending sort — A sort in which the final
sequence of records is such that succes-
sive keys compare greater than, less
than, or equal to.

ASCIl — American Standard Code for In-
formation Interchange. A standard 8-bit
information code used with most com-
puters and data terminals. It may be
used in the parallel mode (all bits pre-
sent simultaneously on separate lines)
or the serial mode (one bit at a time on
a single line). Most systems do not use
the eighth bit of the code, and it is,
therefore, assumed to be a logic one at
all times. Some systems, however, use
the eighth bit for parity or error testing.
The remaining seven bits provide a total
of 128 possible characters. Of these,
one group of 32 is reserved for the up-
per-case alphabet and a few punctuation
marks. Another group of 32 is used for
numbers, spacing, and additional punc-
tuation symbols. Rarely used punctua-
tion marzs and a lower-case alphabet
are assigned a third group of 32, Finally,
the last 32 combinations are assigned as
machine or control commands. This
group is not actually printed but is pro-
vided to handle hardware operations
such as line feed (LF) or carriage return

CR).
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ASIS

ASIS — Abbreviation for American Soci-
ety for Information Science, formerly
American Documentation Institute.

ASLIB — Abbreviation for Association of
Special Libraries and Information Bu-
reaus.

ASR — Automatic Send-Receive set. A
combination  teletypewriter, trans-
mitter, and receiver with transmission
capability from either keyboard or
paper tape. Most often used in half-
duplex crcuit.

assemble — 1. To prepare an object lan-
guage program from a symbolic lan-
guage program by substituting machine
operation codes for symbolic operation
codes and absolute or relocatable ad-
dresses for symbolic addresses. 2. To
integrate subroutines (supplied, se-
lected, or 5eneraled) into the main rou-
tine, by adapting or changing relative
and symbolic addresses to absolute
form or incorporating, or placing in
storage.

assembler — A computer program that
operates on symbolic input data to pro-
duce from such data machine instruc-
tions by carrying out such functions as:
translation of symbolic-operation codes
into computer-operating instructions,
assigning locations in storage for suc-
cessive instructions, or computation of
absolute addresses from symbolic ad-
dresses. An assembler generally trans-
lates input symbolic codes into machine
instructions, item for item, and pro-
duces as an output the same number of
instructions or constants that were
defined in the input symbolic codes.

assembler directive commands — Assem-
bler directive commands provide the
programmer with the ability to generate
data words and values based on specific
conditions at assembly time. The in-
struction operation codes are assigned
mnemonics which describe the hard-
ware function of each instruction.

assembler directives — The symbolic as-
sembler directives control or direct the
assembly processor just as operation
codes control or direct the central com-
uter. These directives are represented

y mnemonics.

assembler, macro — Some macroassem-
blers bring high level language features
to assemgly language programming.
Macroinstructions translate a single
multiargument source line into a se-
quence of machine instructions. These
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macros can be accumulated in easily
used libraries that eliminate repetition.
Expanded expression evaluation, on
some systems, allows the use of FOR-
TRAN-like expressions with machine
languafe efficiency. Extensive listing
control directives generate self-docu-
menting programs with a minimum of
programmer effort on these systems.

assembler,  microcomputer — Programs
written in assembly language are trans-
lated by an assembler program into ex-
ecutable machine programs. The as-
sembly process is basically one of con-
verting symbolic instructions into
binary machine instructions for ma-
chine instructions and data, and per-
forming auxiliary functions necessary to
produce an executable machine pro-
gram.

assembler, one-to-one — A straightfor-
ward translating program which gener-
ally produces only one instruction in the
object language for each instruction in
the source language.

assembler operators — See assembler pro-
gram.

assembler program — The assembler is an
assembly proglram for a symbolic-cod-
ing language. It is composed of simple,
brief expressions that provide rapid
translation from symbolic to machine-
language relocatable-object coding for
the computer. The assembly language
includes a variety of operators which
allow the fabrication of desired fields
based on information generated at as-
sembly time. The instruction-operation
codes are assigned mnemonics which
describe the hardware function of each
instruction. Assembler-directive com-
mands provide the programmer with
the ability to generate data words and
values based on specific conditions at
assembly time.

assembler, relocatable — A specific pro-
gram that acts as an ordinary assembler
to translate object code from assembly
language source code with memory lo-
cauions specified as displacements trom
a relative origin or as external refer-
ences. This type of assembler facilitates
the running of programs in any memory
area.

assembler, resident — An assembler that
runs on the machine for which it gener-
ates code. Used most often for develop-
ing software. It eliminates the need for
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assembler, reverse

another computer system or a time-
sharing service, which is needed for
most cross assemblers.

assembler, reverse — A program that gen-
erates a complete symbol table, places
equate statements at the beginning of
the newly created source program, and
inserts labels at appropriate locations
throughout the program. The source
program can be listed on the terminal or
printer and stored on disk as a source
Erogrgm. The new source file may then
e edited, relocated, and reassembled
as desired. A typical program is availa-
ble on paper tape, cassette, or diskette.

assembler, symbolic — The symbolic as-
sembler lets the programmer code in-
structions in a symbolic language. The
assembler allows mnemomic symbols to
be used for instruction codes and ad-
dresses. Constant and variable storage
registers can be automatically assigned.
The assembler produces a binary object
tape and lists a symbol with memory al-
locations and useful diagnostic mes-
sages.

assembler, two-pass — An assembler
which requires scanning of the source
program twice. The first pass constructs
a symbol table, and the second pass
does the translation.

assembling — The process of composing
or integrating instructions into subrou-
tines or main routines for acceptance
and use by computing units.

assembling a program — The preparation
of a program for actual execution by a
computer. Generally refers to the pro-
cess of converting mnemonic represen-
tations used by programmers to actual
binary patterns used by a CPU.

assembly — The translation of a source
program written in a symbolic language
into_an object or target program in a
machine language.

assembly control, IF statement — This fea-
ture allows for bypassingbsecti,ons of an
object Frogram at assembly time under
control of external indications.

assembly-control statements — State-
ments that instruct the assembly pro-
gram in the performance of a wide vari-
ety of functions related to creating an
object program.

assembly language — A machine-oriented
language for programming, such as
ARGUS or EASY, which belongs to an
assembly program or system.

assembly-output language

assembly language coding — Assembly
languages are used to avoid coding di-
rectly into machine code; mnemonics
are used for both the command instruc-
tions and the operands, and it is usually
not necessary to label the address for
every instruction. In an instruction such
as, ADD Y, Y is a mnemonic foraloca-
tion. Assembly programs generate in a
one-to-one fashion a set of machine-
coded instructions as contrasted to a
complier, or macro language, wherein
one compiler instruction can generate
many machine instructions, i.e., such as
FORTAN, COBOL, etc.

assembly-language output — A symbolic
assembly-language listing of the binary
object program output of the compiler.
The listing contains the symbolic in-
structions equivalent to the binary code
output from the compiler. This assem-
bly-language output listing is useful as a
debugging aid. By including certain
pseudo-operations codes in in-line as-
sembly language, the assembly-lan-
guage output can be assembled by the
assembler. This ailows modification of
roqrams at the assembly-language
evel.

assembly language processor — A lan-
guage processor that accepts words,
statements, and phrases to produce ma-
chine instructions. It is more than an
assembly proglfam because it has com-
piler powers. The macroassembler per-
mits segmentation of a large program so
that portions may be tested separately.
It also provides extensive program anal-
ysis to aid in debugging.

assembly line balancing — A specialized
program allowing production control
management to plan the most efficient
and profitable man-work element rela-
tionship in an assembly line operation.

assembly list — A printed list which is the
by-product of an assembly procedure. It
lists in logical-instruction sequence all
details of a routine, showing the coded
and symbolic notation next to the actual
notations established by the assembly
procedure. This listing 1s highly useful
in the debugging of routines.

assembly-output language — In some sys-
tems, an optional symbolic assembly
language that lists the object code out-
put from a high-level lan%ua e com-
piler. This can be very helpful for users
as a debugging tool because it can show
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assembly program

exact machine code in a readable for-
mat.

assembly program — Se¢ assembly rou-
tine.

assembly routine — A computer program
that operates on symbolic input data to
produce from such data machine in-
structions by carrying out such func-
tions as: translation of symbolic-opera-
tion codes into computer-operating
instructions; assigning locations in stor-
age for successive instructions; or com-
putation of absolute addresses from
symbolic addresses. An assembler gen-
erally translates input symbolic codes
into machine instructions item for item,
and produces as output the same num-
ber of instructions or constants which
were defined in the input symbolic
codes. (Synonymous with assembly pro-
gram, and related to compiler.)

assembly, selective — A procedure in
which run tapes contain a specific pro-
Eram selected by the programmer from

oth an input deck of new programs and

a tape file of previously processed sym-
bolic programs.

assembly, symbolic — The first level of
language described for a class of proces-
SOr programs.

assembly system — 1. An automatic sys-
tem (software) that includes a language
and machine-language programs. Such
supplementary programs perform such
programming functions as checkout,
updating, and others. 2. An assembly
system comprises two elements, a sym-
bolic language and an assembly pro-
gram, that translate source programs
written in the symbolic language into
machine language.

assembly, system, symbolic — A program
system developed in two parts; a sym-
bolic-language program, and a com-
puter program (processor). The proces-
sor translates a source program
developed in symbolic language to a
machine object program.

assembly testing — The testing of a group
of functionally related programs to de-
termine whether or not the group oper-
ates according to specifications. The
ﬁrograms may be related in that they

ave access to common data, occupy

high-speed storage simultaneously, op-
erate under common program control,
or perform an integrated task.

assembly unit — 1. A device that performs
the function of associating and joining

26

assumed decimal point

several parts or piecing together a pro-
gram. 2. A portion of a program that is
capable of being assembled 1nto a larger
whole program.

assertion — Relates to flow charting as a
presumption or anticipation of a condi-
tion or some content concerning the
data design, program, or processing.

assignment, facilities (Executive) — The
assignment of memory and external
facilities to meet the requirements
which are defined symbolically in a job
program selected for initiation. Execu-
tive maintains a list of all allocatable
facilities which is updated to reflect re-
lease of facilities by programs during, or
at termination of, a run.

Association for Computer Machinery
(ACM) — A professional and technical
society whose publications, conferences
and activities are desiﬁned to help ad-
vance the art, specifically as regards ma-
chinery and system design, language
and program development, and other
‘related activities. It is a member of the
American Federation of Information
Processing Societies (AFIPS).

Association of Data Processing Service Or-
ganizations (ADAPSO) — An associa-
tion of US and Canadian data-process-
ing service organizations.

associative indexing — A study following
two approaches—the automatic genera-
tion of word association maps based on
lists of words from the text, and repre-
sentations based on the number of
times words appear in the text.

associative memories — With associative-
memory capability, high-speed memory
searches within computers are based on
content or subject matter rather than
being limited to locating data through
specified “addresses.”

associative storage — A type of storage in
which storage locations are identified by
their contents, not by names or posi-
tions. Synonymous with content-
addressed storage.

assumed decimal point — The point within
a numeric item at which the decimal
point is assumed to be located. When a
numeric item is to be used within a com-
puter, the location of the assumed deci-
mal point is considered to be at the
right, unless otherwise speciﬁed in the
apﬁropriate record description entry. It
will not occupy an actual space in stor-
age, but it will be used by the computer



asterisk protection

to align the value properly for calcula-
tion.

asterisk protection — The insertion of a
series of asterisks on the left of the most
significant digit. This scheme is com-
monly used in check protection systems.

asynchronous — A mode of computer op-
eration in which performance of the
next command is started by a signal that
the previous command has been comp-
leted. Contrast with synchronous, cha-
racterized by a fixed time cycle for the
execution of operations.

asynchronous computer — A computer in
which the performance of each opera-
tion starts as a result of a signal either
that the previous operation has been
completed, or that the parts of the com-
puter required for the next operation
are now available. (Contrasted with syn-
chronous computer.)

asynchronous device — A unit which has
an operating speed not related to any
particular frequency of the system 1o
which it is connected.

asynchronous machine— A  machine
which has an operating speed not
related to any fixed or specific frequency
of the system. Since no fixed penod or
interval signals the next event, it may
begin at the end of a prior one, without
regard to the time it might take.

asynchronous operation — The method of
processing in_which one operation is
completed before the next operation is
initiated.

asynchronous operator — See
nous.

asynchronous signaling — Codes used in
signaling, in which characters provide
their own start and stop indicators.

asynchronous transmission — A method of
transmitting data in which each trans-
mitted character is preceded by a start
bit and followed by a stop bit, thus per-
mitting the interval between characters
to vary. Asynchronous transmission is
advantageous when transmission is ir-
regular (such as that initiated by a key-
board operator’s typin speecﬁ'. It 1s
also inexpensive due to the simple inter-
face logic and circuitry required. Syn-
chronous transmission, on the other
hand, makes better use of the transmis-
sion facility by eliminating the start and
stop bits on each character. Further-
more, synchronous data is suitable for
multilevel modulation which combines

asynchro-

audible alarm

two or four bits in one signal element
(baud). Synchronous modems offer
higher transmission speeds, but are
more expensive because they require
precisely synchronized clock and data.

asynchronous working — See  asynchro-
nous.

asyndetic — 1. Omitting conjunctions or
connectives. 2. Pertaining to a catalog
without cross references.

ATE — Automatic Test Equipment
atomic symbols — See symbols, atomic.

ATS — Abbreviation for Administrative
Terminal System.

attached processing — An approach to
computer system architecture in which
an arbitrary number of compact, inex-
pensive computers are linked together
to form a large-scale computing facility.
Some of these computers handle data
file management and retrieval, while
others execute applications programs.
Individual computer processors are re-
lieved from the burden of performing
many different tasks simultaneously.

attached support processor (ASP) —
The utilization of multiple computers,
usually two, connected via channel-to-
channel adaptors, to increase the efh-
ciency in processing many short dura-
tion jobs.

attended operation — In data set applica-
tions, individuals are required at both
stations to establish the connection and
transfer the data sets from talk (voice)
mode to data mode.

attention device — A device programmed
to indicate a new display on a screen of
lasting displays by some different
shapes, sizes, or light intensity, or by
making older displays smaller, dimmer,
or of another shape.

attenvate — To reduce the amplitude of
an action or signal.

attenuation — Reduction of energy of an
action or signal. Measurement may be
made as units, decibels, or percentages.

attribute — A subdividing descriptor of an
entity. Whereas entities are the items
about which information is kept, the at-
tributes of the entities are the particular
characteristics of interest. In data bases,
entities are tracked by records of a par-
ticular record type, and the attributes of
the entities are recorded by the data in
the record fields.

audible alarm — See alarm, audible.
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audio

avdio — Frequencies that can be heard by
the human ear (usually 15 to 20,000
hertz).

avdio-cassette record interface — A device
that allows virtually unlimited memory
storage for data or software. Operates
by modulating audio frequencies in the
record mode. Demodulates recorded
data in playback mode.

audio response — A form of output that
uses verbal replies to inquiries. The
computer can be programmed to seek
answers to inquiries made on a time-
shared on-line system and then to utilize
a special audio response unit which elic-
its the appropriate prerecorded re-
sponse to the inquiry. Of course, inqui-
ries must be of the nature for which the
audio response has been prepared. In
demand deposit account lookup, for ex-
ample, the teller dials the computer’s
special number and then enters an iden-
uty code, customer account number,
and an inquiry code telling the com-
puter what to look up. The computer
then immediately relays the customer’s
balance back to the teller in the form of
a spoken message from the audio re-
sponse system. This is an actual human
voice composed of selected words that
are retrieved from a prestored vocabu-
lary and sent over phone lines.

audio-response unit — A device that can
link a computer system to a telephone
network to provide voice responses to
inquiries made from telephone-type ter-
minals. The audio response is com-
posed from a vocabulary prerecorded in
a digitally coded voice on a disk storage
device.

audiotape storage unit — A unit capable of
storing computer programs and/or data
on ordinary audio cassette tape; audio
tones are used to represent binary data.

audit — The operations developed to cor-
roborate the evidence as regards au-
thenticity and validity of the data that
are introduced into the data-processing
problem or system.

audit-in-depth — Detailed examination of
all manipulations performed on a single
transaction or piece of information.

avditing — Source data, methodology,
and report conclusions and sums are
checked for accuracy and validity as well
as credibility in the auditing process
through the use of studied techniques
and information sources.

audit program — A program designed to
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autodecrement mode

enable use of the computer as an audit-
ing tool.

audit trail — The trail or path left by a
transaction when it is processed. The
trail begins with the original docu-
ments, transactions entries, and posting
of records and is complete with the re-
port. Validity tests of records are
achieved by this method. An audit trail
must be incorporated into every proce-
dure; provision for it should be made
early so that it becomes an integral part.
In creating an audit trail it is necessary
to provide: (A) Transaction documenta-
tion which is detailed enough to permit
the association of any one record with
its ori%inal source document. (B) A sys-
tem of accounting controls which pro-
vides that all transactions have been
processed and that accounting records
are in balance. {C) Documentation from
which any transaction can be recreated
and its processing continued, should
that transaction be misplaced or de-
stroyed at some point in the procedure.

augend — The number or quantity to
which another number or quantity (ad-
dend) is added to produce the result
(sum).

augment — To increase a quantity in
order to bring it to its full value.

augmenter — The quantity added to an-
other to bring it to its full value. An
augmenter is usually positive; however,
when “added,” a negative quantity is
also called an augmenter.

autoabstract — A collection of words se-
lected from a document, arranged in a
meaningful order, commonly by an au-
tomatic or machine method.

auto bypass — A capability that permits
continuous operation of downstream
terminals when another terminal in the
daisy chain is powered down.

autocode — Use of the computer itself to
develop the machine-coded program
from macrocodes, i.e., the conversion of
symbolic codes for operations and ad-
dresses.

autocoder — An IBM programming lan-
guage.

avtodecrement mode — In some systems,
this mode is useful for processing data
in a list in the reverse direction. The
contents of the selected general register
are decremented and then used as the
address of the operand. The choices of
these features (post increment,



autoincrement mode

predecrement) on some systems are de-
signed to facilitate hardware/software
stack operations.

auvtoincrement mode — In some systems,
this mode provides for automatic step-
ping of a pointer through sequential
elements of a table of operands. It as-
sumes the contents of the selected gen-
eral register to be the address of the
operand. Contents of the registers, on
these systems, are stepped to address
the next sequential location. The au-
toincrement mode is useful for array
processing and stack processing. It will
access an element of a table or it may be
used for a variety of purposes.

auto-indexed addressing — An addressing
mode that results in the contents of an
index register being automatically al-
tered by some specified amount each
time such an instruction is actually ex-
ecuted.

aute-man — A type of locking switch
which indicates and controls methods of
operation, such as automatic or manual.

automata theory — The development of
theory which relates the study of princi-
ples of operations and applications of
automatic devices to various behaviorist
concepts and theories.

automated data medium — Same as data,
machine readable.

automatic abstracting — Searching for the
criteria by which human beings judge
what should be abstracted from a docu-
ment, as programmed.

automatically programmed tools (APT)
— APT is a system for the computer-
assisted programming of numerically
controlled machine tools, flame cutters,
drafting machines, and similar equip-
ment.

automatic carriage — A device on a printer
that moves continuous-form paper
under machine control.

automatic character generation — In addi-
tion to automatic line generation, the
display hardware can display characters
specified by 6-bit codes. Each character
is displayed in an average of 15 usec
(some systems).

automatic check — A rovision con-
structed in hardware tor verifying the
accuracy of information transmitted,
manipulated, or stored by any unit or
device in a computer. (Synonymous
with built-in checE, built-in automatic

automatic dictionary

check, hardware check, and related to
program check.)

avtomatic checking — Processors are con-
structed and designed for verification of
information transmitted, computed, or
stored. The procedure is complete
when all processes in the machine are
automatically checked, or else the check
is considered a partial verification. Par-
tial checking concerns either the num-
ber and proportion of the processes that
are checEed, or the number and propor-
tion of the machine units that are as-
signed to checking.

avtomatic check interrupts — See
rupts, automatic check.

automatic checkout systems — See check-
out systems, automatic.

avtomatic code — A code that allows a ma-
chine to translate or convert a symbolic
language into a machine language for
automatic machine or computer opera-
tions.

automatic coding — A technique by which
a machine translates a routine written in
a synthetic language into coded ma-
chine instructions; e.g., assembling is
automatic coding.

automatic coding language — A tech-
nique, device, or langua e, such that the
computer is assisted in doing part of the
coding task.

avtomatic corrections — See correction, au-
tomatic error.

automatic data medium — Se¢ data, ma-
chine readable.

avtomatic data processing (ADP) —
Data processing performed by a system
of electronic or electrical machines so
interconnected and interacting as to re-
duce to a minimum the need for human
assistance or intervention.

automatic  data-processing  system —
See automatic data processing.

automatic data-switching center — A data-
switching center which senses contents
of messages and relays such information
without human handling or interven-
tion. Same as automatic message switch-
ing.
automatic dictionary — The component of
a language-translating machine that will
rovide a word-for-word substitution
rom one language to another. In auto-
matic searching systems, the automatic
dictionary is the component that substi-
tutes codes for words or phrases during
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auvtomatic electronic data-switching center

the encoding operation. (Related to ma-
chine translation.)

auvtomatic electronic data-switching center
— A communications center designed
for relaying digitized information by au-
tomatic electronic means.

automatic error correction — A technique,
usually requiring the use of special
codes and/or automatic retransmission,
that detects and corrects errors occur-
ring in transmission. The degree of cor-
rection depends upon coding and
equipment configuration.

automatic error detection — The program
itself, or the program embedded in a
more complicated system, is usually de-
signed to detect its own errors, print
them out with the cause, and, if so de-
signed, take steps to correct them.

automatic exchange — An exchange in
which communication between subscri-
bers is effected without the intervention
of operators, and is completed by means
of devices and equipment set in opera-
tion by the originating subscriber's in-
strument.

avtomatic gain control (AGC) — An am-
plifier circuit designed to provide out-
put levels for computer crt terminals
within a specific limited range no matter
what the input levels are.

automatic hold — In an analog computer,
attainment of the hold condition auto-
matically through amplitude compari-
son of a é)roblem variable, or through an
overload condition.

automatic interrupt — An automatic pro-
gram-controlled interrupt system that
causes a hardware jump to a predeter-
mined location. There are five types of
interrupt: (1) ingul/output, (J) pro-
grammer error, (3) machine error, (4)
supervisor call, and (5) external (for ex-
ample, timer turned to negative value,
alert button on console, external lines
from another processor). There is fur-
ther subdivision under the five types.
Unwanted interrupts, such as an an-
ticipated overflow, can be “masked out”
(some computers).

avtomatic loader — A loader program im-
plemented in a special RO& (read-only
memory) that allows loading of binary
paper tapes or the first record or sector
of a mass storage device. The program
is equivalent to a bootstrap loader plus
a binary loader. When an automatic
loader is installed, it is seldom necessary

avtomatic stop

to key in a bootstrap program to load
the binary loader.

avtomatic message — Incoming messages
are automatically directed to one or
more outgoing circuits, according to
intelligence contained in the message.

automatic message-switching center —
A center in which messages are auto-
matically routed according to informa-
tion in them.

auvtomatic plotting — See plotting, auto-
matic.

automatic program interrupt — The ability
of computers to put “first things first’;
abandon one operation, temporarily,
when a priority oPeration arises, do that
one, and go on from there. The inter-
ruption is caused by a specific predeter-
mined condition.

avtomatic programming — The method or
technique whereby the computer itself
is useg to transform or translate pro-
gramming from a lan%uage or form that
1s easy for a human being to produce,
into a language that is efhcient for the
computer to carry out. Examples of au-
tomatic programming are compiling,
assembling, and interpretive routines.

avtomatic programming language —
A device, technique, or language which
permits the computer to aid in doing
part of the coding and programming.

avtomatic ragged-right justification —
Text in memory is automatically
ragged-right justified. Text is wrapped
around the right-hand margin such that
the last character of a word may be at
the margin setting, but not exceed it.

avtomatic recovery program — Sez pro-
gram, automatic recovery.

avtomatic routine — A routine that is ex-
ecuted independently of manual opera-
tions, but only if certain conditions
occur within a program or record, or
during some other process.

avtomatic send-receive — See ASR.

automatic sequencing — The ability of
equipment to put information in order
or in a connected series without human
intervention.

auvtomatic sequential operation — To de-
velop a series or family of solutions
from a set of equations, various initial
conditions are recalculated with other
parameters.

automatic stop — An automatic halting of
a computer processing operation as the



automatic switchover

result of an error detected by built-in
checking devices.

automatic switchover — An operating sys-
tem which has a stand-by machine that
is capable of detecting when the on-line
machine is faulty and once this determi-
nation is made, to switch this operation
to itself.

automatic tape fransmitter — See
transmitter, automatic.

automatic transaction recorder — Routines
or systems are developed for recordin
several facts about eacﬂ transaction wit
minimum manual input; e.g., worker
and job identification are picked up
from plates or individual cards, start-
stop times are checked by clock nota-
tions, completions are developed by re-
cording dials at inquiry stations
throughout plants. This data capture
method is used in mechanical payroll
systems using badge readers and a digi-
tal clock for capturing employee work-
ing hours.

avtomation — The generalized term used
to convey the dedicated use or exploita-
tion of automatic machines or devices
designed to control various processes,
such as machine tools, routine office
procedures, accounting, and several
thousand other applications.

avtomation, source-data — The many
methods of recording information in
coded forms on paper tapes, punched
cards, or tags that can be used over and
over again to produce many other rec-
ords without rewriting. (Synonymous
with SDA.)

avtomaton — A machine designed to sim-
ulate the operations of living things, or
to respond automatically to prede-
signed programs, stimuli, or signals. An
automatic or self-acting or reacting sys-
tem, often with capabi%ity to form logic
decisions on the basis of programmed
criteria, guides, or rules of its designers.
Some automatons mimic living organ-
isms and are responsive to environmen-
tal conditions.

automonitor — 1. To instruct an automatic
computer to make a record of its infor-
mation-handling operations. 2. A pro-
gram or routine for the purpose stated
m definition 1.

avtomonitor routine — A particular execu-
tive program or routine which develops
a selective record of a computer’s exe-
cution of another program to be com-
pleted.

tape

auvxiliary equipment

auvtomotive computer — A microcomputer
installed in an automobile and used to
monitor such quantities as speed, dis-
tance, fuel flow, time, battery voltage,
and coolant temperature. In one type of
system, a fuel management system indi-
cates instantaneous and average fuel
consumption, fuel used and remaining,
and distance and time until empty; a
crystal clock provides time, elapsed
time, trip time, stopwatch, and alarm;
and a cruise control accelerates the ve-
hicle to any preselected speed, can be
instructed to adjust to the flow of traffic,
and incorporates a resume control.

Courtesy Zemco, Inc.
Automotive computer.

autonomous devices — Some computer
systems consist of processors, memo-
ries, and input/output devices. Since
each device is autonomous (no device is
dependent upon another for its timing),
a system configuration can include
memory modules of different speeds,
processors of different types sharing the
same memory modules, and standard or
unique input/output devices.

avtonomous working — The initiation and
execution of a part of a computer or
automation system independent and
separate from other operations being
performed on other parts of the system.
The independent set of operations on
various data are themselves often only
monitored.

avtopiler — A specific automatic compiler.

avtopolling — Pertaining to a party-line
type circuit with equipment that pro-
vides for automatic transmission from
station to station by predetermined pro-
gramming or arrangement.

auxiliary console — A console other than
the main console.

auxiliory equipment — The peripheral
equipment or devices which may or may
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auxiliary operation

not be in direct communication with the
central processing unit of a computer.

auxiliary operation — An operation per-
formed by e(}ul?mem not under contin-
uous control of the central processing
unit.

auxiliary routine — A routine designed to
assist in the operation of the computer,
and in debugging other routines.

avxiliary storage — Same as storage, exter-
nal.

availability — The ratio or percent of the
time, during a certain period, that a
piece of equipment is operating cor-
rectly, to the total time in that period.
Also called operating ratio.

available machine time — The elapsed
time when a computer is in operating
condition, whether or not it is in use.

available storage list — Same as storage
list, uncommitted.

average calculating operation — Se¢ calcu-
lating operation, average.
average-edge line — An imaginary line, in
optical character recognition, that
traces and smoothes the form of the
rinted or hand-written character to
etter convey the intended form.

Babbage, Charles — The British math-
ematician (1792-1871) whose ‘“analyti-
cal engine” anticipated the automatic
digital computer by more than a cen-
tury. Babbage was also interested in the
fields of geology, archeology, and as-
tronomy, besides being an early expo-
nent of the science of operations re-
search. After working on several earlier
calculating machines, Babbage con-
ceived of%xis analytical engine in 1833
and devoted the rest of his life to its
development. It was the first general-
purpose automatic diﬁital computer,
was theoretically capable of executin
any mathematical operation, coul
store sequences of instructions in mem-

ory, and used punched cards as mass
memory for storage of mathematical ta-
bles. Unfortunately, Babbage's ideas

were developed in a world without so-
phisticated electronic devices, so most
of his work was scorned by his contem-

background program

average, moving— An average er-
formed on data in which some of the
values are more heavily valued than oth-
ers.

average operation time — See operation
time, average.

average random access time — The aver-
age time required to reach a specific
point (or item of data) at an address
chosen at random when the unit starts
from an address which has also been
selected at random. For i/o devices, the
average random access time is generally
equal to the worst case access time di-
vided by two.

average transmission rate — Same as data
transfer rate, average.

awaiting repair time — The interval of
time ?rom when the operator reports a
fault or failure until the time when the
engineer or maintenance man starts to
repair the unit. If no fault is found, this
time interval is called operating delay.

axis, reference — A line that is fixed or
permanent—either horizontal or verti-
cal—that is used as a reference for char-
acter design specification, location, and
shape, for optical character recognition
purposes.

poraries. Nevertheless, Babbage's con-
cept of the analrtical engine ranks with
the greatest intellectual achievements of
all ume.

background — In time-sharing and multi-
programming, the lower-priority work
done by the computer when real-time,
conversational, high-priority, or quick-
response programs are inactive.

background processing — Work which has
a low priority and is handled by the
computer when higher priority or
real-time entries are not occurring.
Batch processing such as inventory
control, payroll, housekeeping, etc.,
are often treated as background proc-
essing but can be interrupted on or-
ders %rom terminals or inquiries from
other units.

background program — A program that is
not time-dependent. This program is of
a lower priority than the foreground or



background noise

main program and is at halt or standby
while the main program runs.

background noise — 1. Extra bits or words
that must be ignored or removed from
the data at the time the data is used. 2.
Errors introduced into the data in a sys-
tem, especially one or more characteris-
tics of any entity such as voltage, cur-
rent, and data. 3. Loosely, any
disturbance tending to interfere with
the normal operation of a device or sys-
tem.

background reflettance — Se¢e reflectance,
background.

backing storage — Same as storage, exter-
nal.

backplone — Connector blocks and wiring
units constituting most or all of the in-
terconnecting circuits of a system. For
example, the printed circuit modules of
a personal computer make up the sys-
tem and are mounted by plugging into
the backplane.

backspace — To move one unit in the re-
verse or backward direction as opposed
to moving one unit in the forwarg direc-
tion, e.g., to move back one record or
file on an i/o device.

backspace - character — See
backspace.

backspace key — That specific push but-
ton which causes a selected tape unit to
backspace one record.

back-up — Relates to on-site or remote
equipment which is designed and availa-
ble to complete the operation or redo
the operation in the event of primary
equipment failure.

back-up copy — A copy preserved, usually
on a different medium, as protection
from destruction of original data or
processed information.

back-up system — Such systems combine
several sophisticated error detection
and correction techniques which spot
and correct equipment and transmis-
sion errors.

Backus-naur form — Sames as Backus nor-
mal form.

Backus normal form (BNF) — A formal lan-
guz:‘ge structure for syntax parsing used
in design of ALGOL-60.

backward-forward counter — A counter
having both an add and subtract input,
and capable of counting in either an in-
creasing or a decreasing direction.

backward read — Se¢ read, backward.

character,

bank deposits, automatic

badge reader — A device which senses
data from a card or badge inserted into
it. For example, an on-line controlled
door entry can be achieved by inserting
a badge into a terminal and transmitting
the badge number to a computer. The
computer checks this number against a
Famcular listing and, if the number is
ound, sends a data message to the ter-
minal causing the terminal to activate a
customer-provided circuit that releases
the door lock.

balanced circuits — Circuits that are ter-
minated by a network whose impedance
balances the impedance of the line so
that the return losses are infinite.

balanced error — An error relating to a
range which has a balance of zero, or a
mean value of zero. A measure of bal-
ance in which the range of errors are
equally probable, i.e., the highest and
lowest values in the range are equal in
value but have opposite signs.

balanced sorting — A technique used in a
sort program to merge strings of se-
quenced data. The power of the merge
is equal to T/2.

balancing error — A specific error which in
effect balances or offsets another error,
i.e., two offsetting errors of equal values
or same numbers of opposite signs
could exist and would be most difhcult
to detect or correct because the various
check totals would agree or compare fa-
vorably.

band — 1. A group of tracks on a magnetic
disk or on a magnetic drum. 2. In com-
munications, the frequency spectrum
between two defined limits.

band, clear — For documents to be used
in optical character recognition, certain
areas must be kept clear of ink or marks.
The clear band is used by the OCR
ecﬂuipmem and must be free of un-
related printing.

B AND-NOT A gate — S¢¢ gate, B AND-
NOT A.

bandwidth — The difference between the
limiting frequencies of a continuous fre-
quency band. Also, the range of fre-
quencies within which performance falls
within specified limits with regard to
specific characteristics.

bank depesits, automatic — Individuals
may arrange with some banks to have
their paychecks, Social Security checks,
military pay, or other regular income
credited automatically to their accounts.



bank POS terminals

banner word

Bank teller machine.

UPC
VERSION A VERSION E
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MODULUS 10 CHECK DIGIT ~ MODULUS 11 CHECK DIGIT
401

39740 46164105

MONARCH CODABAR

AQ00168 $12. 88T

Bar codes.

The depositor in most cases receives a
notice of deposit, but the actual transfer
of funds is done by means of magnetic
tape, which carries information from
one computer to another.

bank POS terminals — Terminals in stores
which are tied, through a network of
computers and communications gear,
to an account in a bank computer. When
the customer presents his plastic card to
the clerk, and so authorizes payment,
the system makes sure the customer has
sufficient funds on deposit, then im-
mediately transfers the amount of the
purchase from the customer’s account
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to that of the store. POS is an abbrevia-
tion for point of sale.

bank teller machines, cash dispensing —

Automatic machines that pay out cash
when a customer inserts a plastic card
and enters a personal identification
number on a keyboard. The machines
are connected to a host computer; they
may be available at remote locations at
all hours; and they may also offer such
other services as making deposits and
transferring funds between savings and
checking accounts.

banner word — The first word in a file re-

cord.



bar code — Coding of consumer or other
products by marking Fackages or labels
with combinations of bars of varyin
thicknesses to represent characters an
numerals. The various codes, Universal
Product Code (UPC) and others, are de-
signed to be read by optical wands or
stationary in-counter readers.

bar-code optical scanner — Sez  optical
scanner, bar-code.

bar, fixed type — A type bar on a printer
that cannot be removed by an operator.
Therefore, the printer unit has a fixed
alphabet.

bar, interchangeable type — A printer
type bar which can be removed by the
operator to change from one alphabet
to another.

bar printer — Se¢ printer, bar.
bar, type — See printer type bar.
base — See number, base.

base address — 1. A number that appears
as an address in a computer instruction,
but which serves as the base, index, ini-
tial, or starting point for subsequent ad-
dresses to be modified. (Synonymous
with presumptive address and reference
address.) 2. A number used in symbolic
coding in conjunction with a relative ad-
dress.

baseband — The frequency band occu-
pied by information signals before they
are combined with a carrier in the mod-
ulation process.

baseband transmission — Direct transmis-
sion of pulses over short distances (50
feet to 10 miles) using privately owned
cable or common-carrier wire pairs.
Longer-distance communication must
use modulated carriers.

base, data — The set of data or informa-
tion from which conclusions can be
drawn. This is the set of data that is
internally accessible to the computer
and on which the computer performs
operations.

base notation — Ses notation, base.

base notation, mixed — A method of ex-
pressing a quanmi/] by using two or
more characters, where each character
is of a different radix.

base number — Se¢ number, base.

base register — Same as index register.

BASIC — Beginner’s _All-purpose Sym-
bolic Instruction Code. A procedure-
level computer language that is well-
suited or time-sharing. BASIC,

batch entry mode, terminal

developed at Dartmouth College, is
probably one of the easiest computer
programming languages to learn and
master. These attributes have allowed
BASIC to be instrumental in the spread
of time-sharing to businesses that are
not within the computer industry.

basic code — Same as code, absolute.
basic coding — See absolute coding.

BASIC  graphic  extensions — BASIC
raphic extensions offer important
%A IC extensions, including: special
graphic primitives, file system data ac-
cess; matrices for graphic manipulation;
string functions for text handling; and
high-level interrupts to access the
processor whenever users need it.

BASIC immediate execution mode —
A feature that allows the user to exam-
ine, modify, and control sections of the
running program that have been
stopped at selected points. This is an aid
in program debugging. A single state-
ment or a small part of a program can be
executed immegialely after being input.

basic linkage — A linkage that is used re-
peatedly in one routine, program, or
system and that follows the same set of
rules each time. See linkage.

BASIC, multivser — Multiuser BASIC is a
fast incremental compiler developed for
use as a conversational programming
language. It provides on-hne time-
shared access to the microcomputer.
Several users simultaneously can de-
velop programs, enter and retrieve data,
examine fles, and communicate.

basic telecommunications access method
—An access method that permits
read/write communications with re-
mote devices. Abbreviated BTAM.

BASIC, Tiny — A lan%uage designed to re-
quire only a small amount of memory
and to be easy for children to learn and
use. To this end, an Interpretive Lan-
Fuage (IL) was developed. The IL is a
anguage within a language. It forms the
framework or skeleton on which Tiny
BASIC is built. One feature of writing in
IL is that ‘programs can be more easily
rewritten for different microprocessors.

batch — A group of records or documents
considered as a single unit for the pur-
pose of processing.

batch data processing — Se¢ batch proc-
essing.

betch entry mode, terminal — Many termi-
nals may be operated in what is com-



batching with a control total

monly referred to as a batch-entry
mode. This means that the operator
may form the message within the termi-
nal, perform editing as required, and
send the entire text to the computer
when satisfied the message is correct.
This method of message formation is in
contrast to a character mode, in which a
character is immediately transmitted to
the computer as it is generated from the
keyboard.

batching with a control total — In batching
with a control total, some data field that
is common to all items or documents is
accumulated for the control total which
then becomes the basis for balancing
operations during processing. The con-
trol field may be an amount, a quantity,
an item code, an account number, etc.

batch input reader — This is used to effect
direct assignment of a sequential input
device to a sequence of serially executed
programs.

batch input spooler — This is used to effect

spooled input from a sequential input

evice to a sequence of programs which
may execute in parallel.

batch output spooler — This is used to
effect spooled output to a sequential
output device.

batch process — A sequential-processing
procedure that uses an accumulation or
Froup of units; this is in contrast to on-
ine processing, during which each unit
of data or information is processed im-
mediately at the time of presentation to
the top of the processing sequence.

batch processing — A systems approach to
processing where a number of similar
input items are grouped for processing
during the same machine run.

batch processing, real-time — See real-time
batch processing.

batch, remote — The method of entering
jobs for the computer to perform
through a remote terminal as opposed
to normal batch processing, where in-
putting the job must take place in the
computer center.

batch ticket — A control document that
summarizes the control totals and iden-
tifies the appropriate group of source
documents.

batch total — 1. The sum of certain quan-
tities, pertaining to batches of unit rec-
ords, used to verify accuracy of opera-
tions on a particular batch of records;
e.g., in a payroll calculation, the batches
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BCD coding

might be departments, and batch totals
could be number of employees in the
department, total hours worked in the
department, total pay for the depart-
ment. Batches, however, may be arbi-
trary, such as orders received from 9 am
to 11 am on a certain day. 2. Each or any
of a number of sums that can be cal-
culated from a series of records which
are intended to serve as aids to check
the accuracy of computer operations.

batch transaction files — Transactions ac-
cumulated as a batch ready for process-
ing against the master file.

batch transmission, RFT systems — Trans-
mission in which forms stored with
released for transmission status code
are automatically batch transmitted to
the central site computer upon receilpl
of the next computer poll. Optionally,
on some systems, batches may be held
until completed and released in a group
of multiple batches.

baud — A technical term, originally used
to express the capabilities of a telegraph
transmission facility in terms of “modu-
lation rate per unit of time . . .” For
practical purposes, it is now used inter-
changeably with “bits per second” as
the unit oly measure of data flow. It was
derived from the name Baudot, after
whom the Baudot Code was named. Ex-
ample: If the duration of audit is 20 mil-
liseconds, the modulation rate is 50
bauds.

baud rate — The transmission rate, which
is in effect synonymous with si§nal
events (usually bits) per second. It is
used as a measure of serial data flow
between computers and/or communi-
cation equipment or devices.

bauds, data 'ronsmission-—TT}le measure
of the speed of a transmission. A baud
is equal to one signal element per sec-
ond.

B-box — Same as index register.

B-bus — The second source bus to the
ALU in many 2- or 3-bus microcomput-
ers.

BCD (Binary Coded Decimal) — A numeri-
cal representation in which decimal di-
gits are represented by binary numerals.
The most common binary code is the
8—4-2-1. In binary coded decimal the
number 14 would be 0001 0100.

BCD coding — A system of representing
decimal equivalents by a series of four
binary digits.



BCO (Binary Coded Octal)

BCO (Binary Coded Octal) — In this sys-
tem, binary numbers are used to repre-
sent octal digits of an octal number. In
the common 4-2-1 octal code 101
equals octal 5.

BCP messages — Byte Control Protocol
messages. These messages are transmit-
ted in units called blocks. The compo-
nents of a transmission block include
several parts. The Aeader field contains
auxiliary information that identifies the
address of the message destination or
source, the job number (if any), the type
of message (data or control), the control
action, and a positive or negative ac-
knowledgment to ensure error-free re-
ception of a previous message or mes-
sages. Control actions are used to reset
or initialize a secondary station, to ac-
knowledge good or bad reception of
blocks, to inquire why a response or ac-
knowledgment has not occurred within
a specific time period, or to abort a
transfer sequence.

BCS — British Computer Society.

beam storage — Storage units which use
one or more beams of electrons or light
to gain access to individual storage cells
for operation. Most often, cathode ray
tube storage.

beat — 1. One of the fundamental states
of the control unit of a computer or the
duration of such a state. A beat might be
designed to set up a correct circuit to
perform a function, and execution of it
might be the next beat. The duration
might be a single word period. 2. A time
measurement for a given computer
word to pass a given point as in serial
storage delay-lines. All of the bits of a
word must pass through the input con-
trol gate; the beat is then the sum of all
the bit times.

begin — A procedure delimiter in the
ALGOL language.

beginning-of-information marker (BIM)
— A reflective spot on the back of a
magnetic tape, 10 feet from the physical
beginning of the tape, which is sensed
photoelectrically to indicate the point
on tape at which recording may begin.

beginning of tape control — Sez beginning
of information marker (BIM).

beginning of tape marker — Sez beginning
of information marker (BIM).

beginning tape label — A description

which appears at the beginning of a tape
describing the content of the tape.

bias distortion

Bell data jack — A device through which
modems may connect directly to the tel-
ephone network instead of through a
data access arrangement (DAA), which
formerly was rented from the phone
companies.

benchmark — A point of reference from
which measurements can be made.

benchmark problem — 1. A problem to
evaluate the performance of computers
relative to each other. 2. A routine used
to determine the speed performance of
a computer. One method is to use one-
tenth of the time required to perform
nine complete additions and one com-
plete multiplication. A complete addi-
tion or a complete multiplication time
includes the ume required to procure
two operands from storage, perform the
operation and store the result, and the
time required to select and execute the
required number of instructions to do
this.

benchmark routine — A set of routines or
problems which will help determine the
performance of a given piece of equip-
ment.

benchmark tests — Various tests for assist-
ing in measurement of product per-
formance under typical conditions of
use. Typically, a program or group of
rograms can run on several computers
or purposes of comparing speed,
throughput, ease of conversion, special
timing programs, etc.

B EXCEPT A gate — Same as gate, B AND-
NOT A.

bias — 1. The departure from a reference
value of the average of a set of values. 2.
An unbalanced range of error, i.e., hav-
ing an average error that is not zero. 3.
An operating voltage applied to ele-
ments of a transistor or vacuum tube to
set the operating characteristics.

bias check — A means of testing circuits
for incipient or intermittent failures de-
velo ecs) by varying the voltages applied
to the circuit. Such marginal or bias
checks are helpful prior to extended run
periods.

bias distortion — 1. Bias distortion or bias
of start-stop teletypewriter signals is the
uniform shifting of the beginning of all
marking pulses from their proper posi-
tions in relation to the beginning of the
start pulse. 2. Distortion affecting a two-
condition (or binary) modulation (or
restitution), in which all the significant
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biased exponent

intervals corresponding to one of the
two significant conditions have longer
or shorter durations than the corre-
sponding theoretical durations.

biased exponent — See exponent, biased.

bias, internal (teletypewriter) — The bias,
either marking or spacing, that may
occur within a start-stop teletypewriter
receiving mechanism, and which will
have the same effect on the margins of
operation as a bias which is external to
the receiver.

bias, marking — A bias distortion which
lengthens the marking impulse by ad-
vancing the mark-to-space transition.

bias, ordering — 1. A check on the exact-
ness of the order of alphabetic words or
numerals. 2. A unique characteristic of a
sequence which keeps it away from or
toward a needed, designed, or desired
order. In consequence, some degree of
effort is requireg to achieve the desired
order other than would normally be ex-
pected, say, from a random distribution.

bias, spacing — A bias distortion which
lengthens the spacing impulse by delay-
ing the space-to-mark transition.

bias test — Se¢ bias check.
bias testing — See testing, marginal.

bibliography — 1. A list of documents per-
taining to a given subject or author. 2.
An annotated catalog of documents.

biconditional gate — Same as gate, exclu-
sive NOR.

biconditional statement — A logic condi-
tion that exists when two conditions are
either both true or both false; a logical
AND or NAND gate.

bidirectional — Pertaining to a type of bus
structure in which a single conductor is
used to transmit data or signals in either
direction between a peripheral device
and a central processor or memory.

bidirectional data bus — A data bus in
which digital information can be trans-
ferred in either direction. With refer-
ence to some microcomputers, the bidi-
rectional data path by which data is
transferred between J'.e microproces-
sor chip, memory, and i/o devices.

bidirectional low — Flow that can extend
over the same flow lines in either direc-
tion as in flowcharting by being repre-
sented by a single flowline.

bidirectional operation — An operation in
which reading, writing, and searching
may be conducted in either direction,

binary-coded character

thus saving time and providing easy ac-
cess to stored information.

bifurcation — A logic condition where
only two states are possible. This is the
basic logic pattern of binary digital com-
puters.

B ignore A gate — See gate, B ignore A.

B ignore A gate, negative — Se¢ gate, B
ignore A negative.

billibit — One billion bits. Same as kilo-
megabit.

billicycle — One billion cycles.

billisecond — Same as nanosecond.

BIM — See  beginning of information
marker.

B implies A gate, negative — Same as gate,
B AND-NOT A.

binary — 1. A numbering system based on
2's rather than 10's which uses only the
digits 0 and 1 when written. 2. A charac-
teristic, property, or condition in which
there are but two possible alternatives;
e.g., the binary number system using 2
as 1ts base and using only the digits zero
(0) and one (1). See number system.

binary arithmetical operation — An arith-
metical operation with operands and re-
sults represented in binary notation.

binary arithmetic operation — Se¢ arithme-
tic operation, binary.

binary baud rate — Binary speed through
a serial interface is traditionally defined
as the number of signal elements per
second. When each element is one bit,
the baud rate equals the number of bits
per second.

binary card — See card, binary.

binary cell — A cell of one binary digit ca-
pacity.

binary chain — A series of binary circuits
existing in one of two possible states
and so arranged that each circuit can
affect or modity the condition of the cir-
cuit following 1t.

binary code — A coding system in which
the encoding of any data is done
through the use of bits, i.e., 0 or 1.

binary code, cyclic — Same as code, cyclic.

binary-coded address — See address, bi-
nary-coded.

binary-coded character — One element of
a notation system representing alpha-
meric characters such as decimal digits,
alphabetic letters, and punctuation
marks, by a predetermined configura-
tion of consecutive binary digits.



binary-coded decimal (BCD)

binary-coded decimal (BCD) — Pertaining
to a decimal notation in which the indi-
vidual decimal digits are each repre-
sented by a binary code group; i.e., in
the 8-4-2-1 coded decimal notation,
the number twenty-three is represented
as 0010 0011. In pure binarv notation,
twenty-three is represented by 10111.

binary-coded decimal notation — A
method of representing each figure in a
decimal number by a four-figured bi-
nary number.

binary-coded decimal number — A num-
ber usually consisting of successive
groups of figures, in which each group
of four figures is a binary number that
represents, but does not necessarily
equal arithmetically, a particular figure
in an associated decimal number; e.g., if
the three rightmost figures of a decimal
number are 262, the three rightmost
figure groups of the binary coded deci-
(x;x(?llonumber might be 0010, 0110, and

binary-coded decimal representation
(BCD) — A system of representing deci-
mal numbers. Each decimal digit is
represented by a combination of four
binary digits (bits), as follows:

Binary | Decimal || Binary | Decimal
0000 0 0101 5
0001 1 0110 6
0010 2 0111 7
0011 3 1000 8
0100 4 1001 9

binary-coded digit — One element of a
notation sflem for representing a deci-
mal digit by a fixed number of binary
positions.

binary code, dense — Particular binary
coding system which uses all possible
binary representations and positions.
The binary-coded-decimal notation
does not use 6 of the 16 possible pat-
terns and thus, in effect, wastes comput-
ing space.

binary-coded octal — A coding system in
which binary numbers are used to rep-
lr)esem the octal digits of an octal num-

er.

binary counter — 1. A counter that counts
according to the binary number system.
2. A counter capable of assuming one of
two stable states.

binary digit — A numeral in the binary

‘binary mode

scale of notation. This digit may be zero
(0), or one (1). It may be equivalent to
an on or off condition, a yes, or a no.
Often abbreviated to “bit.” Computers
use this kind of number internally. Fol-
low the table below by progressing geo-
metrically per column right to lett, and
add the column values where one ap-
pears, i.e, 7is 1, 2, 4, 0, right to left.

Column Values
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binary digits, equivalent — A comparison
to establish an equivalency of the num-
ber of binary digit places which are nec-
essary to represent a given number in
another radix, such as decimal (10).
Decimal, octal, binary-coded-decimal,
and straight binary are expressed with
the same values but each requires a diff-
erent number of digit places for the
same values.

binary element — An element of data
which may assume either of two values
or states, i.e.,, 0, 1 or 4+, —.

binary incremental representation —
In this type of incremental representa-
tion, the value of an increment 1s limited
to one of the two values plus one or
minus one for each quantum step. The
maximum J)ositive rate of change is
represented as a continuous string of
plus ones, and the maximum negative
rate of change is a continuous string of
minus ones.

binary logic — Digital logic elements
which operate with two distinct states.
The two states are variously called true
and false, high and low, on and off, or 1
and 0. In computers they are repre-
sented by two different voltage levels.
The level which is more positive (or less
negative) than the other is called the
high level, the other the low level. If the
true (1) level is the most positive volt-
age, such logic is referred to as positive
true or positive logic.

binary mode — Operations using basic
machine arithmetic may use binary



binary normal

mode, i.e., the number system with a
base 2, allowing only the digits 0 and 1,
in contrast to the decimal system of base
10 with digits, 0, 1,2 . . ... 9.

binary normal — Same as binary.
binary notation — Sez number, binary.

binary number — A number, usually con-
sisting of more than one figure, repre-
senting a sum n which the individual
quantity represented by each figure is
based on a radix of two. The hgures
used are 0 and 1.

thery number system — See binary num-
er.

binary numeral — The binary representa-
tion of a number; e.g., 010?15 the binary
numeral and “V” is the roman numeral
of the number of fingers on one hand.

binary operation — An operation which
depends on the applications and the
strict adherence to the rules of Boolean
algebra, i.e., any operation in which the
operands and results take either one of
two values or states such as logic opera-
tions on single bits.

binary, ordinary — Se¢ binary.

binary pair— A circuit which has two
states, each requiring an appropriate
trigger for excitation and transition
from one state to the other.

binary point — That point in a binary
number which separates the integral
from the fractional part. It is analogous
Lo the decimal point for a decimal num-
er.

binary, pure — Same as binary.

binary, reflected — A code using the bi-
nary 0 and 1, and so constructed that
each successive code is derived from its
chdecessor by inverting only one bit.
eflected binary is a particular form of
gray code.

binary scale (or numbering system) —
A numbering system having a radix
(base) of two. Thus, only two symbols (0
and 1) are needed.

binary search — A search in which a set of
items is divided into two parts, where
one part is rejected, and the process is
repeated on the accepted part until the
item with the desired property is found.

(Synonymous  with  dichotomizing
search.)
binary signaling— A communications

mode in which information is passed by
the presence and absence, or plus and
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bionics

minus variations, of one parameter of
the signaling medium only.

binary, straight — Same as binary.

binary synchronous communications —
Abbreviated BSC. A line control proce-
dure for communicating. It can be ex-
ressed in several data codes: 8-bit
BCDIC, 7-bit USASCII, or 6-bit trans-
code. The only requirements are that
the code should include the required
line control characters and that these
characters should be used according to
specified rules.

binary table search, data-base — A binary
search table is an ordered listing; the
search technique is to compare first on
the midpoint of the table, and then on
the midpoint of the half containing the
desired argument. The table is succes-
sively halved until the proper entry is
found. The half containing the desired
argument can be identified because the
table is in ordered sequence.

binary-to-decimal conversion — Conver-
sion of a binary number to the equiva-
lent decimal number, i.e., a base two
number to a base ten number.

binary variable — A variable which as-
sumes values in a set containing exactly
two elements, often symbolized as 0 and
1. This is often confused with double-
value variable; e.g., y=+ v'X . (Synon-
ymous with two-state variable.)

binary-weighted error-detection system
— This system is based upon the con-
cept of assigning binary-one values to
all marking pulses or each code combi-
nation.

binary zero — Contrasted to the only
other binary representation, 1, the bi-
nary zero represents the lack of magni-
tude, and is represented as the presence
or absence of a punched hole in a card
or tape, a metallic spot, a current or lack
of current, etc.

bin, tape — A magnetic tape storage de-
vice with movab?e read/record heads or
fixed heads for each loop. The heads
and loops can move to particular or se-
lected locations on a tape, thus provid-
ing more rapid access time than for
plain serial reels of tape which must be
rewound.

bionics — The aﬁplicalion of knowledge
gained from the analysis of living sys-
tems to the creation of hardware that
will perform functions in a manner anal-



biosensor

ogous to the more sophisticated func-
tions of the living system.

biosensor — A mechanism for detecting
and transmitting biological data from an
organism in a way which permits display
or storage of results.

bipolar (unipolar) —When a logical
“true” input is represented by an elec-
trical voltage polarit (}plposile to that
representing a logical ““false” input, the
signal is defined as bipolar. If both
“true” and “false” inputs are repre-
sented by the same electrical voltage po-
larity, the signal is defined as unipolar.

biquinary — A two-part representation of
a decimal digit consisting of a binary
portion with values of 0 or 5, and a qui-
nary portion with values of 0 through 4;
e.g., the number 7 is coded as 12 which
implies 5 and 2.

biquinary code — See code, biquinary.

biquinary number — Se¢ number, biqui-
nary.

biquinary system — See code, biquinary.

bistable — Pertaining to devices capable

of assuming either one of two stable
states.

bistable latch — A standard flip-flop which
can be enabled to store a logical 1 or a
logical 0. In basic use, one bistable latch
device is commonly used in memory
and register circuits for the storage of
each bit.

bisync — Bisynchronous transmission, or
IBM Bisync, is a set of conventions used
by IBM for controlling synchronous
transmission. These conventions are
rules and procedures for controlling the
message format and line protocol. The
set of conventions adopted for structur-
inﬁ a single transmitted block of data is
called the message format. These con-
ventions specify what data link control
characters can be used for starting and
endin% amessage. They also specify the
type of error checking to be performed,
which bytes are included and which are
excluded in the check, and the methods
for utilizing the data link escape charac-
ter.

bit — 1. A binary digit; hence, a unit of
datain binary notation. In the binar
numbering system, only two marks (
and 1) are used. Each of these marks is
called a binary digit. 2. A single pulse in
a group of pulses. 3. A unit of informa-
tion capacity of a storage device. The
capacity in bits is the logarithm to the

bit, presence

base two of the number of possible
states of the device. (Related to storage
capacity.)

bit bumming — The process of trying to
squeeze the required software into the
minimum amount of memory in a mi-
crocomputer system.

bit, check — A binary check digit; often a
parity bit. (Related to parity check and
self-checking number.)

bit combination — Same as bit pattern.

bit density — A measure of the number of
bits recorded per unit of length or area.

bit, lag — A specific information bit that
indicates a type or form of demarcation
that has been reached. This may be
carry, overflow, etc. Generally the flag
bit refers to special conditions, such as
various types of interrupts.

bit, guard — A bit which indicates whether
a main or disk memory word or group of
words is to be filed.

bit, information — In data communication,
bits which are genuine data source bits
and not those used for error control or
checking procedures.

bit instructions — Instructions that test,
set, or reset any bit in memory and may
be used for setting flags and for moni-
toring and controlling on-off functions
such as switches, relays, valves, and in-
dicators.

bit location — A storage position on a re-
cord capable of storing one bit.

bit parallel — Pertaining to a specific
method of simultaneous movement or
transmission over separate wires of all
bits in a contiguous set of bits.

bit, parity — A check bit that indicates
whether the total number of binary “1”
digits in a character or word (excluding
the parity bit) is odd or even. If a 1
parity bit indicates an odd number of
‘1" digits, then a “0” bit indicates an
even number of them. If the total num-
ber of “1” bits, including the parity bit,
is always even, the system is called an
even-parity system. In an odd-Parity sys-
tem, the total number of “1” bits, in-
cluding the parity bit, is always odd.

bit pattern — A combination of N binary
digits to represent 2 to the N possible
choices; e.g., a 3-bit pattern represents
8 possible combinations.

bit, presence — An individual sentinel bit
which appears in the descriptor to indi-
cate that information which is being
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bit rate

referenced is in the high-speed storage
area.

bit rate — The rate at which binary digits,
or pulses representing them, pass a
given point on a communications line or
channel. (Clarified by baud and channel
capacity.)

bit-rate generators — Devices that pro-
vide the reference frequencies required
by serial interfaces ( , UART, cas-
sette, modem).

bit serial — Pertaining to a method of se-
quentially moving or transferring a con-
tiguous set of bits one at a time over a
single wire, according to a fixed se-
quence.

bit, serial-by — Se¢ serial-by-bit.

bit, si?n—A binary digit used as a sign
draft.

bit significance — The presence or ab-
sence of a bit in a certain location of an
instruction word which designates the
instruction to be of certain type, for ex-
ample, zero vs. one-address instruction.

bits, information — Bits that are generated
by the data source and which are not
used for error-control by the data-trans-
mission system.

bit site — A location on magnetic record-
ing media where a bit of information is
stored.

bit-slice microprocessor architecture —
The basic architecture of a multiple bit-
slice processor can be split into three
major blocks: the bit slices, the control-
ler, and the control store. The ALU
(arithmetic-logic unit) and the MAR
(memory address register) are usually
combined into a single circuit referred
to as a bit slice. Typically, bit-slice chips
are 2 bits or 4 bits wide. Bit slices can be
cascaded to create word lengths tailored
to the application. For example, if an
application requires a 14-bit word,
seven 2-bit slices can be cascaded to-
gether.

bits, punctuation — The use of a variable-
length data format requires that there
be a method of indicating the actual
length of a unit of information. This re-
quirement is fulfilled by two punctua-
tion bits associated with each memory
location. These bits can constitute a
word mark—used to define the length of
a field; an item mark—used to define the
length of an item; or a record mark—
used to define the length of a record.

bits, service — Such overhead bits which
42

blank, switching

are not check bit_s, as, for example, re-
quest for repetition, numbering se-
quence, others.

bits, string of — It is most common and
conventional to add a string of bits at
the end of a block, in magnetic tapes, to
allow a parity check in the columns of
the entire block or record.

bit, stop — The last element of a character
designed for asynchronous serial trans-
mission that defines the character space
immediately to the left of the most sig-
nificant character in accumulator stor-
age.

bit stream — This is a term used regularly
in conjunction with transmission meth-
ods in which character separation is ac-
complished by the terminal equipment,
and the bits are transmitted over the cir-
cuit in a consecutive line of bits.

bit stream transmission — The method of
transmitting characters at fixed time in-
tervals. No stop and start elements are
used, and the bits making up the charac-
ters follow each other without pause.

bit string— A one-dimensional array of
bits ordered by reference to the rela-
tions between adjacent numbers.

black box — A generic term used to de-
scribe an unspecified device which per-
forms a special function or in which
known inputs produce known outputs
in a fixed relationship (computer).

blank — 1. A regimented place of storage
where data may be stored, e.g., a loca-
tion in a storage medium. (Synonymous
with space.) 2. A character on a printer
used to indicate an output space in
which nothing is printed. 3. A condition
of “‘no information at all” in a given col-
umn of a punched card or in a given
location in a perforated tape. In the case
of tape, the feed hole is perforated but
no intelligence is perforated into the
same vertical column. In some cases,
however, processing equipment may be
programmed to recognize a blank and
perform certain functions as with other
codes.

blank character — Any character or cha-
racters used to produce a character
space on an output medium.

blank deleter — A device that eliminates
the receiving of blanks in perforated
paper tape.

blank instruction — See
dummy.

blank, switching — A specific range of val-

instruction,



blank-transmission test

ues in which the incoming signal can be
altered without also changing the out-
oing response. (Synonymous with
gead band and dead zone.)
blank-transmission test — This feature al-
lows the checking of any data field for all
blank positions. As a computer control,
it can be used to prevent the destruction
of existing records in storage, indicate
when the last item from a spread card
has been processed, skip calculation if a
rate or factor field is blank, etc.

blast — The release of various specified
areas or blocks of either main or auxil-
iary storage no longer needed by an op-
erational program. This type program
will execute a blast macroinstruction
which causes the control program to re-
turn the address of the area blasted to
its list of storage available for use by
future operational programs.

bleed, ink — S¢¢ ink bleed

blind (unblind) — The selective control-
ling of a transmission printer or reper-
forator. Example: used to prevent prices
from typing on a receiving teletype-
writer.

B-line — Same as index register.

blinking cursor — The cursor is sometimes
designed to blink at 1 to 6 Hz to attract
the operator’s attention. Its controls can
lie in hardware or software, and include
home (top left position on the screen),
left (one character to the left), right (one
character to the right), up (one row up),
down (one row down), and return (left
position on the next lower row) func-
tions. Variations are numerous, how-
ever.

block — 1. A collection or group of words,
records, or characters which are han-
dled as a single unit. In real-time sys-
tems, blocks are used to describe input-
/output or working storage areas in
main storage. A ﬁFe storage block is
often called a “‘physical record.” 2. The
set of locations or tape positions in
which a block of words, as defined
above, is stored or recorded. 3. A circuit
assemblage which functions as a unit,
e.g., a circuit building block of standard
design, and the logic block in a sequen-
tial circuit.

block access, data-base — Block access re-
lates to the grouping of records into
Ehysical blocks during the mapping of a
le onto a storage medium. Blocks rep-
resent the physical view of data. For
those programs that do not require sys-

block, event control

tem support of logical access to records,
it is possible to read and write physical
blocks.

block, analysis — A relocatable part of the
computer storage in which program
testing or statistical data are stored
which can later be used to analyze the
performance of the system. During pro-
gram testing there may be an analysis
lock for each transaction in the system,
and when the transaction leaves the sys-
tem this block is dumped into a file or
tape.

block check characters — Abbreviated
BCC. Line control procedures include
the generation, transmission, and test-
ing of check bits. These check bits, often
called block check characters, make up
the trailer field of the transmission
block. They are generated by a checking
algorithm that is usually applied to the
information field of a block.

block, control — A storage location which
contains information in condensed, for-
malized form necessary for the control
of a task, function, or operation.

block, data-set control — Se¢ data-set con-
trol block.

block diagram — 1. A sequential, ﬁraphic
representation of operations of the vari-
ous computer machines through the use
of symbols which represent functional
steps rather than the physical structural
details. The block diagram is usually the
gross or macro diagram for the entire
integrated system or large application
areas. Flowcharts then provide the spe-
cific detail of various operations. 2. A
graphical representation of the hard-
ware in a computer system. The primary
purpose of a block diagram is to indicate
the paths, along with information and-
/or control flows, between the various
parts of a computer system. It should
not be confused with the term flow-
chart.

block, entry — Se¢ entry block.

blockette — A subdivision of a group of
consecutive machine words transferred
as a unit, particularly with reference to
input and output.

block, event control — A unique informa-
tion (control) block designed to control
status of operations which are waiting
for an act or special signal to happen;
i.e., processing may be halted unul one
or more events occur. Usually a WAIT
macroinstruction is involved.
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block gap

block gap — The space and/or distance
between particular blocks of data or in-
structions on a tape or other storage
medium left blank in order to separate
blocks of data. Insertion of such blanks
by programmers or by automatic means
is to fix block lengths. Tapes can be
stopped, for example, or they can be
brought up to standard speed again,
within such gaps.

block gaps, cassette — Placement of data

onto the recordable region of a cassette

tage is organized into units called files.

Adjacent files are separated by file gaps,
which are generated under software
control. Each file consists of one or
more blocks separated by block gaps.
Block gaps are generated automatically.
Each block consists of one or more
bytes of data and two cyclic redundancy
check (CRC) bytes. Under program
control, the CRC bytes are appended
when a block is written and checked
when a block is read.

block ignore character — Se¢ character,
block ignore.

blocking — To efficiently decrease the
number of starts and stops; a combining
of two or more items or groups of items.

blocking data, ANSI — It is usually conve-
nient to organize data on tape into
words, blocis, and files. Tapes are
gapped periodically for this purpose,
which ﬁpermits reading equipment to
stop off data as well as to frame or refer-
ence the serial data stream. The stan-
dard ANSI format is a block-oriented
system in which data is recorded in
Ehase encoding with 72 characters per
lock and space in the block for con-
trol characters (line feed and carriage
return, etc.) and a preamble and post-
amble. Each block is separated [gy at
!;easl 6 inches of gap which frames the
ata.

blocking factor — The limit of the data
records which can be contained in a
given block on tape.

block, input — 1. A section of internal stor-
age of a computer reserved for the re-
ceiving and processing of input infor-
mation. (§\/nonémous with input area.)
2. An input buffer. 3. A block of com-
puter words considered as a unit and
intended or destined to be transferred
from an external source or storage me-
dium to the internal storage of the com-
puter.

block length — The total number of rec-
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block, standby

ords, words, or characters contained in
one block.

block loading — A technique for program
loading in which the control sections of
the program or program segment are
loaded nto adjacent positions in the
main memory.

blockmark — A storage-indicator mark
which indicates the end of a block of
data that would be written on tape for a
Erocessor that handles variable-length
locks on tape.

block, message reference — The storage
areas and working storage set aside by
the system when more than one mes-
sage Is being processed in parallel by
the system. This message reference
block 1s associated with that message so
long as it registers in the computer for
processing.

block, order — 1. A group of computer
words or a record being transferred out
of the equipment. 2. A section of stor-
age reserved to handle such outputs.

block, output — 1. A block of computer
words considered as a unit and intended
or destined to be transferred from an
internal storage medium to an external
destination. 2. A section of internal stor-
age reserved for storing data which are
to be transferred out of the computer.
(Synonymous with output area.) 3. A
block used as an output buffer.

block parity system — A system of using
an additional bit to a block of informa-
tion to detect single-bit errors in the
whole block.

block record — A specific storage area of
fixed size which usually contains a main
memory or file storage, organized into
standard blocks to allow more flexibility
in storage allocation and control.

blocks — Records are transferred to and
from magnetic tapes in the form of
blocks (sometimes called physical rec-
ords). A block (physical record) may
contain one or more records (logical).
Records may be reduced to blocks on
tape to reduce the acceleration and de-
celeration time.

block sort — A sort of one or more of the
most significant characters of a key to
serve as a means of making workable
sized groups from a large volume of rec-
ords to be sorted.

block splitting — Se¢ cellular splitting.

block, standby — A location aIV{ays set
aside in storage for communication with



block, storage

buffers in order to make more efficient
use of such buffers.

block, storage — A portion or section of
storage usually within a storage area. A
storage block 1s considered a single ele-
ment for holding a specific or fixed
number of words.

block structure — A technique allowing

rogram segmentation into blocks of in-

ormation or subroutines of a total pro-
gram.

block, table — A distinct portion or subset
of a table of data or instructions, usually
specifically identified for more conve-
nient access.

block transfer — The conveyance of a
group of consecutive words from one
place to another.

block, variable — In a variable block the
number of characters in the block is de-
termined by the programmer (usually
between some practical limits).

blue ribbon program — Same as program,
star.

BNF — Abbreviation for Backus normal
form.

board — An electrical panel which can be
altered with the addition or deletion of
external wiring. Also known as a plug-
board, panel, or wire board.

board, control — Same as control panel.

board, plotting — The flat surface unit of a
plotter; that part of a plotting machine
or unit on which plots, curves, or dis-
plays of lines, diagrams, symbols, etc.,
are transferred or transformed. The
plotting board is the output section of
the total Flotter machine displaying the
results of the plotter’s manipulation of
analog or digital data, usually for
human use.

board, plug — See plugboard computer.

board, problem — S¢¢ plugboard com-
puter.

board, wiring — See plugboard computer.

book — A particular large segment of
memory most often used in virtual
memory addressing.

book, documentation — All the material
needed to document a computer appli-
cation, including problem statement,
flowcharts, coding, and operating in-
structions.

bookkeeping
housekeeping.

operation — Same as

Boolean operation, dyadic

book, run — Material needed to code doc-
ument a computer application, includ-
ing problem statement, flowcharts, cod-
ing, and operating instructions.

Boolean — Pertaining to the algebra de-
veloped by George Boole.

Boolean add — Same as gate, OR.

Boolean algebra — An algebra named for
George Boole. This algebra is similar in
form to ordinary algebra, but with
classes, propositions, one-of-circuit ele-
ments, etc., for variables rather than
data values. It includes the operators
AND, OR, NOT, EXCEPT, IF, THEN.

Boolean  calculus — Boolean  algebra
modified to include time. Thus, such ad-
ditional operators as after, while, hap-
pen, delay, before, etc., are provided. It
1s concerned with binary-state changes
with time (triggers, delay lines).

Boolean complement — Same as gate,
NOT

Boolean connective — A symbol between
two operands or before the operands.
Such symbols are for exclusion, con-
junction, nonequivalence, disjunction,
etc. ‘

Boolean logic — A mathematical analysis
of logic. Applications of Boolean logic
include information retrieval and cr-
cuit-switching designs.

Boolean operation — A logic or math ma-
nipulation, association, or operation
which uses or applies the rules of Boo-
lean algebra. e operands, states, or
results assume either one of two values,
conditions, or states when determined
or evaluated as to which of such two
states is in being or to be assumed, by
either of the two variables or expres-
sions, such as on/off; go/no-go, zero-
/one; etc.

Boolean operation, binary — A specific
Boolean operation on two operands,
the result of which depends upon both
of them. The results from each of four

ossible combinations of values p and q
orm a truth table, or Boolean operation
table.

Boolean operation, dyadic— An opera-
tion in Boolean algebra performed on
or with two operands and in which the
result is dependent upon both of them.
Operations on or with two operands are
usually represented with connective
symbols written between them. . . . as
“union” or other Boolean connectives.
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Boolean operation, monadic

Such connective operands or opera-
tions are most often related to Boolean
truth tables.

Boolean operation, monadic — An opera-
tion performed on one operand.

Boolean operation table — A table which
shows the value of the results from each
of four possible combinations of values
p and q. This is synonymous with truth
table, but Boolean operation table is the
preferred use in electronic data process-
ing procedures.

Boolean variable — The use of two-valued
Boolean algebra to assume either one of
the only two values possible. Examples:
true or false; on or off; open or closed.
Basically, all digital computers use the
two-state or two-variable Boolean alge-
bra in construction and operation.

bootleg program — Se¢ program, bootleg.

bootstrap — 1. A technique or device de-
signed to bring itself into a desired state
bi' means of its own action. For exam-
ple, a machine routine whose first few
mstructions are sufficient to bring the
rest of itself into the computer from an
input device. This usually involves ei-
ther the manual entering of a few in-
structions, or the use of a special key on
the console. 2. A brief developer sub-
routine which, while in storage, controls
the computer to read in other data such
as a loading routine, after control has
been transferred to it.

bootstrap input program — Very popular
programs which have simple preset
computer operations to facilitate infor-
mation or program input reading and
which also contain instructions to be
read until the program is assembled or
executed; i.e., one instruction pulls
other preset instructions.

bootstrap loader — A subroutine which is
usually automatic and built into the
hardware of the comguter, which is ca-
pable of initiating the reading of an-
other subroutine whose first instruc-
tions are designed to bring in the rest of
the subroutine and thus initiate the total
program schedule.

bootstrap loading routine — Se¢ loading
routine (bootstrap).

bootstrap memory — The bootstrap mem-
ory is a time-saving device built into the
main computer. One consists of sixteen
30-bit words of wired storage. It is pro-
grammed (wired) to fit the specialized
needs of various computer users. The
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boundary, character

program and words in the bootstrap
memory cannot be altered by the com-
puter but can be manually changed
when necessary. The purpose of the
bootstrap memory is to provide for the
automatic reading of new programs into
the computer, with protection against
erasing its vital instructions (some com-
puters).

bootstrapping, communication line —
Some of the computing systems at the
end of lines for which the line-control
procedure is used will have their soft-
ware loaded and the system restarted
via the communications line. This start-
ing up of an inoperative system is called
“bootstrapping.” The bootstrap proce-
dure can be part of the line control pro-
cedure or it can be embedded in the text
field.

bootstrap routine, tape — Some load tapes
have, as the first block, a bootstrap rou-
tine which serves to bring in the remain-
der of the resident and various other
parts of the system. The bootstrap rou-
tines also provide a simple card load
routine, a panic dump, and a method of
patching the resident system prior to
writing 1t to drum.

BOP messages — Abbreviation for Bit
Oriented Protocol messages. They are
transmitted in frames, and all messages
adhere to one standard frame format.

bore — Inside diameter of the hub on a
tape reel.

B OR-NOT A gate — See gate, B OR-NOT
A.

borrow — An  arithmetically negative
carry. It occurs in direct subtraction by
raising the low order digit of the minu-
end by one unit of the next higher order
digit; e.g., when subtracting 67 from 92,
a tens digit is borrowed from the 9, to
raise the 2 to a factor of 12; the 7 of 67
is then subtracted from the 12 to yield 5
as the units digit of the difference; the 6
is then subtracted from 8,0r9—1, yield-
ing 2 as the tens digit of the difference.

BOT, cartridge — Abbreviation for Begin-
ning Of Tape. The point to which a car-
tridge tape is rewound.

bound — The upper or lower limit of val-
ues that can be permitted.

boundary, byte — In an IBM 360 system,
any core address within the computer.

boundary, character — 1. A real or imagi-
nary rectangle which serves as a bound-
ary, in character recognition, between



boundary register

consecutive characters or successive
lines on a source document. 2. A charac-
ter recognition term indicating the larg-
est rectangle with a side parallel to the
reference edge of the document. Each
of the sides of this rectangle is tangent
to the printed outline of a particular
character.

boundary register — A special register
used in a multiprogrammed system to
designate the upper and lower ad-
dresses of each user’s program block in
the main memory.

bound, tape — Same as tape limited.

box —In a programming flow chart, a
logical unit of computer programmin
surrounded by a rectangle and treate
as a unit.

box, B- — Se¢ index register.

box, decision — The symbol used in flow-
.char.tmi to indicate a choice or branch-
ing in the information-processing path.

box, loop — A specific register used as an
index register but only to modify in-
structions immediately prior to their ex-
ecution. For example, a number or sym-
bol is addended to an instruction as the
last step before the instruction is ex-
ecuted and the instruction is thus
modified, but without changing the in-
struction as it is stored in memory.

box, stunt — A device used in teleprinters
to perform nonreadout functions such
as carriage return, line feed, ring signal
bell, answer cdc’s and tsc’s, etc.

box, universal button — See button box,
universal.

bps — Abbreviation for Bits Per Second.
In serial transmission, the instanta-
neous bit speed with which a device or
channel transmits a character.

BPS — Abbreviation for basic program-
ming support. BPS card and BPS tape
systems are the two simplest and small-
est operating systems available for
main-line IBM System 360 computers.

branch — 1. To depart from the normal
sequence of executing instruction in a
computer. (Synonymous with jump.) 2.
A machine instruction that can cause a
departure as in definition 1. (Synony-
mous with transfer.) 3. A sequence of
instructions that is executed as a result
of a decision instruction. 4. The selec-
tion of one, two, or more possible paths
in the flow of control based on some
criterion. The instructions which mech-
anize this concept are sometimes called

branch-on indicator

branch instructions; however, the terms
transfer of control and jump are more
widely used.

branch calling — Same as calling sequence.

branch, computed — A common example

is the GO TO N,N,N;.. . . N;. Branching

occurs to N;, depending on the com-

uted current value of 1. Assigned

ranches of the form GO TO 1, where

1 is an assigned address, may also be
available.

branch, conditional — An instruction
which is interpreted as an unconditional
transfer if a specified condition or set of
conditions is satisfied. If the condition is
not satisfied, the instruction causes the
computer to proceed in its normal se-
uence of control. A conditional trans-
er also includes the testing of the con-
dition.
branch group instruction — Instruction in-
cluding the conditional and uncondi-
tional jump instructions, subroutine call
instructions for maintaining the stack,
and internal control flags.

branching — A computer operation, simi-
lar to switching, where a selection is
made between two or more possible
courses of action depending upon some
related fact or condition.

branch instruction — An instruction to a
computer that enables the programmer
to instruct the computer to choose be-
tween alternative suprograms, depend-
ing upon the conditions determined by
the computer during the execution of
the program. (Synonymous with trans-
fer instruction.)

branch instruction conditions — The deci-
sion-making instruction which, on ap-
propriate conditions, forces a new ad-
dress into the program counter (PC).
The conditions may be a zero result,
overflow on add, an external flag raised,
and hundreds more. One of two alter-
nate program segments in the memory
is chosen, depending upon the results
obtained.

branch instruction test — Most such n-
structions are of the testing type; t.e., if
some arithmetic relation is satisfied,
such as X being greater than A or less
than A, then a jump or branch will occur
to some specified instruction, where X is
usually the contents of a machine regis-
ter.

branch-on
branch-on.

indicator — Se¢e  indicator,
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branch-on switch setting

branch-on switch setting — Branching is
often designed by the use of certain
memory locations or index registers to
set the value of the switches. The pre-
setting of a switch may cause the pro-
gram to branch to the appropriate one
of N goims, where N is the number of
possible switch settings.

branchpoint — A point in a routine where
one of two or more choices is selected
under control of the routine.

branch, unconditional — An instruction
which switches the sequence of control
to some specified location. (Synony-
mous with unconditional jump, and un-
conditional transfer of control.)

breadboard — Developmental or proto-
type version of a circuit. Solderless
sockets and bus strips in modular form
are often used to create expandable ma-
trices for placement of ICs, capacitors,
resistors, and so forth for computer sys-
tems.

breadboard, intelligent — A unit designed
for the development of discrete logic,
i/o interfacing, memory systems, and
microcomputer circuits. It is often sup-
plied as a complete integrated package;
the console connects directly to the mi-
crocomputer, allowing circuits to be im-
plemented in hardware and transferred
to software in a step-by-step manner.
Hardware-software tradeoffs can be
studied and circuit designs tested exten-
sively since the computer and bread-
board communicate via the programma-
ble parallel i/o board of the computer.

break — To break, in a communication
circuit, the receiver user interrupts the
sending user and takes control of the
circuit. The term is used especially in
connection with half-duplex telegraph
circuits and two-way telephone circuits
equipped with voice-operated devices.

break key — On some systems, a device
that forces an interrupt of incoming
messages when used with half-duplex
systems. The transmission line is Eeld
low as long as the key is depressed. The
key is included for compatibility with
half-duplex systems.

breakpoint — 1. A point in a program as
specified by an instruction, instruction
igit, or other condition, where the pro-
gram may be interrupted by external in-
tervention or by a monitor routine. 2. A
point in a computer program at which
conditional inferruption, to permit vi-
sual check, priating out, or other analyz-
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break, transcription

ing, may occur. Breakpoints are usually
used in debugging operations.

breakpoint card, development systems
— In some systems, the breakpoint card
monitors the system bus and halts exe-
cution of a user’s program if a user-
specified transaction occurs. The user
may specify that a break should occur
on any combination of the followin
transactions on some systems: read,
memory write, i/o port read, i/o port
write. In addition, the user may specify
that the selected transactions have spe-
cified addresses or data bus bit patterns.

breakpoint, conditienal — A breakpoint at
which the routine may be continued as
coded if desired conditions are satisfied.

breakpoint instruction — 1. An instruction
which will cause a computer to stop or
to transfer control in some standard
fashion to a supervisory routine that can
monitor the progress of the interrupted
program. 2. An instruction which, if
some specified switch is set, will cause
the computer to stop or take other spe-
cial action.

breakpoint instruction, condl’loncl—.-
A conditional jump instruction, which if
some specified switch is set, vylll cause
the computer to stop, after which either
the routine may be continued as coded,
or a jump may be forced.

breakpoint switch — A manually operated
switch which controls conditional oper-
ation at breakpoints; it is used primarily
in debugging.

breakpoint symbel — A symbol which may
be optionally included in an instruction,
as an indication, tag, or flag, to desig-
nate it as a breakpoint.

break, sequence (sorting) — That point in
a file between the end of one string and
the start of another.

break, string — The point at which a sort
can find no more records with suffi-
ciently high control keys to fit on the
current output string.

breakthrough — An interruption in the in-
tended character stroke in optical char-
acter recognition.

break, transcription — A flowchart symbol
or device that shows the relation be-
tween two files. The symbol is direc-
tional and suggests the flow of informa-
tion from one file to the file that is
affected by the information. The opera-
tion symbol should be on the history
lines of the file that is affected.



B-register

B-register — Same as index register.

bridge, central-office — Like the data sets
and lines, the central-office bridges are
supplied and installed by the telephone
company. A bridge, located in the tele-
hone company central office, com-
gines lines from several offices into one
line to provide optimum transaction
loads for each line going to the process-
ing center. Up to nine offices can be
combined into one line, with a corre-
sponding reduction in line and data set
costs.
brightness — The average reflectance of
paper, in character recognition, mea-
sured in relation to a standard surface.

broadband — Also called wideband. Per-
taining to a channel with a bandwidth
greater than voice-grade channels,
characterized by speeds of 10,000 to
50,000 bps.

broadcast — Some control stations have
the ability to broadcast messages simul-
taneously to all stations on a circuit.
This is accomplished by using a call
which is common to all stations.

Brussels classification — Se¢ universal dec-
imal classification.

brute-force approach — To try to under-
take with existing equipment the mass
of problems that do not use precise
computation or logical manipulations
(as accounting proglems and scientific
problems do).

BSAM — Abbreviation for Basic Sequen-
tial Access Method, a data-base system.

BSC — Abbreviation for Binary Synchro-
nous Communications. A uniform disci-
pline, using a defined set of control
characters and control character se-
quences, for synchronized transmission
of binary coded data between stations in
a data communications system. Also
called BISYNC.

In BSC systems, transmission is half-
duplex. The line must be turned around
twice between each block (once for the
acknowledgment sequence and once for
the data b%ock). All the fields are de-
limited by control characters, and ac-
knowledgments are handled by separate
control sequences. There is an acknowl-
edgment sequence required for each
block. BSC supports both point-to-
point and multipoint lines.

An important BSC protocol charac-
teristic is its ability to detect transmis-
sion errors and to retransmit data until
it has been received correctly. If it is

bucket

necessary to send every one of the EBC-
DIC character set’s 256 codes, the trans-
parency feature—which allows control
characters to be used as data characters
—must be specified for both the com-
munications control unit (CCU) and the
RJE terminal.

B-store — Same as index register.

BTAM — Abbreviation for Basic Telecom-
munications Access Method. A method
used to control the transfer of data be-
tween main storage and local or remote
terminals. BTAM provides the applica-
tions program with macroinstructions
for using the capabilities of the devices
supported. BTAM supports binary syn-
chronous as well as start/stop commu-
nication.

BTP — Abbreviation for Batch Transfer
Program. Data transfers for some local
and remote terminals are controlled by
a batch transfer program, which can ac-
commodate more than one terminal.
Data transfer is supported under VTAM
(virtual telecommunications access
method). In addition to its regular func-
tions, BTP allows for the addition of us-
er-written routines for modifying or de-
leting records.

bubble memory — A memory device based
on magnetic bubbles, which are tiny cyl-
inders of magnetic material “floating”
in a film of magnetic material. The bui-
bles are polarized in the opposite direc-
tion from the rest of the material. Meth-
ods have been developed for creating
and destroying bubbles and for moving
them around. The presence or absence
of bubbles can represent digital infor-
mation, and this information can be
manipulated by moving the bubbles.
Metal paths are laid on top of the bubble
chip in loops, and bubbles are switched
about the chips like trains on tracks. (Al-
though the bubbles move, the magnetic
material does not, so there are no mov-
ing parts.) Magnetic bubble memory
has advantages over conventional elec-
tromagnetic storage devices in terms of
its electronic rehliability, high access
speed, smaller size, and reduced weight
and power consumption.

bubble sort — A sorting technique which
exchanges a pair of numbers if they are
out of order.

bucket — 1. A slang expression used to in-
dicate some portion of storage specifi-
cally reserveor for accumulating data, or
totals; e.g., “‘throw it in bucket #1” is a
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buffer

possible expression. Commonly used in
mitial planning. 2. A general term for a
speciﬁc reference in storage, e.g., a sec-
tion of storage, the location of a word,
a storage cell, etc.

buffer — 1. The auxiliary data-storage de-
vice which holds data temporarily and
which may also perform other functions
in conjunction with various input/out-
put machines. 2. A storage device used
to compensate for a difference in rate of
flow of data, or time of occurrence of
events when transmitting data from one
device to another. 3. A logical OR cir-
cuit. 4. An isolating component de-
signed to eliminate the reaction of a
driven circuit on the circuits driving it,
e.g., a buffer amplifier. 5. A device used
to supply additional drive capability.

buffer amplifier — An amplifier designed
to isolate a preceding circuit from the
effects of a following circuit.

buffered input/output channels — See in-
put/output section, buffered.

buffered input/output section — See input-
/output section, buffered.

buffered keyboard printers — Keyboard
printers that include some type of buff-
ering from the line as opﬁosed to those
that transmit directly to the line when a
key is depressed.

buffer gate — Same as gate, OR.

buffering exchange — A technique for in-
pul/outﬁut buffering which prevents or
avoids the internal movement of data.
Buffers are either filled, empty, or ac-
tively in use, by an input/output device.
Exchange bufftering relates to distinct
areas set aside for work and for buffer-
ing.

buffer, input/output — Permits data-word
transfers to and from memory to pro-
ceed without main program attention.
May be programmed so that when in-
put/output transfer is complete, the
computer generates an internal inter-
rupt.

buffer output — A buffer developed to re-
ceive and store data being transmitted
into a computer, and which usually in-
cludes instructions.

buffer register — A temporary storage
register in a CPU or peripheral device
capable of receiving or transmitting
data at different i/o rates. Data buffer
registers are generally positioned be-
tween the computer and slower system

50

bug patches

components, allowing data to flow at
the computer’s i/o rate.

buffer register, output — See register, out-
put buffer.

buffer size, display — The minimum and
maximum number of words reserved
for display units and used, with auto-
matic refreshing, to present a flicker-
free picture.

buffer storage — 1. Any device that tem-
porarily stores information during a
transfer of information. 2. Secondary
storage used exclusively for assembly
and transfer of data between internal
and external storage. 3. A synchroniz-
ing element between two different
forms of storage, usually between inter-
nal and external.

buffer storage area — A temporary stor-
age area for data. This may be a single
word of storage (such as in an output
port latch holding data until the output
device has accepted it). A buffer area in
main memory can range from a single
location to a large block.

buffer storage locations — A set of loca-
tions used to compensate for a differ-
ence in rate of flow of data, or time of
occurrence of events, when transmitting
data from one device to another.

buffer, terminal — The buffer in an elec-
tronic terminal is a memory that can
store enough bits to represent at least
one character. Larger buffers store a
word, a line, or a whole message.

bug — I. Any mechanical, electrical or
electronic defect that interferes with, or
“bugs up” the operation of the com-
puter. It can also be a defect in the
coding of the program. (If you're difh-
dent about using this word, call it a
malfunction.) 2. A mistake in the de-
sign of a routine or a computer, or a
malfunction.

bug monitors, communications — Data
communications monitors used to spot
problems in systems hardware and soft-
ware, and detail errors caused by soft-
ware bugs, equipment malfunction, or
line troubles.

bug patches — As bugs are uncovered in a
program, patches can be inserted and
documented in order to fix the mistakes.
When a number of patches have been
made, they should be incorporated into
the source program and the program
should be reassembled. This ensures a
well-documented program.



building block principle

building block principle — A system that
permits the addition of other equipment
units to form a larger system. Also
called modularity.

built-in  checks (automatic) — Built-in
checks should be taken advantage of
and not duplicated by wired, pro-
rammed, or manual controls. 'IPhe'y
unction as a result of internal machine
circuitry and are, therefore, performed
automatically. Some of these checks are
common to all machines. For example,
all machines have checks which stop the
machine for a timing error, a blown
fuse, or an operation that is impossible
or in conflict with another. Computers
utilize input/output checks, instruction
checks, and parity checks. The input
check ensures that all data is read and
coded correctly into machine language;
the output check ensures that the out-
put characters are correctly set up for
punching and printing. The instruction
check permits the execution of only
those instructions having a valid opera-
tion code and instruction format. The
parity check verifies each character in
the computer on the basis of an odd or
even bit configuration. To ensure accu-
racy in disk-storage write operations, in-
ternal circuitry automatically compares
the written record against the one from
which it was written, or requires that a
compare instruction doing this be ex-
ecuted before another disk-storage op-
eration. In magnetic-tape operations,
each character and each channel within
a record must pass a validity check for
an odd or even number of bits; the sys-
tem determines whether the bit count is
odd or even.

built-in controls — Various error-checking
techniques built into EDP equipment by
the manufacturer.

built-in storage — Se¢¢ storage, internal.

built-in tracing structure — See
structure, built-in.

bulk eraser — A device which erases or de-
stroys the magnetic information on a
reel of tape without removing the tape
from the reel.

bulk storage — Storage of large-volume
capacity used to suﬁplemem the high-
zpeed storage which can be made ad-
ressable, such as disks and drums, or
remain nonaddressable with magnetic
tapes. Other names for this type of
storage are external or secondary stor-
age.

tracing

bus cycles

bulk testing — Se¢ testing, saturation.
bureau, service — See service bureau.

burn in — A specific phase of component
testing in which very early mortality or
failures are discovered or screened out
by running the circuit for a specified
length of ume, typically 168 hours.

burst — The separation of sheets of a con-
tinuous form.

burst, error— A data transmission tech-
nique using a specified number of cor-
rect bits mterspersed with designed
error bits. The last erroneous bit in a
burst and the first erronous bit in the
successive burst are separated by the
specified number of correct bits. The
group of bits in which two successive
erroneous bits are always separated by
less than a specific number of correct
bits.

burst mode — A mode of communications
between the processor and i/o devices.
When a signal from an i/0 device oper-
ating through the multiplexer channel
indicates burst mode, the receiving unit
continues to fetch bits until the unit is
finished.

ADDRESS BUS
CENTRAL
| o] [
A -
DATA BUS
CONTROL BUS

Courtesy Intel Corp.
Buses.

bus — 1. A circuit over which data or
power is transmitted. Often one which
acts as a common connection among a
number of locations. (Synonymous with
trunk.) 2. A path over which information
is transferred, from any of several
sources to any of several destinations.

bus address register — A register, used in
some systems, that contains the last
noninstruction fetch bus address for
various destination modes.

bus, check — Se¢ check bus.
bus cycles — Generally, each processor in-
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bus, data

struction requires one or more bus cy-
cles. The first operation required is one
that fetches an instruction from the lo-
cation addressed by the program
counter. If no further operands are ref-
erenced in memory or an i/0 device, no
additional bus cycles are required for an
instruction execution. If memory or a
device is referenced, however, on most
systems, one or more additional bus cy-
cles are required.

bus, data — Most computers communi-
cate internally through the use of a data
bus. Most are bidirectional, e.g., capa-
ble of transferring data to and from the

business-graphics components

traps through a specific trap vector ad-
dress.

bus family — A group of signals consid-

ered together. For example, an address
bus consists of all the signals needed to
define any of the possible memory or
i/0 locations in the system, a data bus
handles all communication of instruc-
tions and data, and a control bus is used
by the CPU to direct the actions of the
other elements in the system.

bus hub — A location on the control panel

which permits several entries or exits of
pulse signals.

CPU and storage and peripheral de- business application — Close groupings of

vices.

ENTRIES

bt

related activities for treatment as spe-

ACCOUNTS ACCOUNTS
RECEVABLE “~~_|  TRANSACTION | — PAYABLE
FILES ORGANIZATIONAL
INVENTORY +——— = SUDCETS
SALES ANALYSIS « | GENERAL JOURNAL
SALESPERSON'S CASH AND
COMMISSIONS SALES JOURNAL
CASH

ROSS PROFIT
6 INCOME ~ GENERAL

STATEMENTS LEDGER

DISBURSEMENTS
BALANCE JOURNAL

SHEETS

Business application.

bus, digit-transfer — An electrical path
used to transfer numbers (electrical
pulses) that represent data and instruc-
tions to various registers and counters.
On-off and similar transfer lines or con-
trol signals are not considered to be di-
git-transfer buses.

bus drivers, output — All major output sig-

cific units; e.g., inventory-control pro-
cesses, order and sales entries, custom-
er-credit reports and accounting, auto-
mated purchasing models, and others
may be treated as units for conversion
to electronic data processing and oper-
ating systems.

nals from the standard computer used b
in programmed and data-break infor-
mation transfers are power amplified by
bus-driver modules to allow them to
drive a very heavy circuit load.

bus error traps — Bus error traps are time-
out errors in some systems, ie., at-
tempts to reference addresses on the
bus that have made no response within
a certain length of time. In general,

data pr ing — The almost
boundless variety of commercial ap-
plications from actual transactions (in
contrast to problem solutions). Such
processes involve and concern file proc-
essing, manipulations, and reporting,
plus planning procedures for operating
or quality control, capital, and project

budgeting.

these are caused by attempts to refer- business-graphics components — Devices

ence nonexistent memory or attempts
to reference nonexistent peripheral de-
vices. Bus error traps cause processor
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used in combining alphanumeric and
graphic information to enable visualiza-
tion of data for business applications.



busing, daisy chain

Devices include crt_displays, pen plot-
ters, laser plotters, ink-jet plotters, and
plasma displays.

busing, daisy chain — A procedure of
propagating signals along a bus. De-
vices not requesting a daisy-chained sig-
nal respond by passing the signal on.
The first device requesting the signal
responds to it by performing an action
and breaks the daisy-chained signal con-
tinuity. This scheme permits assign-
ment of device priorities based on the
electrical position of the device along
the bus.

bus lines, i/o — Parallel lines and control

logic are referred to collectively as the
1/0 bus. They transfer information be-
tween microprocessor and i/o devices.
The bus contains three types of lines:
data, device address, and command.
Data lines consist either of one bidirec-
tional set or two unidirectional sets. In
the latter case, one set is used exclu-
sively for inputting of data to the CPU
and the other for outputting of data. In
most cases the width of the bus (number
of lines) equals the word length of the
microprocessor. Device-address lines
are used to identify i/0 devices. The the-
oretical maximum number of available
address lines changes significantly from
one microprocessor to another. Com-
mand lines allow a peripheral to indi-
cate to the CPU that it has finished its
previous operation and is ready for an-
other transfer end.

bus loading — The amount of current

drain, resistance, capacitance, or other
electronic parameters that may affect
the characteristics or driving require-
ments of an electronic pathway in a
circuit that supplies a number of de-
vices.

bus, LSI-11 — A specific type of bus devel-
oped as a link between processor and
peripheral elements of the system. The
LSI-11 bus comprises 38 bidirectional
signal lines, along which addresses,
data, and control signals are sent. Some
signals contain time-multiplexed infor-
mation. Communication between de-
vices on the bus is asynchronous. A mas-
ter/slave relationship exists between
two devices on the bus throughout any
transaction between them. At any time,
one device (the “bus master”) controls
the bus; this master device initiates the
bus transaction. Data may be trans-
ferred either to or from the master de-

bus polling protocol

vice. Arbitration between devices (i.e.,
which one becomes bus master at a
given time) is decided by the processor.

bus master — The device controlling the

current bus transaction in a system that
has a bus structure in which control of
data transfers on the bus is shared be-
tween the CPU and associated periph-
eral devices.

bus, microcomputer — In the case of mi-

crocomputers, at least three 1¥1pes of
buses are used. One consists of the lines
that carry signals between chips in a mi-
croprocessor system. A second is the so-
called functional bus, such as the gener-
al-purpose interface bus (IEEE standard
485-1875 and ANSI standard MC 1.1-
1975) that transfers signals to and from
peripheral control devices, whether
those devices are attached to computers
or not. A third type concerns address
lines to memory, shared data lines, and
the control signals that link the system
cards together. This is also the world
that raises many key questions. There
are key differences between the MUL-
TIBUS and the $-100 bus, and it is not
possible to plug an S-100 compatible

eripheral into an LSI-11 bus. It is too
ate to adopt one standard.

bus multiplexing — A method of convey-

ing both address and data words (or
bytes) over the same bus. For example,
in one system, during a programmed
data transfer, the processor first asserts
an address on the bus for a fixed ume.
After the address time has been com-
pleted, the processor executes the pro-

rammed input or output data transfer;
the actual data transfer is asynchronous
and requires a reply from the addressed
device. Bus synchronization and control
signals provide this function.

bus polling protocol — In some systems

the bus protocol allows for a vectored
interrupt by the device. Hence, device
polling is not required in interrupt
processing routines. This results in a
considerable savings in processing time
when many devices requiring interrupt
service are interfaced along the bus.
When an interrupting device receives an
interrupt grant signal, the device passes
to the processor an interrupt vector.
The vector points to two addresses
which contain a new processor status
word and the starting address of the in-
terrupt service routine for the particular
device.
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bus priority structure

bus priority structure — Since many buses
are used by processors and i/0 devices,
there is a priority structure to determine
which device gets control of the bus.
Often every device on the bus which is
capable of becoming bus master is as-
signed a priority according to its posi-
tion along the bus. When two devices
which are capable of becoming a bus
master request use of the bus simultane-
ously, the device with the higher priority
position will receive control.

bus slave — The device currently receiv-
ing or transmitting data from or to the
bus master in a system that has a bus
structure in which control of data trans-
fers on the bus is shared between the
CPU and associated peripheral devices.

bust — The malperformance of a pro-
grammer or machine operator.

bus wire — A group of wires that allows
the memory, the CPU, and the i/o de-
vices to exchange words.

button, activate — Same as button, initiate.

button box, universal — A coined term for
a set of push buttons whose functions
are determined by the computer pro-
gram.

button, emergency — Some units contain a
button which, when depressed, is de-
signed to prevent further destruction or
malady in the event of a current failure,
or when the operator knows no other
corrective act.

button, initiate — A control panel switch
which causes the first step of a subrou-
tine or sequence of programmed steps
to be started to perform the cycling or
movement of operations.

button, intervention — Same as button,
emergency.

button, panic — Se¢ button, emergency.

buttons, function — The small typewriter-
key-like buttons found on many special-
ized input/output terminals which are
used to query the system or have it per-
form certain operations. For example,
on the remote-inquiry terminal used in
a stock quotation system, a three letter
combination identifies any stock, and by
punching the right function button,
earnings, sales, dividends, volume, etc.,
can be displayed.

button, start — Same as button, initiate.

bypass procedure — A procedure used to
get the most vital information into the
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byte multiplexing

main computer when the line control
computer fails. The few direct control
lines into the main computer are fre-
quently switched to maximize different
terminal input. Teleprinters, paper tape
punches, telephones, etc., are used to
provide bypass.

byproduct — Data in some form devel-
oped without additional effort from a
device whose basic purpose is to per-
form some other operation.

byte — 1. A generic term to indicate a
measureable portion of consecutive bi-
nary digits, e.g., an 8-bit or 16-bit bvte.
2. A sequence of adjacent binary digits
operated upon as a unit and usually
shorter than a word.

byte, effective — The byte actually ac-
cessed in an operation on a single byte
or byte string.

byte, effective location — The actual stor-
age location pointed to by the effective
virtual address of a byte addressing in-
struction.

byte, hexadecimal — While two hexadeci-
mal digits can be used to specify a byte,
the byte is usually a group of eight bits
carried as a unit. Hexadecimal number
systems use 0,1,2,3,4,5,6,7,8,9, A,
B, C, D, E, and F to represent all poss:-
ble values of a 4-bit digit.

byte instructions — In some systems, the
design includes a full complement of in-
structions that manipulate byte oper-
ands. Then, since all addressing is byte-
oriented, byte manipulation addressing
is straightforward. Byte instructions
with autoincrement or autodecrement
direct addressing cause the specified
register to be modified by one to point
to the next byte of data. Byte operations
in register mode access the low-order
byte of the specified register. These

rovisions enaEle the processor to per-

orm as either a word or byte processor.

byte manipulation — The ability to manip-
ulate, as individual instructions, groups
of bits such as characters. A byte is con-
sidered to be eight bits in most cases,
and forms either one character or two
numerals.

byte multiplexing — A process in which
time slots on a channefl) are delegated to
individual slow input/output devices so
that bytes from one after another can be
interlaced on the channel to or from
main memory.



C— A somewhat structured high-level
programming language designed to op-
timize run time, size, and efficiency. It
was developed as the systems program-
ming language of the UNIX operating
system on the PDP 11/70 minicomputer
from Digital Equipment Corp.

cable — Assembly of one or more conduc-
tors within an enveloping protection
sheath so constructed as to permit the
use of conductors separately or in
groups.

cable, coaxial — Coaxial cable consists of
a central conductor, an outer conduc-
tive braid, and a protective coating.

cable, combination — A cable that has con-
ductors grouped in combinations, such
as pairs and quads.

cable, composite — In communications
use, a composite cable is one in which
conductors of different gauges or types
are combined under one sheath.

cable, duplex — A type of cable con-
structed of two insulated stranded con-
ductors twisted together. They may or
may not share a common insulating cov-
ering.

cable, flat — See cable, tape.

cable, paired — A particular cable in
which all of the conductors are arranged
in the form of twisted pairs, none of
which are arranged with others to form
quads.

cables noise — When digital equipments
are cabled together, care must be taken
to minimize crosstalk between the indi-
vidual conductors in the cables. Because
of the fast rise and fall times characteris-
tic of digital signals, these individual
conductors can often generate signifi-
cant amounts of noise.

cable, tape — A cable containing flat me-
tallic nibbon conductors, all lgying side
by side in the same plane and imbedded
in a material which insulates and binds
them together.

cable termination — Matching of the char-
actetistic impedance of the wire with the
impedance of the receiver and trans-
mitter. As a pulse is sent to the other
end, the energy of the pulse is dis-
sipated by the termination of the wire. If
the wire is not terminated properly, a
reflection of the pulse will travel bacl to

the source, and a condition called ring-
ing will occur.

cache — A buffer type of high-speed mem-
ory that is filled at medium speed from
main memory, often with instructions
and programs. Higher operating sFeeds
can Ee achieved with those items found
in cache memory; if not found, a new
segment is loaded.

cache memory *“hit"” — Since the cache
memory contains copies of portions of
main memory, its eftectiveness is based
on the percentage of time that the data
to be fetched can be transferred from
the high-speed cache, as opposed to
other, %ower-s eed memories. A “hit”
occurs if the data is found in cache. A
“miss’” occurs if the data is not found in
cache, and must be fetched from main
memory.

cache memory look ahead — The principle
of program locality states that programs
have a tendency to make most accesses
_in. the neighborhood of locations ac-
cessed in the recent past. Programs typi-
cally excute instructions in straight lines
or small loops, with the next few ac-
cesses likely to be a few words ahead of
or behind the current location. Stacks
grow and shrink from one end, with the
next few accesses near the current top.
Data elements are often scanned
through sequentially. The cache uses
these  behavioral characteristics by
bringing in extra words on each access
to main memory (look ahead) and keep-
ing copies of recently used words (look
behind).

CAD — Computer-Aided Design. The ca-
pability of a computer to be used for
automated industrial, statistical, biolog-
ical, etc., design through visual devices.

CAD/CAM  systems — Computer-Aided
Design and Computer-Aided Manufac-
turing systems. These systems usually
include a cathode ray tube display, key-
board, plotter, and one or more graphic
input devices. These elements comprise
a user work station that is linked to peri-
pherals such as readers, printers, tape
and disk drives, and a microcomputer
base. CAD/CAM systems can help de-
sign parts and machinery, generate
schematics, diagram complex wiring ar-
rangements and printed circuit boards,
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CAl

create accurate artwork on glass or film,
calculate manufacturing specifications,
list parts, and furnish bills of materials.

CAl — Abbreviation for Computer-Aided
Instruction. An educational concept
that places the student in a conversa-
tional mode with a computer that has a
preprogrammed study plan. The pro-
grammed course selects the next topic
or phase of study according to previous
responses from the student, allowing
each student to progress at a pace di-
rectly related to ﬁis Fearning capability.

calculated address — See
culated.

calculating, card-programmed — Card-pro-
grammed calculating uses many con-
nected or separate machines. That is, an
accounting machine reads from
punched cards the various factors for
calculating, and the codes instruct the
machines about calculations to be
made, thus involving multiple steps of
data processing.

calculating operation, average — An indi-
cation of the calculating speed of the
computer determined by taking the
mean time for nine additions and one
multiplication.

calculating operation, representative —
Same as calculating operation, average.

calculating  time, representative — See
time, representative-computing.

calculator — A particular device for per-
forming arithmetic, usually requiring
frequent manual intervention. Gener-
ally, a device or machine used to carry
out logical and arithmetic digital calcu-
lations of any type.

calculator chip — A chip containing a mi-
croprocessor that has a built-in micro-
program to solve arithmetic functions.

calculator, network — An analog device
designed primarily for simulating elec-
trical networks.

calculator pad, terminal — With program-
mability in the controller, some termi-
nals can perform computations on ac-
cumulated data locally, rather than
having to send all raw data to the host
computer. Typical examples of such
computations are price extensions from
unit prices and quantities, quantity dis-
counts, and tax amounts. With such
local computations, the terminal can
then prepare an invoice locally.

calculator structure — The present calcula-
tor can be defined as a small, highly spe-
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address, cal-

call instruction

cialized computer. The memory struc-
ture consists of both a fixed and a
variable memory. The fixed portion, a
read-only memory (ROM), provides a
system control program called firmware
—meaning nonchangeable instructions.
This contrasts with general-purpose
computers programmed by software,
and random-logic systems that use
hard-wired circuitry.

calculus, Boolean — An extension of Boo-
lean algebra which includes other varia-
bles, such as time, step functions,
changes of state, delay.

calculus of variations — A specific calculus
which relates to the maxima/minima
theory of definite integrals. The inte-
grands are functions of dependent vari-
ables, independent variables, and their
derivatives.

calibrated instrumentation — Instrumen-
tation in which have been ascertained,
usually by comparison with a standard,
the locations at which scale/chart
graduations should be placed to corre-
spond to a series of values of the quan-
tity that the instrument is to measure,
receive, or transmit.

call — The branching or transfer of con-
trol to a specified closed subroutine.

call direction code — Abbreviated CDC.
An identifying call, usually of two let-
ters, which is transmitted to an outlying
receiver and which automatically turns
on its printer (selective calling).

call in— To transfer control of a digital
computer temporarily from a main rou-
tine to a subroutine which is inserted in
the sequence of calculating operations
to fulfﬂl a subsidiary purpose.

calling branch — Same as calling sequence.

calling, selective — This is a form of a tele-
typewriter communications system. A
particular loop may include several ma-
chines, but with selective calling, only
the machine selected will respond. The
device that controls the individual ma-
chines in response to a selective call
(CDC) is called a stunt box.

calling sequence — A basic set of instruc-
tions used to begin or initialize or to
transfer control to a subroutine, but
usually to complete the return of con-
trol after the execution of a subroutine
is finished.

call instruction — A type of instruction that
diverts program execution to a new area
in memory (sequence of directives) and



call number

vet allows eventual return to the origi-
nal sequence of directives.

call number — A group of characters iden-
tifving a subroutine and containing: (a)
information concerning parameters to
be inserted in the subroutine, (b) infor-
mation to be used in generating the sub-
routine, or (c¢) information related to
the operands.

call, program — A request by various user
application programs for operating sys-
tem (OS) or executive service. Such a
call results in control being passed from
the user program to the monitor or ex-
ecutive module of the overall operating
system.

calls, subroutine — Se¢ subroutine calls.
call word — Ser word, call.

CAM — Abbreviation for Content Ad-
dressable Memory. A type of associative
memory addressed by the contents or
meaning rather than memory position
or location.

CAMAC — The IEEE-583 instrument in-
terface standard. It is an in-depth spe-
cification used for general interfacing of
instruments in the nuclear industry,
oftedn preferred over the IEEE-488 stan-

ard.

Cambridge Polish — Used in the LISP lan-
guage, the Polish operators = and X
are allowed to have more than two op-
erands.

CAM devices — Abbreviation for Content
Addressable Memory devices. R/W
RAMs with an access mechanism that
retrieves the addresses of data which
match an attribute presented to the in-
puts. Most are programmed by writing
into the array via a separate addressing
and control path.

camp-on — A special method for holding
a call for a line that is in use, and signal-
ing when it becomes free.

cancel character — A specific control char-
acter designed to indicate that the data
with which it is associated is erroneous
or is to be disregarded.

CANCL status word — This status word in-
dicates that the remote computing sys-
tem has deleted some information.

canned software — Also called packages.
Generalized programs that are prewrit-
ten and debugged and are designed to
erform one or more general functions.
usiness functions include accounts re-
ceivable, accounts payable, general
ledger, payroll, or inventory control.

card cage, microcomputer

canonical — A regular, standard, or sim-
gliﬁed form of an expression or schema.
or example, any Boolean expression
can be transformed into a canonical sum
of products or canonical product of
sums.

canonical schema — A model of a data
base which represents the inherent in-
formational nature of the data and the
relationships between the parts of the
data base. Hence, this description is in-
dependent of individual applications
and software or hardware mechanisms
which are employed in representing and
using the data.

capacity — 1. The total quantity of data
that a part of a computer can hold or
handle. 2. The capability of a specific
system to store data, accept transac-
tions, process data, and generate re-
ports.

capacity, channel — The maximum possi-
ble  information-transmission  rate
through a channel at a specified error
rate. The channel capacity may be mea-
sured in bits per second or bauds.

capacity, gircuit—The numbcr of com-
munications channels which can be han-
dled by a given circuit simultaneously.

capacity, output — The number of loads
that can be driven by the output of a
circuit.

capacity, processing — Often the maxi-
mum limitation of places of a number
that can be processed at any one time.

capacity, register — The number of digits,
characters, or bits that a register can
store.

capstan — The rotating shaft on a mag-
netic-tape handling unit which is used to
impart uniform motion to the magnetic
tape when engaged.

card — 1. The paperboard material
formed in uniform size and shape which
is punched or marked in various arrays
to be sensed electronically or visually by
brushes or feelers or by photoelectric

ickup. The standard card is 7% inches

ong by 3% inches wide and contains 80
columns and 12 punch positions. 2. An
internal plug-in unit for printed-circuit
wiring and components.

card, binary — The fundamental punched
card containing binary numerals repre-
senting numbers, characters, or control
symbols in columns and rows.

card cage, microcomputer — The structure
that contains the circuit cards in a mi-
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card cage, standard

crocomputer system. A typical unit is of
rugged construction and fits the indus-
try standard 19-inch cabinetry occupy-
ing 7 RETMA increments (12.25 in-
ches). Some units come with mother
boards and can accommodate 20
printed circuit boards. The bus struc-
ture is often the standard 100-pin bus of
the personal computers (S-100), for
which a variety of cards are available
from many manufacturers.

card cage, standard — A supporting struc-
ture that generally holds up to nine
printed circuit cards and can be
mounted in a number of different enclo-
sures at various angles. In one sysiem,
this card cage features the use of a print-
ed-circuit Eackplane that allows the
computer to communicate with any of
many PC boards. It also allows the wire-
wrapping of special features to the com-
puter.

card code —The combinations of
punched holes which represent charac-
ters (letters, digits, etc.) in a punched
card.

card code, OCR-A — The standard mark-
ing approved by the National Retail
Merchants Association (NRMA).

card column — One of the vertical lines of
punching positions on a punched card.

card, CPU — For many applications, the
most economical way of including com-
puter capability in a product is via the
standard expansion of a CPU chip into
a computer card. For example, every
microcomputer CPU chip must operate
in conjunction with a memory module
and must have CPU-to-memory inter-
face logic; if the CPU communicates
with standard peripheral devices (e.g., a
disk unit or line printer), the computer
card will supply the necessary interface
between the CPU chip and peripheral
device controller.

card cycle — The time required to read or
punch a card.

card data recorder — Various card data re-
corders punch, verify, print, and inter-
pret cards. Some units are designed to
skip columns not requiring interpret-
ing, interpret numeric portions only, or
print leading zeros under program con-
trol. On some units, cards can be
verified immediately after they have
been punched.

card, Hollerith — A common name for the
standard punched card, 3% by 7% in-
ches, usually divided into 80 columns of
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carriers, value-added

punch hole sites. A combination of
punches in a column zone (and field)
can represent letters, digits, or symbols.
The card was named in honor of Dr.
Herman Hollerith, who invented it in
1889.

card image — 1. A representation in stor-
age of the holes punched in a card, in
such a manner that the holes are repre-
sented by one binary digit and the un-
punched spaces are represented by the
other binary digit. 2. In machine lan-
guage, a duplication of the data con-
tained in a punch card.

card, magnetic — A card, usually with a
rectangular flat surface, of any material
coated with a magnetic substance on
which data is recorded, such that it can
be read by an automatic device.

card mag stripe reader — A device for
reading mag-stripe ID cards.

card, printed-circuit — A card, usually of
laminate or resinous material of the in-
sulating type, which is used for the
mounting of an electrical circuit. To-
get(ljler the base and circuit make up the
card.

card reader — A device which senses and
translates into internal form the holes in
punched cards.

card reader, mark sense — A device that
reads tab cards marked with soft lead
pencil, and lets the user enter programs
and numerical data into the computer.
Also, programs can be written off-line
without the computer.

card row — One of the horizontal lines of
punching positions on a punched card.

card verifying — A means of checking the
accuracy of key punching. It is a duplica-
tion check. A second operator verifies
the original punchinF by depressing the
keys ofga verifier while reading the same
source data. The machine compares the
key depressed with the hole already
punched in the card.

caret — A symbol (an inverted v) used to
indicate the location of an insertion.

carriage — A control mechanism for a
typewriter or other listing device that
can automatically control the feeding,
spacing, skipping, and ejecting of paper
or preprinted forms.

carrier, data — The selected medium used
to transport or carry data or informa-
tion. Examples are punched cards, mag-
netic tapes, and punched paper tapes.

carriers, valve-added — A class of com-



carry

munications common carrier author-
ized to lease raw communication trunks
from the transmission carriers, augment
these facilities with computerized
switching, and provide enhanced or
“value-added” communications ser-
vices. Some are now emploving a tech-
nology called packet switching to pro-
vide value-added data communications
services. Packet switching is a communi-
cations technology, but it has its roots in
the computer field rather than in the
communications field, for it was devel-
oped by computer users in order to bet-
ter meet their communication require-
ments.

carry — 1. A signal, or expression, pro-
duced as a result of an arithmetic opera-
tion on one digit place of two or more
numbers expressed in positional nota-
tion and transferred to the next higher
place for processin%lhere. 2. A signal or
expression, as defined in (1) above,
which arises in adding, when the sum of
two digits in the same digit place equals
or exceeds the base of the number sys-
tem in use. If a carry into a digit place
will result in a carry out of the same digit
Elace, and if the normal adding circuit is

ypassed when generating this new
carry, it is called a high-speed carry, or
standing-on-nines carry. If the normal
adding circuit is used in such a case, the
carrys called a cascaded carry. If a carry
resulting from the addition of carries is
not allowed to propagate, e.g., when
forming the parual product in one step
of a multiplication process, the process
is called a partial carry. If it is allowed to
propagate, the process is called a com-
plete carry. If a carry generated in the
most significant digit place is sent di-
rectly to the least significant place, e.g.,
when adding two negative numbers
using nine complements, that carry is
called an end-around carry. (Synony-
mous with cascaded carry, complete
carry, end-around carry, high-speed
carry, and partial carry.) 3. A signal or
expression in direct subtraction, as
defined in (1) above, which arises when
the difference between the digits is less
than zero. Such a carry is frequently
called a borrow. (Related to borrow.) 4.
The action of forwarding a carry. 5. The
command directing a carry to be for-
warded.

carry, cascaded — See cascaded carry.

carry, complete — A carry which is allowed
to propagate.

cartridge recorder, ANSI standard

carry, end-around — A carry from the
most significant digit place to the least
significant place.

carry flag— An indicator that signals
when a register overflow or underflow
condition occurs during mathematical
operations with an accumulator. It is
sometimes also considered as a one cell
extension of an accumulator during se-
lected operations such as the execution
of “‘rotate” instructions.

carry/link bit — On some systems, this bit
is set if a carry from the most significant
bit occurs during an add, a comple-
ment-and-add, or a decimal-add in-
struction. The bit is also included in the
shift right with link and the rotate right
with link instructions.

carry look-ahead — A circuit that in effect
predicts the final carry from propagate
and generate signals supplied by partial
adders. It is used to speed up signifi-
cantly binary addition by eliminating
the carry propagation (or ripple) delay.

carry, partial — The technique in parallel
addition wherein some or all of the car-
ries are stored temporarily instead of
being allowed to propagate immedi-
ately.

Cartesian coordinates, digitizing system
— Some systems have the ability to
define completely the axis system of the
work. This allows for rotated, nonortho-

onal axis definition with a step-wise
inear approximation of nonlinear
scales. Some larger systems allow defi-
nition of 32 Y axes and 2 X axes. This
allows multiple scalings for multitrace
strip charts, such as well logs, to be
defined. Or a data classification tech-
nique may be defined (for example, map
contours on layer |, boundaries on layer
2, etc.).

cartridge recorder, ANS! standard —
The ANSI standard for cartridge re-
corders specifies that blocks of data be
bracketed by known bit patterns. First
comes a 16-bit preamble, followed by a
data block of up to 2048 eight-bit bytes.
A 16-bit cyclic-redundancy check and a
16-bit postamble follow the data block.
The preamble has 15 0s followed by a 1.
Preambles establish timing for reading
data when the tape moves forward. The
postamble, a 1 followed by 15 Os, sets
the timing for reading data in reverse.
Note that for both directions of tape
travel, data are preceded by a string of
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CAS

15 0s and a 1. This pattern can be used
to locate data in a deskewing register.

CAS — Abbreviation for Column Address
Strobe.

cascade control — An automatic control

cassette, digital

split-package items automatically and
rovides discount capability and a re-
und key.

cassette — A self-contained package of
reel-to-reel blank or recorded film,

system in which various control units
are linked in sequence, each control
unit re§ula(ing the operation of the next
control unit in line.

cascaded carry — 1. A carry using the nor-
mal adding circuit rather than any spe-
cial or high-speed circuit. 2. In parallel
addition, a carry process in which the
addition of two numerals results in a
sum numeral and a carry numeral which
are in turn added together, this process
being repeated until no new carries are
generated.

magnetic tape, or electronically em-
bossable vinyl tape for recording of
sound or computer input signals, which
is continuous and selt-rewinding. Simi-
lar to a cartridge, but of slightly differ-
ent design.

tte bootstrap loader — A typical cas-

sette bootstrap loader automatically lo-
cates the top of memory and relocates
itself to the top of memory, enabling
program loading from memory location
zero. During the process of locating the
top of memory, a full memory test is

Courtesy Verbatim Corp.

Casselte.

cascade merging — A technique used in a
sort program to merge strings of se-
quenced data and performed a T—1 on
part of the data, T/2 on parts of the
data, and so on. Strings of sequenced
data are distributed in a Fibonacci series
on the work tapes preceding each
merge. The effective power of the
merge varies between T—1 and T/2.

case, test — See test case.

cash register, electronic — A cash register
with electronic computational and re-
cord-keeping capabilities. A typical unit
prints a locked-in detail tape that re-
ports the date, consecutive number,
item count, clerk, function, and depart-
ment for each transaction. The receipt
carries this information as well as a pro-
grammable store name and other mes-
sages. This unit calculates multiples of
identically priced items and prices of

made every time the load button is
pressed.

cassette buffer, ANSI protocol — The cas-

sette buffer writes, reads, rewinds, and
does limited editing under micro-
processor control at the operator’s com-
mand. In the ANSI protocol, messages
are automatically segmented by the
buffer into blocks of 256 or fewer cha-
racters, with each block assigned a num-
ber sequentially for easy detection of
missing blocks.

cassette, digital — A typical digital cas-

sette holds at least 282 feet of 0.15-inch
tape. Differences between digital and
most audio cassettes include an ANSI
locating notch, reusable write-enable
tabs, pullout-proof leaders, and holes at
the beginning and end of the tape. The
recording qualities of the two types also
differ. A flat belt provides built-in direct



cassette recorder, microcomputer-based

drive and tensioning for the 0.25-inch-
wide recording tape in a 3M-type car-
tridge. Internal guides align the tape.

cassette recorder, microcomputer-based
— Any of numerous digital cassette re-
corders programmed to log data from
any user-specified instrument in for-
mats readable by almost any type of ter-
minal or cassette. One type is standard
with custom cabling for interfacing to
the data sampling instrument.

cassette tape data organization — Gener-
ally in cassette systems, data is recorded
on tape in a single bit-serial track. Since
there is no prerecorded timing or for-
mat tract (such as in other major mag-
netic tape systems), data must be se-
quentially recorded and retrieved as in
conventional tape systems.

cassefte tape transport system — The
mechanism that moves the cassette tape
during recording and playback. The
tape transport is the central item that
each of the other major components in-
terfaces. It must also accurately position
the tape with respect to the head and
move the tape at a constant speed. This
requires electronic circuitry to control
tape motion, record and/or amplify the
data signals, and format the data, when
necessary.

casting-out-nines check — See check, cast-
ing-out-nines.

catalog — 1. A list of items with descrip-
tive data, usually arranged so that a spe-
cific kind of information can be readily
located. 2. To assign a representative
label for a document according to a defi-
nite set of rules.

catalog, union — Often meant to merge a
compiled list of the contents of two or
more tape libraries.

catastrophic failure — See failure, catas-
trophic.

category — 1. A natural classification. 2. A
logical grouping of associated docu-
ments.

category, display — See display catagory.

catena — A chain, a series, especially a
connected series.

catenate — See concatenate.

cathode-ray tube — 1. An electronic vac-
uum tube containing a screen on which
information may be stored by means of
a multigrid modulated beam of elec-
trons from the thermionic emitter; stor-
age is effected by means of charged or

CCITT X.21 protocols

uncharged spots. 2. A vacuum tube in
which a beam of electrons can be
focused to a small point on a lumines-
cent screen and can be varied in posi-
tion and intensity to form a pattern.

cathode-ray tube memories — Memories
in which photosensitive surfaces are
used as a target upon which an electron
beam reads and writes information.
These surfaces are incorporated into a
cathode ray tube (crt), and circuitry for
addressing the photosensitive surface is
used to control the crt electron beam.

CCD storage — Storage based on charge-
coupled devices (CCDs). CCDs, like
RAMs, are volatile storage devices.
Also, a read function from a CCD does
not destroy data. This nondestructive
read of the CCD tends to simplify its
required i/0 electronics as compared to
control electronics necessary for mag-
netic core arrays. CCDs, however, are
not random access; they are serial stor-
age devices similar in function to the
traditional delay line. Effectively operat-
ing as an extensive shift register, the
C(%D must cycle data through a read
point (or points) in order to access the
desired stored information. Compared
to disk and drum, CCD memories are
more reliable and easier to maintain.
Power dissipation per bit is lower for
CCD than for any other major memory
technology, simplifying the correspond-
ing cooling requirements; size and
weight are also low.

CCITT — (Comité Consultatif Interna-
tional Télégraphique et Téléphonique).
The International Telegraph and Tele-
phone Consultative Committee, an in-
ternational  organization concerned
with devising and proposing recom-
mendations %or international telecom-
munications.

CCITT interface — A United Nations com-
munications standard considered man-
datory in Europe and other continents.
It is very closely akin to the American
EIA Standard RS-232 B or C, which has
been accepted as an interface require-
ment between data processing and ter-
minal or data communication equip-
ment by American manufacturers of
data-transmission and business equip-
ment.

CCITT X.21 protocols — A character-con-
trolled protocol for call establishment
and a bit-oriented protocol for data
transfer. X.21 has gained popularity be-
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cbC

cause of its single five-pin DTE-to-DCE
interface for level I. Its level II im-
plementation can be facilitated by a
multiprotocol DLC chip.

CDC — Abbreviation for Call Direction
Code. An identifying call, usually two
letters, which is transmitted to an outly-
ing receiver and automatically turns on
its printer (selective calling).

Ceefax — A system by which data is trans-
mitted on tv picture lines in the vertical
blanking interval, which are not ordi-
narily visible. The data cannot be ac-
cessed by unauthorized users because a
special decoder is needed. Data is trans-
mitted in the 17th, 18th, 330th, and
331st lines in the British system in an
NRZ (nonreturn to zero) format. The
receiving system must provide its own
clock because NRZ has no built-in clock
signal.

cell — A location specified by all or part of
the address and possessed of the faculty
of store. Specific terms such as column,
field, location, and block are preferable
when appropriate.

cell, binary — A one-bit register or bit po-
sition.

coll, disturbed — A magnetic cell which
has received one or more partial drive
pulses in the opposite sense since it was
set or reset.

cell, magnetic — A binary storage cell in
which the two values of one binary digit
are represented by different patterns of
magnetism, and in which means of set-
ting and sensing the contents are sta-
tionary with respect to the magnetic ma-
terial.

ulls,l dedicated trap — See trap, dedicated
cells.

cellular splitting — A technique for accom-
modating additional informaton in a
system that allocates storage in units of
cells. When information must be added
to a full cell, the cell is split into two
half-full cells. The new information is
added to one of these new cells. Same as
block splitting.

center, avtomatic-switching — Communi-
cations center designed specifically for
relaying digitized data Ey automatic
electronic methods.

center, data-processing — A computer in-
stallation providing data-processing
service for others, sometimes called cus-
tomers, on a reimbursable or nonreim-
bursable basis.
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central office exchange

center, data switching — See switching
center.

center, EDP — Electronic data processing
center, a complete complex including
one or more computers.

centerline, stroke — Printed character

specification drawings and a line used to

esignate the position and shape of the
locus of character stroke midpoints.

center, relay — A system in which data
transmissions between stations on diff-
erent circuits within a network are ac-
complished by routing the data through
a central point. (Synonymous with mes-
sage switching center.)

center, store-and-forward switching —
A message-switching center in which
the message accepted from the sender,
whenever he offers it, is held in a physi-
cal store and forwarded to the receiver,
whenever he is able to accept it.

center, switching — A location in which in-
coming data from one circuit is trans-
ferred to the proper outgoing circuit.

central character, font-change — Same as
character, font change.

central computer, input/output — Commu-
nication between the central computer
and the peripheral units of some com-
puter systems may be performed over
all input/output channels. Each of the
several channels allows bidirectional
transfers of data and control signals be-
tween the central computer and the pe-
ripheral devices.

central control panel — See control panel.

central control unit — See central process-
ing unit.

contral file, on-line — See file, on-line (cen-
tral).

centralized control — In a computer, the
control of all processing by a single op-
erational unit.

centralized data processing — Data pro-
cessing performed at a single, central
location on data obtained from several
eo%ra hical locations or managerial
evels. Decentralized data processing in-
volves processing at various managerial
levels or geographical points through-
out the organization.
centralized input/output coordination, time
sharing — See time sharing, centralized
input/output coordination.
central office exchange — The place
where a communication common car-



central ‘pmessinq element (bit slices)

rier locates the equipment which inter-
connects subscribers and circuits.

central processing element (bit slices) —
Each central processing element (CPE)
represents a 2-bit or 4-bit slice through
the data-processing section of a com-
puter. In some systems, several CPEs
may be arrayed in parallel to form a
processor of any desired word length.
The microprocessor, which together
with the microprogram memory con-
trols the step-by-step operation of the
processor, is itself a powerful micropro-
grammed state sequencer.

central processing unit — Abbreviated
CPU. The unit of a computing system
that contains the circuits that control
and perform the execution of instruc-
tions.

central processing, unit loop — The main
routine or a control program and that

which is associated with the control of

the internal status of the processing
unit, in contrast to those control pro-
grams of routines developed with termi-
nals and file storage input-output.

central processing unit, microcomputer
— The CPU is the primary functioning
unit of any computer system. Its basic
architecture consists of storage ele-
ments called registers, computational
circuits designated as the arithmetic-
logic unit (ALU), the control block, and
input-output ports. A microprocessor
built with LSI technology often contains
a CPU on a single chip. Because such a
chip has limited storage ssace, memory
implementation is agde in modular
fashion on associated chips. Most mi-
crocomputers consist of a CPU chip and
others for memory and i/o.

central processor — See central processing
unit.

central processor organization — The
computer can be divided into three
main sections: arithmetic and control,
input/output, and memory. The arith-
metic and control section carries out the
directives of the program. The calcula-
tions, routing of information, and con-
trol of the other sections occurs in this
part of the central processor. All infor-
mation going in and coming out of the
central processor is handled by the in-
put/output section. It also controls the
operation of all peripheral equipment.
e memory section is the heart of the
central processor; it provides temporary
storage for data and instructions. Be-

chain code

cause of its importance, the total cycle
time of the memory is the main deter-
mining factor in the overall speed of the
processor.

central scanning loop — A loop of instruc-
tions which determines which task is to
be performed next. After each item of
work is completed, control is trans-
ferred to the central scanning loop
which searches for processing requests
in order to determine the next item to
be processed. The computer may cycle
idly in the central scanning loop if no
item requires its attention, or it may go
into a wait state which is interrupted if
the need arises. The central scanning
loop is the nucleus of a set of supervi-
sory programs.

central terminal unit — Abbreviated CTU.
This unit supervises communication be-
tween the teller consoles and the pro-
cessing center. It receives incoming
messages at random intervals, stores
them until the centrahprocessor is ready
to process them, and returns the pro-
cessed replies to the teller consoles
which originated the transactions (bank
application).

cerdip — Abbreviation for Ceramic Dual
In-line Package.

certified tape — Computer tape that is ma-
chine checked on all tracks throughout
each roll and is certified by the supplier
to have less than a specific total number
of errors or to have zero errors.

certifier, tape — A peripheral device or
unit designed to locate defects in mag-
netic tape before use, such as oxide
emissions, unevenness, bubbles, etc.

CF — See control footing.
CH — See control heading.

chain — 1. Any series of items linked to-
gether. 2. Pertaining to a routine con-
sisting of segments which are run
through the computer in tandem, only
one segment being within the computer
at any one time and each segment using
the output from the previous program
as its input.

chain additions program — An instruction
set that will permit new records to be
added to a file.

chain, binary — A series of flip-flops (bi-
nary circuits) which exist in either one of
two states, but each circuit can affect or
change the following circuit.

chain code — An arrangement in a cyclic
sequence of some or all of the possible
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chained file

different N-bit words, in which adjacent
words are linked by the relationship that
each word is derived from its neighbor
by displacing the bits one digit position
to the left or right, dropping the leading
bit, and inserting a bit at the end. The
value of the inserted bit needs only to
meet the requirement that a word must
not recur before the cvcle is com-

lOeole; e.g., 000 001 010 011 111 100

chaoined file — A computer file arranged so
that each data item or key in a record in
the chain has the address of another re-
cord with the same data or key. To re-
trieve all data that contains the given
key, only the first address need be
found, since the next address is adjacent
to it, and that one is adjacent to the
next, etc.

chained list — A list of items, each of
which contains an identifier for the next
item in a particular order, but such
order does not have any particular rela-
tion to the order in which the items are
stored.

chained  record — Physical  records,
located randomly in main or auxiliary
memory modules, that are linked or
chained by means of a control field in
each record which contains the address
of the next record in the series or chain.
Long and complete waiting lists or files
can be connected or chained in this way.

chaining — 1. A system of storing records
in which each record belongs to a list or
group of records, and has a linking field
or tracing the chain. 2. The capability
of an object program to call another ob-
Jject program for execution after its own
execution has been performed.

chaining, command — The execution of a
sequence of i/o commands in a com-
mand list, under control of an IOP, on
one or more logical records.

chaining, data — The gathering (or scat-
tering) of information within one physi-
cal record, from (or to) more than one
region of memory, by means of succes-
sive i/o commands.

chaining search — A particular search key
is chosen, and when a search of an in-
terconnected set is made whose key
matches the search key, the content of
the address includes the key matching
the search key. It also contains either
the item itself or the location of the
item sought—or another address is
sought and found in the content, the
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process being repeated until either the
item is found or the chain is ter-
minated.

chain links — 1. Various series of linked
data items. 2. In sequential processing,
successive program segments, each of
which relies on the previous segment
for its input.

chain maintenance program — An instruc-
tion set that will rermlt the deletion of
records from a file.

chain printer — See printer, chain.

chain printing principle — The printing of
a full line 1n a single print cycle. Data,
representing the columns, is abstracted
serially by character, parallel by bit from
the buffer and then compared to the
chain position counter. When coinci-
dence takes place, the appropriate ham-
mer is energized. When the number of
energized hammers in a line equals the
numger of printable characters loaded
into the buffer (not including blanks),
the print cycle is terminated, and the
printer advances the paper. The printer
then becomes ready to accept the next
line of data. This “‘adaptive control”
technique allows the printer to move to
the next line as soon as the buffer is
empty, instead of continuing to read the
blank spaces that constitute the rest of
the line.

¢chain reaction — The initiation ofmulti le
levels of address modification with tew
instructions.

chain search — A search key is used and is
transformed to bring out an initial ad-
dress. If the contents of the initial ad-
dress contain the key matching the
search key, the contents contain the sum
or other information sought. If unsuc-
cessful, another address is found in the
contents, and the process is repeated
until the item is found or the chain ends.
Thus, a chain search operates in a file of

unordered but related or intercon-
nected data.

changeable storage — Se¢ storage,
changeable.

change, control — See control change.

change dump — A print-out or output re-
cording of the contents of all storage
locations in which a change has been
made since the previous change dump.

change file — A list of transactions pro-
cessed against the master file.

change record — A record which results in



changes, pending

changing of some of the information in
the corresponding master file record.

changes, pending — Occurrences of vari-
ous types have prevented successful
processing of transactions such as: pro-
ram errors, records deleted from files,
ata mistakes, “‘frozen” accounts, and
others. Such deviations from the normal
require hold-ups or delays pending
decisions resulting in changes.

change, step — The change from one
value to another in a single increment in
negligible time.

change tape — A paper tape or magnetic
tape carrying information that is to be
used to update filed information. This
filed information is often on a master
tape. (Synonymous with transaction
tape.)

channel — 1. A path along which signals
can be sent, e.g., data channel, output
channel. 2. The portion of a storage me-
dium that is accessible to a given read-
ing station, e.g., track, band. 3. A unit
which controls the operation of one or
more i/0 units. 4. One or more parallel
tracks treated as a unit. 5. In a circulat-
ing storage, a channel is one recirculat-
ing path containing a fixed number of
words stored serially by word. (Synony-
mous with band.)

channel adapter — A device which permits
the connection between data channels
of differing equipment. The device al-
lows data transter at the rate of the
slower channel.

channel, analog — A channel on which the
information transmitted can take any
value between the limits defined by the
channel. Voice channels are analog
channels.

channel, broad-band — A channel capable
of ?‘roviding data-communication rates
higher than those of voice-band chan-
nels. It also provides higher reliability.
Current facilities can provide transmis-
sion rates up to several million bits per
second.

channel capacity — The maximum possi-
ble information-transmission  rate
through a channel at a specified error
rate. The channel capacity may be mea-
sured in bits per second or bauds.

channel, Class-D — The Class-D channel
can be used to transmit punched paper
tape at approximately 240 words per
minute, eg nding upon the code ele-
ment (5-, 6-, 7-, or 8-level code) em-

channel, information

loyed. It could also be used to transmit
gO-co]umn punched cards at the rate of
10 to 11 per minute.

channel, Class-E — The Class-E data chan-
nel is capable of transmission rates up to
1200 baud. The channel will also accept
polar-pulse input conforming to EIA
standards, and will deliver signals at the
destination having the same characteris-
tics.

channel controllers — Units which allow
several central elements in the com-
puter to share, in a changing manner, a
pool of millions of characters of main
memory that can be partitioned into nu-
merous (at least 8) different memories.

channel, data — The bidirectional data
path between the i/o devices and the
main memory in a digital computer that
permits one or more i/o operations to
take place concurrently with computa-
tion.

channel, dedicated — A specific channel
that has been reserved or committed or
set aside for a very specific use or appli-
cation.

channel, DMA — The direct memory ac-
cess (DMA) channel capability permits
faster data transfer speeds. The basic
approach is to bypass the registers and
rovide direct access to the memory
us. Another significant feature in-
cluded in some of these is a vectored
interrupt capability. The number of sep-
arate nterrupt lines accommodated
typically is four or more. These newer
esigns have been referred to as the sec-
ond generation in MiCroprocessors.
Second generation features include:
separate address and data bus lines,
multiple address modes (e.g., direct, in-
direct, relative, and indexed), more in-
structions, more versatile register stack
operation, vectored interrupts, direct
memory access, standard RAM and
ROM.

channel, duplex — A channel providing
simultaneous transmission in both di-
rections.

channel, four-wire — A two-way circuit
where the sifnals simultaneously follow
separate and distinct paths, in opposite
directions, in the transmission medium.

channel, hclf.-dpplox —_A chz_mnel capable
of transmitting and receiving signals,
but in only one direction at a time.

channel, information — The lr_ansmissiqn
and intervening equipment involved in
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channel, information (transfer)

the transfer of information in a given
direction between two terminals. An in-
formation channel includes the modula-
tor and demodulator and any error-con-
trol equipment irrespective of its
location, as well as the backward chan-
nel, when provided.

channel, information (transfer) — The
functional connection between the
source and the sink data terminal equip-
ments. It includes the circuit and the
associated data communications equip-
ments. Also, the assembly of data com-
munications and circuits including a re-
verse channel if it exists.

channel, input — The channel which first
brings in or introduces signals or data to
a computing device.

channel, input/output — A specific chan-
nel which permits simultaneous com-
munications, and independently so, be-
tween various storage units or any of the
various input or output units. Such a
channel is the control channel for most
Feripheral devices and quite often per-
orms various checks on data transfers
such as validity checks, etc.

channel, i/o — A bidirectional data path
between the i/o devices and the main
memory in a digital calculator that per-
mits one or more i/0 operations to hap-
pen concurrently with computation.

channel, narrow-band — A channel with
data-communication capabilities up to
300 bits per second.

channel, output — That particular or dedi-
cated channel reserved for removal or
carrying of data from a peripheral de-
vice.

channel reliability — The percentage of
time that the channel meets the arbi-
trary standards established by the user.

channel scheduler — A program whose
function is to see that a list of requests
for input/output operations are ex-
ecuted in a desirable sequence. The
channel scheduler program sequentially
initiates the next operation on the list
after it has completed one operation on
a channel.

channel, selector — The selector channel
is designed primarily for such devices as
tape units and disk files. When the selec-
tor channel is directed to make connec-
tion with one input or output unit, all
other units on that channel are locked
out until the first unit is released. The
selector channel is capable of handling
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channel-to-channel connection

high-speed units overlapped with proc-
essing, so that a stream of data can be
fed to storage while the processing unit
is performing arithmetic or logic opera-
tions for another phase of the program.

channel, simplex — A channel which per-
mits transmission in one direction only.

channels, paper tape — S¢e tape channels,
paper.

channels, read/write — The degree of pe-
ripheral simultaneity in any computer
system depends on the number of
read/write channels in the system. A
read/write channel is a bidirectional
data path across an interface between
the main memory and a peripheral de-
vice. Whenever an input/output opera-
tion is to be performed, a programmer-
assigned read/write channel completes
the path between the required periph-
eral device and the main memory.

channels, tape, punched-paper — The par-
allel tracks along the length of the tape.

channel status routine (BSY) — BSY (busy)
is called by drivers to determine the sta-
tus of a channel. A driver cannot use a
channel until the channel is free. When
BSY is called, it retains control until the
channel is free. The status of each chan-
nel available to the system is contained
in the channel status table (CST). This
table contains one entry for each chan-
nel. Each time a driver 1s called, it waits
for the necessary channel to be free.
When an input/output operation is ini-
tiated, the driver sets the channel status
at busy. Upon completion of the inter-
rupt, the channel status is set at not
busy.

channel switching — Same as input/output
switching.

channel synchronizer — The channel syn-
chronizer provides the proper interface
between tﬁe central computer and the
eripheral equipment. Other control
unctions of the channel synchronizer
include: primary interpreting of the
function words; searching by compari-
son of an identifier with data read trom
a peri{)heral unit; and pr(.)vidinﬁ the
central computer with peripheral-unit
status information.

channel, time-derived — Any of the chan-
nels obtained by time-division multi-
plexing of a channel.

channel-to-channel connection — A device
for rapid data transfer between two
computers. A channel adapter is availa-



channel, voice-band

ble that permits the connection between
any two channels on any two systems.
Data is transferred at the rate of the
slower channel. See direct control con-
nection.

channel, voice-band — A communications
channel having an effective bandwidth
of up to 3000 hertz. Equipment is avail-
able from the carriers and independent
suppliers for data transmission at
speeds up to 9600 bits per second.

channel, voice-grade — See  channel,
voice-band.
channel waiting queve — The group of

items in the system needing the atten-
tion of the channel scheduler program
which executes the items in queue in a
desirable sequence.

channel, wideband common carrier —
Wideband channels are facilities that
the common carriers provide for trans-
ferring data at speeds up to the 1 million
baud region. The availability of these
facilities depends on what equipment
the common carrier has in the sub-
scriber’s geographic area. There are
many modems available for use with
common carrier facilities, many of
which are supplied by the common car-
riers.

chapter — Programs are often divided
into self-contained parts, most often
called segments or sections, and often
times chapters, in order to be able to
execute the program without maintain-
ing it in its entirety in the internal stor-
age medium at any one time. Other pro-
Eram divisions are pages, paragraphs,
ooks.
character — 1. One symbol of a set of ele-
mentary symbols such as those corre-
sponding to the keys on a typewriter.
he symbols usually include the deci-
mal dlﬁ‘ils 0 through 9, the letters A
through Z, punctuation marks, opera-
tion symbols, and any other single sym-
bols which a computer may reag, store,
or write. 2. The electrical, magnetic, or
mechanical profile used to represent a
character in a computer, and its various
storage and peripheral devices. A char-
acter may be represented by a group of
other elementary marks, such as bits or
pulses.
character, additional — Same as character,
special.
character adjustment — The address ad-
justment in which the literal used to
modify the address has reference to a

character, coded extension

specific given number or group of char-
acters.

character, alphameric — A generic term
for numeric digits, alphabetic charac-
ters, and special characters.

character, backspace — One which creates
action of the printing mechanism with-
out printing. The backspace character
causes a spacing backwards of one char-
acter width.

character, binary-coded — An element of
notation which represents alphanu-
meric characters as decimal digits, let-
ters, and symbols by a set configuration
of consecutive binary digits.

character, blank — A specific character de-
signed and used to separate groups of
characters. In some computers an actual
symbol such as * is used to signify a
blank, and thus assurance is positive
that a blank space did not develop from
machine malfunction or keypunch oper-
ator error.

character, block ignore — One of the many
control characters which indicates that
an error in data preparation or trans-
mission has occurred and certain prede-
termined amounts of data should be ig-
nored. In some particular cases the
amount to be ignored is a partial block
of characters back to the most recently
occurring block mark.

character boundary — A real or imaginary
rectangle which serves as a boundary, in
character recognition, between consec-
utive characters or successive lines on a
source document.

character, check — See check character.

character checking, inadmissible — Nu-
merous internal checks continually
monitor the accuracy of the system and
uard against incipient malfunction.
%“ypical are the parity and inadmissible
characters check; an automatic read-
back of magnetic tape and magnetic
cards as the information is being re-
corded. The electronic tests which pre-
cede each use of magnetic tape or mag-
netic cards ensure that the operator has
not set switches improperly.

character, code — A particular arrange-
ment of code elements used in a code to
represent a single value or symbol.

character, coded — A character repre-
sented by a specific code.

character, coded extension — A distinct
character designed to indicate that suc-
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ceeding characters are to be interpreted
using a different code.

character code, forbidden — In the binary
coding of characters, a bit code which
indicates an error in coding.

character, command — Characters, when
used as code elements, can initiate,
modify, or stop a control operation.
Characters may be used, for example, to
control the carriage return, etc., on vari-
ous devices or control the devices them-
selves.

character, control — See character, com-
mand

character crowding — The effect of reduc-
ing the time interval between subse-
quent characters read from tape, caused
by a combination of mechanical skew,
gap scatter, jitter, amplitude variation,
etc. Also calfed packing.

character, device control — A specific con-
trol character to switch devices on or
off, usually in telecommunications sys-
tems, but also used with other data
processing equipment.

character edge — In optical character rec-
ognition, there is an imaginary edge
which runs along the optical discon-
tinuity between the printed area and the
unprinted area of a printed symbol or
character. The optical discontinuity is
observed by a change in the reflectivity
along this imaginary line which is trans-
verse to the character edge.

character element — 1. A basic informa-
tion element as transmitted, printed,
displayed, etc., or used to control com-
munications, when used as a code. 2.
Groups of bits, pulses, etc., occurring in
a time period normally representing
that for a character or symbolic repre-
sentation.

character emitter — An electromechanical
device which emits a timed pulse or
group of pulses in some code.

character, end-of-message — Some pro-
grammers use specific characters or
groups of characters such as OUT,
ROGER, EOM to indicate the end of a
message.

character, erase — A character which most
often represents a character to be ig-
nored or signifies that the preceding or
following item is to be ignored as pre-
scribed by some fixed convention of the
machine or as programmed. It may sig-
nify that some particular action is to be

68

character graphics

prevented, or it may signify an erase or
destroy action on a tape or disk.

character, error — One of the control char-
acters used to indicate that an error in
data preparation or transmission has oc-
curred. It also usually signifies that a
certain predetermined amount of com-
ing or recently transmitted data should
be ignored.

character, escape — A control character
which serves to assign, either temporar-
ily or permanently, various new or diff-
erent meanings to specific coded repre-
sentations. Examples are: locking-shift
characters, nonlocking shift characters,
shift-out or shift-in characters, font-
change characters, etc. Thus, escape
characters permit a limited code to rep-
resent a wide range of characters since
it assigns more than one meaning to
each character representation.

character fill — 1. A procedure of storing
the same character or symbol in storage
locations, in a group of storage loca-
tions, or even in a complete storage unit
of a computer. 2. To replace all data in
a particular storage device in a group of
locations by bringing all the cells to a
prescribed or desired state.

character, font-change — A control char-
acter which causes the next character to
determine which type font is to be used
until the next font-change character
comes up.

character, forbidden — Same as character,
illegal.

character, format — A specific control
character used to control a key printer.
This character does not print but may
cause backspacing, tabulating, new
lines, etc.

character format memory — Memory stor-
ing technique of storing one character
in each addressable location.

character, form-feed — The character
which controls the printer or demands
action of the printer, in this case to feed
forms.

character, functional — Sez character, com-
mand.

character generation, automatic — See au-
tomatic character generation.

character graphics — A process by which
pictures may be programmed. One
typewriter-style keyboard has a graphic
key and graphic symbols engraved on
the key tops for use in the same manner
as shifting for upper case on a type-



character, ignore

writer. The graphic symbols may be
used as though they were text when the
graphic and shift-lock keys are de-
pressed.

character, ignore — See 1gnore.

character, ignore block — The character
which indicates that an error in data
preparation or transmission has oc-
curred and certain predetermined
amounts of coming or recently transmit-
ted data should be ignored. In this par-
ticular case, the amount to be ignored is
a partial block of characters back to the
most recently occurring block mark.

character, illegal — A character or combi-
nation of bits which is not accepted as a
valid representation by the machine de-
sign or by a specific routine. Illegal
characters are commonly detected and
used as an indication of machine mal-
function.

character, improper — Same as character,
illegal.

character,
command.

characteristic — The integral part of a log-
arithm; the exponent of a normalized
number.

characteristic distortion — 1. A fixed dis-
tortion which results in either shortened
or lengthened impulses. It generally
does not change in degree from day to
day. 2. Distortions caused by transients
which, as a result of the modulation, are
present in the transmission channel and
depend on its transmission qualities.

characteristic overflow — A situation de-
veloped in floating-point arithmetic if
an attempt is made to develop a charac-
teristic greater than a specified number.

characteristics, noise — Se¢ noise charac-
teristics.

characteristic underflow — A situation de-
veloped in floating-point arithmetic if
an attempt is made to develop a charac-
teristic less than a specified number.

character, layout — A specific control
character used to control a printer. This
character does not print but may cause
back-spacing, tabulating, new lines, etc.
character, least significant — The charac-

ter in the rightmost position in a num-
ber or word.

character, locking shift — A common con-
trol character which causes all charac-
ters which follow to shift to a different
character set until the shift character

instruction — See  character,

character reader

representative of that set is met, where-
upon reversion is then made to the orig-
inal character set. A shiftout character
makes the change, while the shift-in
character changes the character set back
to the original. This action is somewhat
analagous to shifting to capital letters
on a typewriter by pressing the lock and
shift keys.

character misregistration — The improper
state of appearance of a character, in
character recognition, with respect to a
real or imaginary horizontal base line in
a character reader.

character, most signiﬁcanf—'.l‘he charac-
ter in the leftmost position in a number
or word.

character, new-line — A particular func-
tional character which controls or de-
mands action of the printer, in this case,
a new line.

character, nonlocking shift — A special
control character which causes one
(sometimes more) characters followin
to shift to that of another total set o
characters, for example, to caps or ital-
ics. Similar to a nonlocking shift key on
a typewriter.

character, numeric — Same as digit.

character, operational — Se¢  character,
command.

character outline — The graphic pattern
formed by the stroke edges of a hand-
written or printed character in character
recognition.

character, pad — Character introduced to
use up time while a function (usually
mechanical) is being accomplished, e.g.,
carriage return, form eject, etc.

character, paper throw — A character
which controls or demands action of the
printer; in this case a paper throw.

character pitch — See pitch, character.

character, print control — A speciﬁc con-
trol character used to affect printing op-
erations such as feeding, spacing, font
selection.

character, protection — A character se-
lected by the programmer or built into
the machine which replaces a zero which
has been suppressed to avoid error or
false statements. Such characters are
usually symbols, such as an ampersand
or an asterisk.

character reader — A specialized device
which can convert data represented in
one of the type fonts or scripts read by
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human beings directly into machine lan-
guage. Such a reader may operate opti-
cally; or if the characters are printed in
magnetic ink, the device may operate
magnetically or optically.

character recognition — The computer
process of reading, identifying, and en-
coding a printed character.

character, redundant — A character spe-
cifically added to a group of characters
to ensure conformity with certain rules
which can be used to detect computer
malfunction.

character, separating— One of the con-
trol characters designed to set out vari-
ous hierarchies in data structures, i.e.,
to separate the parts or units. For exam-
ple. SP might mean space between
words, while S1 might mean spaces be-
tween sentences, S2 space between
para%)raphs, S4 space between pages,
etc. Other separating characters might
indicate parenthetical or bracketed mat-
ter in context or mathematics.

character, serial by — Se¢ serial-by-bit.

character set — An agreed set of represen-
tations, called characters, from which
selections are made to denote and dis-
tinguish data. Each character differs
from all others, and the total number of
characters in a given set is fixed; e.g., a
set may include the numerals 0 to 9, the
letters A to Z, punctuation marks, and a
blank or space.

character, shift-in — See character, locking
shift.

character, shift-out (§0) — A code exten-
sion character that can be used by itself
to substitute another character set for
the standard character set, usually to ac-
cess additional graphic characters.

characters, idle — Control characters in-
terchanged by a synchronized trans-
mitter and receiver to maintain syn-
chronization during nondata periods.

character size — The number of binary
digits in a single character in the storage
device.

character skew — A form of character mis-
registration, in character recognition,
such that the image to be recognized
appears in a skewed condition with re-
spect to a real or imaginary horizontal
base line.

characters, machine readable — The sym-
bols (printed, typed, or written) that can
be interpreted by both people and opti-
cal character recognition equipment.
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character-spacing reference line — An op-
tical character recognition term related
to a vertical line used to determine the
horizontal spacing of characters. It may
equally divide the distance between the
si(}ies of a character boundary or it may
coincide with the centerline of a vertical
stroke.

character, special — A character which is
neither a numeral nor a letter but may

by

be a symbol, such as /,*/$,=, or .

characters, polling — A set of characters
designed to be peculiar to a terminal
and the polling operation. Response to
these characters indicates to the com-
puter whether or not the terminal has a
message to send.

character, start of heading — A single
character or set of characters com-
municated by a polled terminal, indicat-
ing to other stations on the line that the
data to follow specifies the addresses of
stations on the line that are to receive
the answering message.

character, start of text — A specific control
character designed to terminate and
separate a heading and mark the begin-
ning of the actual text.

character string — A sequence or group of
connected characters, connected by
codes, key words, or other program-
ming or associative techniques.

character stroke — Optical character rec-
ognition (OCR) lines, points, arcs, and
other marks are often used as parts or
portions of graphic characters. Even the
dot over the letter i or the cross of a tis
a stroke.

character style — In optical character rec-
ognition (OCR), a distinctive construc-
tion, with no restriction as to size, that
is common to a group of characters.
Different sizes of a given character style
are proportional in all respects.

character subset — A smaller set of certain
characters from a larger or universal set,
all with specified common features. If all
men is one set, tall men would be a sub-
set, both sets being men and the subset
being a smaller group with the common
characteristic.

character, sync — A character transmitted
to establish character synchronization
in synchronous communication. When
the receiving station recognizes the sync
character, the receiving station is said to
be synchronized with the transmitting
station, and communication can begin.



character, tabulation

character, tabulation — A specific charac-
ter which controls the printer or de-
mands action. In this case a tabulation
character to begin tabulation.

character transfer rate — The speed at
which data may be read from or written
to the unit, exclusive of seek or latency
delays.

character, ftransmission control — Some
characters may be interspersed with
regular data characters, but in effect are
so designed or coded to control an op-
eration such as recording, interpreting,
transferring, or some type of process-
ing. A character controlling transmis-
sion is one of these types.

charge coupled device memories — The
basic charge coupled device (CCD), a
type of analog shift register, is a semi-
conductor device in which an applied
electrical field induces potential minima
for signal charge packets at storage sites
at or near the surface of the semicon-
ductor material. Varying the applied
electric field shifts the potential minima
to adjacent storage sites, transferring
the signal charge in a controlled manner
within the semiconductor substrate
from storage site to adjacent storage
site in serial fashion. Appropriate ma-
nipulation of the imposed electrical
field recirculates, stores, or delays the
signal charges in their movement
through the substrate. Thus, electrical
signal charges, representing informa-
tion, can be generated (read in), tran-
slated (movec? or shifted), and retrieved
(read out).

charge, storage — Se¢ storage charge.

chart, detail — A flowchart in minute de-
tail of a sequence of operations. (The
symbols of the detail chart usually de-
note an individual step or computer op-
eration.) A detail chart is more detailed
than a logic chart, usually reflects the
particular computer characteristics and
mstructions, and facilitates the actual
coding of the program in the manner
intended by the programmer preparing
the chart.

chart, grid — A representation of the rela-
tions between inputs, files, and outputs
in matrix form.

chart, logic — A flowchart of a program or
portions of a program showing the
major logical steps mtended to solve a
problem. The symbols of the logic chart
usually denote routines and subroutines
and should represent the computer run

check, arithmetic

in terms of highlights and control
roints. The level of detail in a particular
ogic chart may vary from one run to
another and from one program to an-
other, depending on the requirements
of the program, and at the prerogative
of the person preparing the chart.

chart, plugboard — A diagrammatic chart
showing where plugs or wires are to be
inserted into a plugboard. Other infor-
mation displayed relates to placement
and setting of switches, digit emitters,
and other specific uses of the plug-
board.

chart, process — Same as flowchart.

chart, run — A flowchart of one or more
computer runs in terms of input and
output.

chart, spacing — A form for developing a
layout and spacing or %eneral design of
printed output, as well as the prepara-
tion of the carriage control tape.

chart, system — A symbolic representa-
tion of the main data flows and opera-
tions indigenous to an information-han-
dling procedure.

chart, Veitch— A table or chart which
shows all the information contained in a
truth table. It displays columns and
rows headed with the combinations of
variables in Gray code groupings, and
sequences in straight binary number se-
quence.

chassis assembly — A structure that pro-
vides mounting locations for the
processor, power supply, and periph-
eral interface cards. The chassis assem-
bly is often designed using a printed cir-
cuit backplane for all interconnecting
wiring.

check — 1. A means of verifying the accu-
racy of data transmitted, manipulated,
or stored by any unit or device in a com-
puter. 2. A process of partial or com-
plete testing of the correctness of ma-
chine operations, the existence of
certain prescribed conditions within the
computer, or the correctness of the re-
sults produced by a program. A check of
any of these conditions may be made
automatically by the equipment or may
be programmed.

check, accounting — An accuracy control
on input data that is based on an ac-
counting principle such as control to-
tals.

check, arithmetic— A check which uses
mathematical identities or other prop-
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erties, occasionally with some degree of
discrepancy being acceptable, e.g.,
checkm%multiplicalion by verifying that
AXB=BXA.

check, automatic— A provision con-
structed in hardware fgr verifying the
accuracy of information transmitted,
manipulated, or stored by any unit or
device in a computer. (Synonymous
with built-in check, built-in automatic
check, hardware check.)

check, bias — See bias check.

check bit — A binary check digit; often a
parity bit. (Related to parity check, and
self-checking number.)

check, built-in — A provision constructed
in hardware for verifying the accuracy of
information transmitted, ‘manipulated,
or stored by any unit or device in a com-
puter.

check, built-in auvtomatic — A provision
constructed in hardware for verifyin
the accuracy of information transmitted,
manipulated, or stored by any unit or
device in a computer.

check bus — Relates to a set or group of
parallel lines for transmission of data to
a particular checking device or unit such
as a check register, a parity checker, or
a comparator.

check, casting-out-nines — A check de-
vised for arithmetic operations by using
the remainder obtained from the op-
erand and dividing by nine, performing
the same operation on the remainders
as are performed on the operands. The
remainder can be obtained by dividing
by nine or by adding the digits. The re-
mainders of both should be the same.

check character — One or more characters
carried in such a fashion that if a single
error occurs (exciuding compensating
errors) a check will fail, and the error
will be reported.

check code — To isolate and remove mis-
takes from a routine.

check, consistency — A process for verify-
ing that a piece of data is consistent with
the rules prescribed for its handling.

check, copy — See check, transfer.

check, diagnostic — A specific check used
to locate a malfunction in a computer.

check digit — See digit, check.

check digit, parity — If a check bit is added
toa string or if its complement is added,
itis called a parity bit. If the check bit is
appended, it is called an even parity
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check. If the complement is added, the
string contains an odd number of ones,
and the check is called an odd parity
check.

check digit, sum — A check digit produced
by a sum check.

check, dump — A check which usually con-
sists of adding all the digits during
dumping, and verifying the sum when
retransferring.

check, duplication — A check which re-

guires that the results of two indepen-

ent performances, either concurrently

on duplicate equipment or at different

times on the same equipment, of the
same operation be identical.

check, echo — A check of accuracy of
transmission in which the information
which was transmitted to an output de-
vice is returned to the information
source and compared with the original
information, to ensure accuracy of out-
put.

check, even-odd — Ses check digit, parity.

check, even parity — One or more redun-
dant digits in the word as a self-checking
or error-detecting code to detect mal-
functions of equipment in data-transfer
operations. (Related to forbidden-com-
bination check and parity check.)

check, false code — See check, forbidden-
combination.

check, forbidden-combination — A check,
usually automatic, that tests for the oc-
currence of a nonpermissible code ex-
pression. A self-checking code or error-
detecting code uses code expressions
such that one or more errors 1n a code
expression produces a forbidden com-
bination. A parity check makes use of a
self-checking code employing binary di-
its in which the total number of 1's or
's in each permissible code expression
is always even or always odd. A check
may be made either for even parity or
odd parity. A redundancy check em-
plovs a self-checking code that makes
use of redundant digits called check di-
its. Some of the various names that
ave been applied to this type of check
are forbixsen—pulse combination,
unused order, improper instruction,
unallowable digits, improper command,
false code, forbidden digit, nonexistent
code, and unused code.

check, forbidden-digit — Same as check,
forbidden-combination.

check, hardware — A provision con-
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structed in hardware for verifying the
accuracy of information transmitted,
manipulated, or stored by any unit or
device in a computer. (Synonymous
with built-in check, built-in automatic
check.)

check, illegal-command — Se¢ check, for-
bidden-combination.

check, improper-command — See
forbidden-combination.

check indicator — A device which disglays
or announces that an error has been
made or that a failure has occurred.

check-indicator instruction — An instruc-
tion which directs a signal device that is
turned on to call the operator’s atten-
tion to the fact that there is some dis-
crepancy in the instruction now in use.

check indicator, overflow — S¢¢ indicator,
overflow check.

check indicator, sign — Se¢ indicator, sign
check.

checking and recovery error — Parity is
computed or checked on all references
to central store. If a parity error occurs,
the computer will interrupt to the
proper location, an alarm will sound,
and the appropriate fault lights will be
flashed on the operator’s console. For
all real-time applications, the system
will attempt to recover. Once the com-
puter has satisfactorily recovered, the
system will continue normal operation.

checking, automatic — Numerous internal
checks continually monitor the accuracy
of the system and guard against incipi-
ent malfunction. Typical are the parity
and inadmissible-character check, auto-
matic readback of magnetic tape and
magnetic cards as the information is
being recorded, the electronic tests
which precede each use of magnetic
tape or magnetic cards to ensure that
the operator has not inadvertently set
switches improperly. These internal au-
tomatic tests are supplemented by the
instructions which may be programmed
to ensure proper setup of certain units
prior to their use. Console switches are
designed to protect against inadvertent
or improper use, and interlocks are pro-
vided on peripheral units to guard
against operator error.

checking characters, inadmissible (auto-
matic) — See character checking, inad-
missible.

checking code, error — S¢¢ code, error
checking.

check,

check, modulo-N

checking loop — A method of checking the
accuracy of transmission of data in
which the received data are returned to
the sending end for comparison with
the original data, which are stored there
for this purpose.

checking, module — Same as module test-
ing.

checking program — A specific type of di-
ainostic (error-discovering) program
which examines programs or data for
the most obvious mistakes.

checking, redundant — The §pepiﬁc use of
added or extra digits or bits in order to
diagnose, detect, or cause errors which
can arise as a result of unwarranted
dropping or gaining of digits or bits.

chgcking, sequence — Se¢ sequence check-
ing.

check, instruction — See check, forbidden-
combination.

check light — A control panel indicator
light which indicates parity errors or
arithmetic overflow conditions.

check, limit — A type of check on the input
for the purpose of ensuring that only
valid codes or transaction types are per-
mitted. If, for instance, there are only
four transaction types, the limit check
will reveal an error situation if a transac-
tion other than the four is encountered.
A limit check will detect transportation
errors as in the case where an 83 was
mistakenly input as a 38. In such a case,
the 38 would show up as an error.

check, longitudinal — An even or odd par-
ity check at fixed intervals during data
transmission.

check, machine — This is a functional
check to determine the proper operat-
ing characteristics of equipment to en-
sure that all instructions are being prop-
erly decoded and arithmetic operations
are being performed properly. The use
of check or parity bits to determine
proper operation of storage units.

check, marginal — A preventive mainte-
nance procedure in which certain oper-
ating conditions are varied about their
normal values in order to detect and lo-
cate incipient defective units; e.g., sup-
ply voltage or frequency may be varied.
(Synonymous with marginal test and
high-low bias test, and related to check.)

check, mathematical — Same as check,
arithmetic.

check, modulo-N — 1. A check that makes
use of a check number that is equal to
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the remainder of the desired number
when divided by N; e.g., in a modulo-4
check, the check number will be 0, 1, 2,
or 3, and the remainder of A when di-
vided by 4 must equal the reported
check number B; otherwise, an equip-
ment malfunction has occurred. % A
method of verification by congruences,
e.g., casting out nines. (Related to self-
checking number.)

e el el

) code — See  check,
forbidden-combination.

check number — A number composed of
one or more digits and used to detect
equipment malfunctions in data-trans-
fer operations. If a check number con-
sists of only one digit, it is synonymous
with check digit.

check, odd-even — Sez check digit, parity.
check, odd parity — Se¢ check digit, parity.

checkout — A general term used to de-
scribe a set of routines developed to
provide the programmer with a com-
plete evaluation of his program under
operating conditions. Checkout rou-
tines are provided by most manufactur-
ers of equipment.

checkout, program — A standard run of a
program on a computer to determine if
all designs and results of a program are
as anticipated.

checkout routine — Any of various rou-
tines to aid programmers in the debug-
ging of their routines, Some typical rou-
tines are storage, printout, and device
printout.

checkout systems, automatic — Static and
dynamic tests on components and sub-
systems of aircraft and submarine
simulators, aircraft weapons complexes,
missiles, etc., require automatic test
facilities. Checkout of each element
yields an evaluation of the overall sys-
tem operation and provides data funda-
mental to the logical troubleshooting of
defective systems and components.

check, overflow — Se¢ overflow check.

check, page — A procedure for control-
ling the accuracy of data by verifying
that the value of a piece of data falls
between certain pre-established maxi-
mum and minimum values.

check, parity — See parity check.

check, parity, longitudinal (communica-
tions) — See parity check, longitudinal
(communications).
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checkpoint — In a machine run, a point in
time at which processing is momentarily
halted to make a magnetic tape record
of the condition of all the variables of
the machine run, such as the position of
input and output tapes and a copy of
working storage. Checkpoints are used
in conjunction with a restart routine to
minimize reprocessing time occasioned
by functional failures.

checkpoint and restart procedures —
Checkpoint and restart procedures,
which are techniques associated with
computers, make it possible, in the
event of an error or interruption, to
continue processing from the last check-
point rather than from the beginning of
the run. These techniques are included
in applications which require many
hours of processing time, since heavy
machine scheduling and deadlines gen-
erally do not permit a complete rerun.
To establish checkpoints, processing in-
tervals are determined, each being
based upon a certain number of items,
transactions, or records processed. At
each interval or checkpoint, the stored
program identifies input and output
records and then records them along
with the contents of important storage
areas such as counters and registers; at
the same time, accuracy of processing
up to that point is established. Restart
procedures are the means by which
processing is continued after an error or
mnterruption. Each set of restart proce-
dures includes the necessary operator
and stored-program instructions for (1)
locating the last checkpoint, (2) reading
the machine for reprocessin%,l and (3)
entering the main routine at that point.

checkpoint routine — A series of instruc-
tions that generate information for fur-
ther verification.

checkpoint sorting — Also, restart point.
The point at which a restart (or rerun)
can be initiated. Memory, registers, and
the position of tapes are recorded at this
point.

check problem — A problem chosen to de-
termine whether the computer or a pro-
gram is operating correctly.

check, program — The technique for ob-
serving program errors and malfunc-
tion through the use of sample data
about which there are known results.

check, programmed — 1. A system of de-
termining the correct program and ma-
chine functioning either by running a



check, range

sample problem with similar program-
ming and known answer, including
mathematical or logical checks such as
comparing A times B with B times A,
and usually where reliance is placed on
a high probability of correctness rather
than built-in error-detection circuits, or
by building a checking system into the
actual program being run and utilized
for checking during the actual running
of the problem. 2. A procedure for
checking which is specifically designed
to be an integral part of the total pro-
gram.

check, range — A procedure for control-
ling the accuracy of data by verifying
that the value of a piece of data falls
between certain pre-established maxi-
mum and minimum values.

check, read-back — Same as check, echo.

check, read/write — An accuracy check on
reading, writing, sensing, and punch-
ing, by comparing what %’Aas been writ-
ten, usuaily by running the originals and
the newly printed or punched cards
through a comparator to check for er-
rors.

check, redundancy — A specific or auto-
matic check which is based on the sys-
tematic insertion of components or char-
acters developed especially for checking
purposes. (Related to parity check.)

check, redundant — A check which makes
use of redundant characters. (Related to
parity check, and forbidden-combina-
tion check.)

check register — A register used to tempo-
rarily store information where it may be
checked with the result of a succeeding
transfer of this information.

check reset key — A push button that ac-
knowledges an error and resets the
error detection mechanism indicated by
the check light. This is required to re-
start a program after an error has been
discovered in batch mode.

Ch?\l‘k' residue — Same as check, modulo-

check, routine — Same as check, pro-
grammed.

check, selection — A check, usually auto-
matic, to verify that the correct regis[er
or other device has been selected in the
performance of an instruction.

check, sequence — A data-processing op-
eration designed to check the sequence
of the items in a file assumed to be al-
ready in sequence.

check, transverse

check sign indicator — An error-checking
device, indicating no sign or improper
signing of a field used for arithmetic
processes. The machine can, upon in-
terrogation, be made to stop or enter
into a correction routine.

check solution — A solution to a problem
obtained by independent means to ver-
ify a computer solution.

checks, photocell light — Checks per-
formed on data read from cards passing
through a card reader.

check, static — An equipment setup check
performed by comparing measure-
ments taken in the reset mode 