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CCS 2066 REFERENCE MANUAL
ADDENDUM 1l: CONFIGURING FOR CROMIX SYSTEMS

The following figures show the configuration of the Bank
Select Header and the Multi-Bank and Reset Enable Jumpers for

~three 2066 boards used in a two-user Cromix system. All three
Bank Select Headers are configured the same.

Bank Select Reset Enable
Header Jumpers

7 . . Ml : Host All Users
6 . .

5 . M2 DCBA DCBA
4 » - . - . . ". . . .
3 . D F < J-1-1- EJ. R P B
2 . C Dl.je]. Dj.j.]l.1}.
1 . B

g .. Ez A

Multi-Bank Jumpers

Host User 1 User 2
7 [ ) (- .} 7 . . E__j 7 . . B
6 . - [ . 6 . . . . 6 . . . .
5 - - . L 5 L d - - L 3 5 L ] L ] > -
4 . . L] L ] 4 L d L ] ® - 4 - - -
3 - L] L ] - 3 L d L d L - 3 - - - L]
2 . . . . 2 . . . . 2 (- . < )
1 . . . ] l . :] l. :J 1 . . . L]
@ b ;] b 4 g.i. . . . g . . . .
M1l M2 M1 M2 M1l M2

To add a third user, remove the Bank 3 jumper plug from the
host's Multi-Bank Jumpers, then configure a fourth 2066 board
the same as the third 2066 except with jumper plugs in the
Bank 3 row of the Multz:gan Jumpers instead of the Bank 2

. YOW. Additional usérs may be added following the same
procedure. .
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CHAPTER 1

INTRODUCTION

1.1 GENERAL INFORMATION

Tne CCS idodel 2066 proviaes 64K of bankable dynamic RAM
for system memory expansion up to 512K. Designed for optimum
performance in CCS systems, the 2066 conforms to the IEEE
specifications for the $S-100 bus and is flexible enough to be
compatible with most 6080- and Z-80-pbasea 5-100 systems.
Memory refresn circuitry responds to the bus signals of Dboth
types of CPU, ana includes a timing function to guarantee that
memory will be refreshed during extended wait states.

Tne 2066 RAM array is dividaed into four 16K blocks which
are independently addressed and banked by the user. (Banking
is accomplished using a bank-byte/bank-port scheme. An I/0
port is dedicated for bank selection, and whenever a byte 1is
written to tnat port, each bank 1s enablea or aisabled
according to whether tne corresponding bit of the bank byte is

al or a 0--bit 6 = 1 enables pank 6, for example). ach
block may be individualiy set to be disabled by PHANTOW* ana
to come up active after reset. in addition, several other

options are provided. The 2066, however, requires relatively
little configuration by the user. 1In cases wnere mOsSt users
will desire the same configurations, options have Dbeen
nardwired; thus configuration 1is necessary only when a
non-standard option is selected.
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1.2 SPECIFICATIONS

MEMORY N
Capacity: 64K in Four 16K Blocks
Type: 4116 (or Egquivalent) 16K x 1
Dynamic RA#
- Access Time: 200 Nancseconds
Cell Refresn: Cnce Every 2 milliseconds

Banking Scheme: Bank Port/Bank Byte

SYSTEM INTERFACE

5-100: Compiies with IEEEk Task 696.1/D2,
SLAVE F6 T300

10K Block Base Auaresses Jumper-sSelected

Bank Port anGg Bank Level Jumper-Selectea

Jumper-Selectable Cromix Compatibility

POWER CONSUMPTION

Current Drain: 472 mA at +8 Volts (Regulated
On Board to +5 Volts)
25 mA at +16 Volts (Regulated
On Board to +12 Volts)
2.6 mA at -16 Vclts (kegulatea
On Board to -5 Volts)

Dissipation: 4.25 watts
61.7 Gram—-Calories/Hinute
.255 BTU/Minute
ENVIRONMENTAL REQUIREMENTS

Temperature: 0°C. to +70°C.
Humidity: Up to 30% Non-Condensing
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1.3 BLJCK DIAGRAA

READ/WRITE WRITE
CYCLE
DETECT
RAS RAS
GENERATION
CONTROL AND REFRESH
STATUS SIGNALS PERIOD
i DETECT
REFRESH L MEMORY RAM ARRAY
CYCLE
COUNTER SeTeCT B
AO-A7 ADDRESS
MULTIPLEXING —p-]
" ' A8-A13 ——l—"‘ LOGIC
A14-A15
1 ]
BANK BLOCK
SELECTION SELECTION CAS
SLAVE CLR—————| LOGIC LOGIC
DATA LINES —ugf } -1 DO-7

FIGURE 1.1. 2066 BLOCK DIAGRAM
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1.4 USING THIS MANUAL

'his manuizl 1is intended as a reference for thcse who
install, program or trouwieshoot the 2066. Chapter 2 deais
with boara coniiguration, and should be read betore tne board
is installea in a system. Cnapter 3 provides banking
configuration instructions for the 2066 if it is used in a CC53
systen. Chapter 4 is a detailed discussion of the hardware
design of the 2066, and is intendeu to be read in conjunction
witn . a study oL  the schematic/logic diagram. The
schematic/logic dalagram ana various other techknical
illustrations and tables are included in Appendix A.

R

1.5 CAUTIONS

Betore installing anc testing your 2066, please read the
tollowing instructicns.

1. ALWAYS power dcwn your mainframe vefore
installing or removing boards.

2. ICs may work loose during shipping. Ensure that
all chips are firmly seated befere you instail the
beara.

3. bynamic RAMs are very sensitive to heat. Make
sure that your maintrame is properly cocled.
sometning as seemingly trivial as a d¢irty ran filter
might cause erratic operation of dynamic KAkS.

é&

QR




CHAPTER 2

USER-CONFIGURABLE OPTIONS

The 2066 incorporates several wuser-selectable o¢options
dgesigned to provide a flexibly adaressea and Dbanked 64K
dynamic KAM board compatible with a wiae range of systems.
The 2066's 64k of RAM is divided into four 16K blocks which
are 1ndazpendently adaressea, Dbanked, reset-enableaq, and
PHANTGOM-enablead. The narawirea bank port address can be
altered by tne user. Additional options inciude emulating
Cromix system memory, substituting pDBIN for skEMR in
8080-bascd systems, anc disabling RAS* generation during Ml
cycles.

Options on tne 2066 are configured in three ways. One
DIP neader with cover is used; tne user configures the option
by sclcering wires to the header. 1In otner cases, the user
selects an option by placing a snorting plug acress the
appropriate pair of hneaaer pins. In cases where few users
will select a non-standard configuration, tne stanaard
coniiguration is hard-wired and tne user selects a
non-standeaca configuration by ilnstalling a jumper wire between
two pads and/or cutting a trace. The locations cf the headers
anud jumpers by which options are configured are shown in
Figurc 2-1. Lach option is discussed individually below.

Users of CCS systems need not concern themselves with the
secticn of this chapter dealing with cut-trace-and-jumper
options, which are proviaed to meet speclal regulrements of
non-CCs  systems. 3Specific i1nstructions regaraing the setting
of the otner jumpers for verious CCS systems are given 1in
Chapter 3.
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USER-CONFIGURABLE CPTIONS -3

2,1 HEADER-CONFIGUKRED OPTION

2.1.1 7The Bank Select Header

~ The Bank Select Header, Jl, allows the user to select the
bank in wiiich each memory block will reside. Pins labeled A,
B, C, and D correspond to the four memory blocks; pins labelea
0-7 correspond to the eight panks. In addition, two pinsg,
labeled M1 ana M2, allow blocks to be assigned to more than
one bank (see Section 2.2.1). To configure the header, tie
each of pins A, B, C, and D to one of the bank level or
multi-bank pins. Morg than one block pin may be tied to the
same bank level or multi-bank pin; however, only one bank
level c¢r multi-bank pin may be tied to each block pin.

It a block pin A-D is left unconnected, the corresponding
memory block will be independent oi bank selection--i.e., it
will Dbe enabled with all banks. Tnhe plock will be enabled as
soon as the system is powered on if its Reset jumper 1is in the
E position. 1If its Reset jumper is set to D, the block will
be enableda after the first write to the bank port and will
remain enapled until next system reset.

2.2 SHORTING-PLUG-CONFIGURED OPTIONS

2.2.1 The Multi-Bank Jumpers

A pair of 2 X 8 headers allow the user to enable one or
more of the memory blocks with more than one bank. (This
feature may be especially desirable in multi-user systems in
whicn different groups of users will share blocks of memory.)
Multi-Bank Headers Ml and M2 control Bank Select Header pins
M1 and M2. Each Multi-Bank Header consists of eight pairs of
pins labelea 0-7 and corresponaing to the eight memory. banks.
To configure a Multi-Bank Header, place shorting plugs across
the pairs of pins corresponding to the banks desireaqd. The
configuration of the Multi-Bank Jumpers has no effect unless
pins Ml and/or M2 of the Bang Select HBeaaer are connected.
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2.2.2 The Block Address Jumpers

These jumpers select the states of Al5 and Al4 reguirea
to enable eacnh of the memory blocks--i.e., they seiect the
base addresses of the four 16K blocks of RAM on the 2066. 5et
the jumpers for the desired block base addresses as shown in
Table 2-1. As shipped, the board 1is configured for the
following block base addresses: A=00H; B=40H; C=8(CH; D=COH.

TABLE 2-1. BLOCK ADDRESS SELECTION

JUMPERS BASE ADDRESS
AlS 514 HEX DEC
g g gOOOH OK
4] 1 4900H 16K
1 g 8000H 32K
1 1 COO0H 48K

2.2.3 The Phantom Enable Jumpers

The PHANTOM* bus line is used by some memory devices to
disable 1identically-addressed system memory. These jumpers

determine which 16K biocks will be PHANTOM-sensitive--i.e., .

which blocks will be disabled when PHANTOM* is low. To make a
biock PHANTOM-sensitive, place a snorting plug over the
correspondingly-labeled pair of pins. Leaving a pair of pins
open causes the corresponding block to ignore the FHANTOM*
signal. in the factory configuration, Block A is
Phantom—-enabled, wnile blocks B, c, and D are
Phantom-disabled.

2.2.4 The Write Phantom Jumper (V)

This jumper controls whether PHANTOM-sensitive memory
will be disabled by PHANTOM* active auring read cycles only
(soft Phantom) or during both read and write cycles (hard
Phantom). If PHANTOM* 1is to be asserted by a ROM (e.g., a
Boot ROM), there is no reason for PHANTOM* to disable RAM
during write cycles; in fact, it may be important in some
situations tnat RAM be write—accessible while PHANTOM* is

. @

o
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asserted--tor exampie, 1f the ROm contents are to be copicd
into RAM at tne same aaaress. It the write Prnantom Jumper 1S
in  the o position, FHANTCH~enabled memory will always operates
in the scrt Phantom mode. (Removing tine jumper plug nas tae
same efiect as setting the jumper to D.)

If the write Phantom Jjumper 1is in tne E position,
Pnantom-enabled memory operates in tne soft Pnantom mode until
a write to tne bank port, then in the hard Pnantom mode until
the system is reset. This arrangement allows the Boot RCM to
copy itself into RAM, then write to the ©cank pert to allow
otrner RAM to overlay the 2(066's Pnantom-enabled block(s).

2.2.5 The Reset Enable Jumpers

Tnese jumpers determine wnether a block of memory will be
enabled or disabled by a reset of the board. If a block's
Reset jumper 1is in the E position, the block will come up
enabled after power-on or reset regarcéless of whether its bank
is selected. If 1ts Reset jumper is 1in tne [ position, the
block will be Gisabled after power-on or recet and will remain
disabled until its bank is selected.

2.3 CUI-TRACE-AND-JUMPER CPTIONS

2.3.1 7Tne Bank Port Address Jumper Pads

Tne zUo6o is haru-wired for a bank port address of 4CH
(i.e., A6 is closed, closeu, AL1-A5 and A7 are open, and A( is
closed at U and open at 1). This is tne bank port used by
most 5-100 systems, including all CCS systems, empioying a
bank-port/bank-oyte memory banking scneme. 710 contigure for a
different bank port address, writs cut thne adadress in cinary,
then open or <close eacn pair of pads A7-Al according to the
desired address (open sclects a ¢ in that bit position; closed
selects a 1). AC is contigured a lLittle Gifferently, separate
jumpers/traces being used to select a 0 and & 1. For AU=0,
close (¢ ana open 1; for AC=1, close 1 and open .

ir mcre than eight users are implemented under GASIS, a
secona bank port is reguired. CCS cedicates port 4iH 5s the
seconu bpank port. Ine AU jumper is egulpped witii a 3 pin
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header to tacilitate changing the bank pcrt froim 4CH to 41H.
For 41H, cut the trece petween thz { pins (on the back of-the. .. - -
poard) and install a jumper plug over the 1 cins. _ & ‘

2.3.2 The Reset Signal Jumper Pads

Inhese paads are hard-wired so that the board is reset - by
the SLAVE CLK* ous line (gpin 54). In most systems, SLAVE CLK*
is asserted whenever RESET¥ (pin 75) is asserted; in addition,
it may be asserted independently to clear bus slaves only.
dowever, 1in some systems SLAVE CLR* is not asserted
automatically wnen RESET* is asserted. If the 2066 is useda in
sucn & system, tne trace labeled 5 snould be cut and a jumpe

Inserted between the pads iabeled K.

2.3.3 7Fne CPU Select Jumper FPaas

—

§

As explained in Cnapter 4, aifferences in sMEMR and pDBIN
timing between 8080 and Z-80 CPUs make 1t impossible for the
game signal to pe used by the 2066 control logic in both CPU
environments. Therefore a jumper has been provided to allow
tne substitution of pDBIN for SMEMR (the latter being the
narawired option). If you have a 2-80-bzsed system, you will
not need to alter the wiring of this jumper. If you have an
tesl-based system, cut the trace betwsen the 280 pads and
install a jumper between the 808( pads.

2.3.4 Tne 32K bank-Block Jumger Pads (Y,Z)

Cromemco's Cromix system banks memory in 32K blocks. If
the 2066 is to be used with Cromemco memory boards in a Cromix
system, 1t should oe configured to emulate Cromemco memory.
Tne 32k Bank-Block jumpers aliow Blocks A and B (Jumper Z) andg
Biocks C and L (jumper Y) to be paired for panking purposes,
Block AB being banked as Block A and Block CD being banked as

Block C.

The 2066 is hard-wired for 16K bank-blocks, and need not
e reconfigured for any system presently available except
Cromix. To make the bcara emulate Cromix system memory (i.e.,
tc select 3zK bank-blocks), cut the traces between the center [
pads and the pads towsrd the blade edge of the board, and




CHAPTER 3

CONFIGURATION FOR CCS SYSTEMS
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Ing <2210 1s an example of single-user system (one 64K
boara) wnich uses bank-selection racner than PHANTOM* as a
metnou of selectively enabling/disacling memery. Tne Boot RO
resides av FJU0GH. After a system reset, tne EBoot RONM reads in
the system loaaer from tne alsk. Arter peing read trom the
aisk, tne system loader Dbegins executing and immediately
outputs a UlH to port 4Cd, wnich simultanecusly disables the
poot RCK and enables any memory assigned to Bank 0. The 2066
board is set up to work 1n the system 2210 as follows:

BLUCK BASE BANK RESET PHATHM
A V00 0H 0* EN OFF
B 40000 G* EN OFF
C 8000H o* EN CFF
L COO0H G* DI> CFF

* It tne memory blocks are canked in Bank 0, writing any byte
otner tnan 0ld to port 40d at any time will 1mmediately
dlsaple the system memory. This possible problem can be
avoided if tne memory blocks are not banked, c¢r more properly
are maue tc reside in sll  oanks; tnis is accomplishea by
making nc connections on tne Bank Seiect Header.
Reset-enaclea blocks will come up atter a reset and stay up
permarently. Reset-disabled biocks will not come up until
some Dbyte nas veen written to port 40H, aiter wnich they will
maln enableas until the next reset regaruicss i any writes
port 4UH.

e
tce
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3.2 CCS SYSTEN 300/400 wiThd C2/m

wnen tnis sirngle-uscsr system is powered on or reset, the
Boot RCM, which resices at FU0O0H, asssrts PHANIOM* to disable
igentically-addressed system memory. (The 2805, on which tne
Bcot RGU# is located, incluces a power-~on glide ciccuit which
causes & "jump" to FOOOH after® power-on or reset.) Thus, for
tne 2005 to work in this environment, tne upper 16K block must
be disaclea by PHANTOM*. For use 1n & CCS System 300 or 400
with CP/M, tne 2066 shoula therefore pe configured as follows:

3LOCK BASE 3ANK RESET PHTH
A 00G0H o EN OUFF**
B 4000d u* EN UFF

C 20008 L* EN OFF
1> CU00H u* LN ON**

.1l appiies in tinls case as well.

CGa

* Pne note to Section

** In early versions ot tue CCS 300/400 th: Boot RCM is
lozatea on the 2422 and is adaressed at 00COH. To use tne
zuuo in tnese early sys:tems, set A PaTM to ON and [ PHIM to
CFr.

3.5 CCs SYSTEM 300/4060 witn MP/M

M2/M coots the same way as CP/M. However, witii M/PM
tirere is the additional consideration of tne user-snared
system load. ‘The operating system must reside in tne last 16F
cf ali banks and always be accessible.

Configuration for First Boara (Bank 0):

BLOCK BASE BANK RESET PHINM
A 0000 0 EN CFF**
B 4000H G Dis CFF
C 6000H U DIs CFF
D CGOOA ALL* EN ON**

* Leaving the T pin of the Bank Select header unconnectea
causes Block L to occupy adaresses COUO-FFFFH in all banks.

** Tne note tc Section 3.Z apglies in this case as well.

iii
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CHAPTER 4

HARDWARE DESIGN

The 2006 provides 64K of dynamic KAM memory divided into
Iour separately adcaressed, separately banked 16K blocks.
Because of the regquirements of dynamic RAM ana the
user—~configurable options which give the poard its

fiexibility, tne circuitry of tne 2066 is rather complex. For
the purposes of explanation, the operation of the 2066 can be
dividged 1into four main functions: bank selection, block
enabling, memory accessing, and memory refreshing. The
toilowing descriptions of the circuitry performing these
functions are intended tc give the reader a general sense of
wnat tne logic does and wny it does it; the details of the
circuitry are presented 1in the schematic/logic diagram in
Appendix A, Wwe recommend that readers of this chapter
frequently consult the logic diagram during their reading.

ine 2066 is compatible witn systems using a
pank-port/bank-byte scneme tc provide for memory expansion up
to 51ZK. (see osection 1.1 for an explanation of this bank

select scheme.) Each bank consists of up to 64K of memory.
Because memory addresses within the banks are identical, no
twC Danks naving memory occupying the same addresses can be
enabled at the same time. One physical block of memory can
oCCcupy tne same addresses 1n more than one bank, however.
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4.1.1 Ban: Port ALQressing

On tine 2066 tne Dbank pori 1s user—-selectea. Jumper
settings deterﬂine for wuicn adurzsss byte A7-AU tne cucputs ot
tnhe ogen ccllector acddress—comearison yates witl all be nign.
Th2 cutguts of the address-compa:ilson gates are tilea together

to ftorm  tne PORY SeLbCT line. 4nis iine, rowever, 18 active
whenever A7- O match the ﬁum;er scttings, which means it could
pe active 1n Ml and memcry cycle< as weil as  in I/C  cycles,
Tnerefore PORT SELECT 1s NANDec with pwR* inverted and sCUT to
form tine BANK CLOCK* line. B&NK CLUCK*, returning nigh when
owk*® goes inactive, clocxks tne four Bank wmnable Flip-Fliops A-D
(236,037).

4.1.7Z Tzank Selection
S v lnput to z2ach banx SELECT £
indepe gently controlilea By tnse Bank Select d
'-oin CIP neazuer wnicn a&llcocws ©1e user ce of ¢!
rlip-ficp's D 1nput with a sp2cific bit of tae Lank oyte O
witn a ale 1 Lrom one of the two nultl-Bank Heauers (see
Secticns 2.1.1 and 2.Z2.15. in¢  Bank  oeleci Heaser pins

laveleu A-D--called "block pins"--contror the D inputes of the
Bank sSelect Flip-Flops. 1Inhe otuner ping of tne header--called

“banh‘pin:“--arc controlled by tiue Jdata lines, either directly

fping 0-7 being nhigh wnen tne corxespouulnv deta bit is  high)
or thrcouagn the Multi-Bank Jumpers (pin MNl/M2 belng hign when
one oi tuz selected data bits is kign). wnenever tne bank pin
tizd to a block pin is nign curing & write to the pank port, a
nign will be clockeu into the fiip-iicgp. Likewise, 1f & block
pin 1s left unconnectea, a nigh wiil ©oe ClO”KCG into the

tiip-flop, the D input being helc nignh oy a pull-up resistor.
Wnei, 2 nign 1s clocked into a Bansk woweiect Filiip-Flop its Q

cutput goes high. The Q outguts of tne Bank Select Fllp Flops
acte the BANK SELECTED signals fcr tnc four memory DLOCKS.

Thne BANK SELECTED signal may zisc pbe aszerted or cleared
atter a system or peripheral reset, uependilng on tne etting
of tne clock's Reset jumper. A Reset jumnper set to E connects
tibe reset signal (controlled by 5LAVE CLk* unless RESET* is
jumperel in instead) to the corresponding flip-ficp's PRESET
input, asserting BANK SELECTED atter & reset. _A Reset jumper
set to D connects tne reset signal te tpe fiig-flop's CLEAR
input, clearing BANK SELECTED after a reset.

. ain LD for

whenever a BANK SELLCTwD sxjnal is assertec
cemains 1lit as long as tne piccw's

that oblcck lignts The Lbo

U

w ¢
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install Jjumpers octween tne center paGas anG tneé ads towalda
the top ci tne board.

Tne Block A ang Block C Reset and DMA knable jumpe
zffect Block B and EBElock D when 32K bank-blccks are se
Tne Block Aacress anG PHANTOM-sensitivity Jumpers

2.3.5 The DMA Eneble Jumper Paas (w,X)

These jumpers, like the 32K Bank-Block Jjumpers, aitlow
emulation of a Cromix system memory board, and are meant to be
set in conjunction witn the 32K Bank-Block jumpers. wnen tne
Cromix operating system 1is loadea, an image is written tc the
iower 16K cr each bank wnich is set to be selectea during DMA.
Ratpner tnan sharing the 16K of memory in wnich the operating
system is storea, each user nas his own copy of the operating
system. ine DMA Enable Jjumpers allow the 2066 to emulate
Cromix system memory and accept a copy of the operating system
when it is lcaded 1in.

The DMA Enabie jumpers are hard-wirea for the D settings
(plock disabied by DMA), wnich 1is standarc for non-Cromix
systems. Croemix users should cut trne traces between the D
pads and install jumpers between the E pads.

2.3.6 The REFRESm Jumper Pads

The KEFRESE* bus signal indicates wnen a dynamic memory
refresn may be performed transparent to the CPU. Both the CCS
CPU boarés, the 282G and tne 281U, support this 1line.
However, many systems, especialiy 8080-based systems, do not
support REFnESH*. If your system does not support REFRESH*,
you will need to cut the trace between the REFRESH jumper
pads. This disconnects tne bus line from cn-bkoard circuitry,
preventing noise or invalid signals on the 1line from
initiating a refresn cperation at ean inappropriste time.
Necessary memory refreshing will pe contrclled by other bus
signals; no degradaticn of reiresn capebiiity will result.
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2.3.7 ‘Tae M1 RAS Jumper Fads (U)

‘nese pads are nard-wired closed. If the 2066 is used
with an Alpha-Micro CPU the trace petween these pads should be
Cut. in elil other c&ses tne pads cnould oo left cloced.

\
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AGditional Becards:

The general principies to follow wnen adaing adcaitional
bcaras are: 1) no otner memory block snculd ke eassignead to
aaaresses COOOH-FFFFH; 2) &all Dblocks shoula be alsabled on
reset; 3) no biock shoulda be assigned to more than c¢ne bank.
Tne tollowing chows one possible configuration for three
additicnal 2066 boaras.

BLGCK BASE BANK RESET PHIM
A 0GUG0H 1 DIs CFF
B 0C00H 2 DIS OFF
C 0GC0H 3 DIS OFF
D 00008 4 DIs OFF
A 4000R 1 DIS CFF
B 40008 P DIs OFF
C 4000H 3 DIS CFF
D 4000H 4 DIS CFF
A 800uH 1 DIs OFF
B 8000H 2 Dis OFF
c 8000H 3 DIs OFF
D 5000H 4 DIS OFF

3.4 CCS 5YSTEM 300/400 WITH OASIS

QASZIS boots up tne same as MP/M and C(P/M; however, the
CASIS operating system resides in tne first 16K. Tnus the
configuration for OASIS is the same as the configuration for
MP/M except that the memory in the (C00-3FFFh bleck, rathner
than tnat in the COOO0-FFFFH block, is shared by &all banks.

Configuration ¢of First Board (3ank 0§):

BLOCK BASE  BANK  RESET PHTH
A 0000H ALL* EN OFF**
B 40008 9 DIS OFF
C 800OH 0 DIS OFF
D CO00H O DIs CNF*

* Leaving the A pin of the Bank Select Heaaer unconnectea
causes Block A tCc occupy addresses 0000-3FFFH in all banks.

** fThe note to Section 3.2 applies in this case as well.



CONFIGURALION FOR CCo SYSTEMS

Aauiitici ci S0a&Las:

Toe general principles to foiLlow when gauing additional
poards are: 1) no otaer meémory block snould be assignec to
auaresses OUOUR-3FFFH; 2) zil DLOCKS Snould be disabled on
reset; 3) no block should pe assigned to more than one bank.
The iollowing shows one possiole contiguration for three

A Y

agiditicaal 2066 boards.

1 LOCK BASE BANK RESET PiTM
‘A 4GG0H i DIS OFF
B 4000H p Dis CFF
. 400048 3 bISs OFF
) 4000H 4 DIS OFF
4 30004 1 D1S UFF
B §000H 2 Dis CFF
C S000d 3 Dis OFF
D 30004 4 DI1Is CFF
A CUUUH 1 Dio UFF
B COOUH Z Cis OFr
C cuoon 3 Dis CFF
) Cuulu 4 Dis OFFp

Note: OASIS allows up to 16 banks. To implement more than 8
banks, you will need to dedicate a second bank port for banks
9-16. See Section 2.3.1 for instructions. while mMP/M also
allows more than eight banks, it is highly unlikely that more
than ¢iyht banks would be implemented in an MP/M System.

e
Pt
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bank is selected regardless of whether on-board memory 1S
acrually accessea. T N

4.2 MEMOKY BLOCK ENABLING

The enabling of a memory ©block depends on several
conditions. The block's BANK SELECTED signal, whica may Dbe
modified by block size and DMA-select circultry included for
Cromix memory emulation, must be active, address comparison
outputs must oe active, and PHANTOM* must be inactive 1if the
block is Phantom—enabled in the hard mcde. when all of these
conditions obtain for a given block, that block's BLOCK
ENABLE* signal goes active, allowing the RAM chips in tne
block to be addressed.

4.2.1 Blcck Size (Cromix Compatibility)

It the 2066 is used with Cromemco memory in a Cromix
system, memory block size must be altered from 16K to 32K for
pbanking purposes. Jumper pads have been included on the 2066
to allow this. Normally, each block's BANK SELECTED signal is
input to a separate NAND gate, the output of which is the
BLOCK ENABLE* signal for that block. However, the Block B and
Block D BANK SELECTED inputs may be replaced by the Block A
and Block C inputs respectively. Thus Blocks A and B and
Blocks C ana D may be banked as two 32K blocks, the bank
assignments being determinea by the A and C bicck pins of the
Bank Select Header. Block size does not affect addressing;
the four 16K blocks are still independently addaressed.

4.2.2 DMA dSelect (Cromix Compatibility)

when the 2066 is used in a Cromix system with Cromemco
memory boards, provision must be made for enabling of the
lower 32K block of each bank during DMA in o¢rder to ensure
that the operating system may be lcaded into the lower 16K of
each memory bank. Two Jjumpers allow the wuser to select
whether pHLDA is ANDed or ORed witn the BANK SELECTED lines
for Block A and Block C; thus the jumpers determine whether,
dquring DMA, a block is automatically selected or deselected.
If a clock is selected during DMA, it will respond whenever
aaaressed during DMA regardless of whetner its bank nas been
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Selacteu previous to tne DMA czeraticn; it it is deseluctea,
it canuncvt e acdresssaa duriny the CmA operation, out will
return Lo its pre-CiA state wnen the DMA operation  is
completed and the permanent nus mester regains tune ous. It
neltnel side of the jumper is Closed, & block will retain its
pre-ume state tnrcugh tne DMA ogeration.

hY

4.2.3 Block Addressing

Jumpers allow the user tc select tne base address cf each
16K pblock by determining which compination of address bits AlS
and Al4 will cause two nighs to Dbe input tc the block's
aduress comparison gate. when the states of ALlS znd Al4 match
tne juuper settings tor a block, tiie cutput of that block's
adiress comparison gate is active.

4.2.4 Phantom-sensitive Memory

“ne bus signel PHANTOM* is asserted Ly another dgevice on
tle bus to disable identicalliv-addresseq memory., On ine  Zudb
eacn 16K block is independently set as either PHANTOM=-sensing
or not by the Pnantom knable Jumpers. PHANTOM* active when a
Fnantci-sensing olock ic addressea does not automaticelly stop
locations on that wlock from being accessed, nowever. It the
Wi
i

s - ) W

“lte Phnantom Jumper is set to o, selecting tne <cott Phantonm
moue, PHANTOM* active prevents the Data In Butfer from passing
data onto the system DI lines. [n this implementation,
appropriate when the PEANTU#*~ascerting device 1is a KOb,
FRANTOM* active will have no effect on a write to tne bcara,
ailowing ROm contents to be copied intc KAM at the same
iocation it desired.

In some cases, however, the overlaying memory will be
RAM, and it will be necessary to biock response ot
Priantom-sensing memory during write cvcles as well. This is
the herd Phantcm mode, selected when the Write Pnantom Jumgel
1s in the E position. Wwhen the hard Phantom mode is selected
on the 20656, the poard comes up after power-on or reset in tne
soft Phantom mode, allowing the Boot ROM to copy itself 1into
RAM at the same location. ‘he nard Phantom mode is initiated
by tne first write to the bank port, whicn clocks a low into
the write Pnantom Fiip-Flop; the board remains in tne hard
Phantom mode until & system reset sets the write Phantom
Fiip~-Flop.
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4.3 THE RAM ARKAY

Eacn 4i1i6 «aynamic RAM has 16K lccations arranged 16K x
l--i.e., each 4116 has a single data input/output. Thnerefore,
each 16K block consists of eight 4116s, each one tied to &
ditferent line of thne internal bi-directional data bus. 7To0
address one of tne 16K locations on a <hip, a ftourteen-bit
address 1s requirea. In order to minimize the number of pins
required, the 4116 employs a multiplexed aadressing scheme: a
seven-oit row address followed by a seven-bit column aadress
selects the memory location to be accessed. Two inputs, RAS*
and CAS* (Rocw and Column Address Strobes), determine whether
the aadress inputs to an enapied chip will be considered a row
aadress or a column address.

4.3.1 RAS* Generation

separate tlip-flops control RAS* generation fcr the three
memory-access operations Memory Read, Memory write, and OUp
Coae Fetch (idl). bach flip-flop monitors for a specific
situation during wnich RAS* must be generated. The flip-flops
are wired so that a write RAS <condition forces an M1 RAS
condition which in turn forces a Read RAS condition. It is
the output of the Read RAS Flip-Flop that <controls the RAM
RAS* inputs and related on-board iogic.

The Wwrite RAS5 Flip-Flop (Ul3p) is clocked by gwR* geoing
active when MWRITE active lnaicates a memory write operation.
Unless the bus is being transterred from one master to another
(i.e., CDSB* and pHLDA the same state), a low will be clocked
into the flip-flop, asserting wR RA3* (Q output low). WwR KAS*
active clears the M1 RAS flip-flop, asserting Mi RAS*.

The ml RAS Flip-Flop (Ul3a) is clockea by pSYNC going
active during an Ml cycle. Unless a bus transfer is in
progress, a low will be clocked into the rlip-flop, causing Ml
RAS* to be asserted (Q output low). M1l RA3* active low sets
the Read RAS Flip-Flop, forcing RD RAS* low. Generation of Ml
RAS* can be disablea if necessary (see Section 2.3.7).

The Read RAS Flip-Flop (UlUb) is clocked when sSMEMR (or
pDBIN, if jumpered to replace sMEMR) goes active; wunless sMl
is active or the bus 1s being transterred, a high will be
clocked into the ilip-flop, asserting RD KAS* (Q* output low).
READ RAS* controls directly the RAS* inputs of the RAM chips.

The signals sMEMR and pDBIN are generated somewhat
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differently in 2Z-80 and 8080 CPUs, and the diffterences are
significant enough that neither signal can be used by the 2066
in both environments. In §080-based systems sMEMR does not
-always change state ‘between cycles, making it unusable as a
clocking signal. 1In Z-80-based systems, the presence of pPDBIN
in Interrupt Acknowledge cycles will cause probliems.
Therefore, a jumper has been provided to allow selection of
SMEMR in Z-80-based systems and pDBIN in 8080-based systems.
Note that RD RAS* will be asserted during I/0 reads as well as
during memory reads in 808(-based systens; however, data will
be put on the internal bus only 1if CAs* 1is also asserted,
which does not occur during I/0 cycles.

4.3.2 CAS* Generation

The RAS* signal input to the memory chips also clocks the
monostable multivibrator (U9Yb) which generates CA3S*, The
multivibrator generates two pulses, a high pulse at Q and a
low pulse at Q*, the width of the pulses being determined by
the values of the external capacitor and resistors. The low
pulse is wused to turn off RAS* and for additional functions
during memory refresn operations; it will be discussed later.
The high pulse is used to generate CAS*.

There are two timing requirements to pe met by CAS* as it
is input to the memory cnips: first, it must follow RAS* by a
certain amount of time; second, it must be of a certain
duration. The second of these requiremnts is met by the width
of the CAS* pulse from the multivibrator; the first is nmet by
the gate delays between the Jeneration of the pulse and its
being input to the memory chips.

The gates through wnich the CAS* pulse passes serve more
than timing purposes, of course. The first (U30b) blocks CAS*
generation during memory refresh operations. The next (U34c)
~blocks CAS* generation during non-I/0 cycles as well as when
the addressed bplock 1is Phantom-sensitive and PHANTONM* is
active. Finally, the pulse, active low at this point, is ORed
with the BLOCK ENABLED* lines (U33a—d), ensuring that CAS* is
applied only to the addressed block.

ol
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4.3.3 RAS* and CAS* Removal

CAS* is originally generated as & pulse and tnerefore
needs no additional logic to provide for its removal at tne
proper time. RAS*, however, is generated by flip-flops and
will remain until removed by additional logic. (Re-clocking
of the flip-flop involvea may also remove the RAS* signal, but
much too late.) To remove RAS* at the proper time, a second
multivibrator (U9a) is wused. The second multivibrator puts
out a low pulse at Q* shortly after being clocked by the
falling edge of tne low pulse from tne CAS multivibrator.
This pulse resets the write RAS* and Ml RAS* Flip-Flops and
and clears the Read RAS* Flip-Flop, forcing RAS* inactive.
The length of the pulse ensures that the required aelay
between the removal and reassertion of RAS* is observed.

4.3.4 Address Bus Multiplexing

Generating the Kow and Column Address Strobes is only
half of addressing a RAM location; it 1is also necessary toO
ensure tnat half of the fourteen aduress bits are on the
internal aadress bpus when each strobe is asserted. (It
doesn't really matter whicn bits are used for tne row address
and whicn for the column.) On tne 2066, the kow Address
Buffers (U67 and U68, pins 11-19) are usually enabled; tney
are tri-stated only during refresh time and when tne inital
CAS pulse from U9b is active. The Column Address Buffers (U67
and U6%, pins 1-9) remain tri-stated except when CAS is active
during a non-refresh cycle. Thus the row address 1s already
present on the bus when RAS* 1s applied to the memory chips,
and remains on the ous until shortly pefore CAS* is applied,
when the column address is gated onto the bus. During retresh
time both the Row and Column Address Buffers are tri-stated.

4.3.5 Data Bus Buftering

The $-100 Data In and Data Out lines are buffered and
then tied together to form the on-board bi-directional data
bus. The Data Out Bufter (U71) is enabled when both MWRITE
and pwR* are true--i.e., wnhen valid data is present during a
memory write cycle. The Data 1n Latch (U72) is enabled when
six conditions are mets 1) the CAS pulse is active; 2) pOBIN
is active; 3) tne current cycle is not an 1/0 cycle; 4) a
refresh operation is not 1in progress; 5) an Interrupt
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2 BOUL 1IN Drojress; awna o) onz i che memnory
DLGCAS ween  selscied and not Paantom-overlain. Datz is
Clockea atl tre @ud ot vae Cas puise and  1s  hela £ otne

" 10
aureation Ot LénMK (or pIZsIN in 30U8L-based systems) active,

4.4 motiCRY REFRESHING A

Because tne capocitors usea in aynamic RAM will lezak and
lose tne.r coarge atter a certain period of time, tne memory
cells nmust be pericdically read and then restored 10 their

Frcocper voltaaez. Inis process is called refreshing the
memery. Tne cells of the 4116 coips used on the 2066 must be
retresined every 2 milliseconds. The 4116 employs what 1is

called RAL*-Only Refireshing: wnen RAS* is agpliea to a chip

LC0r the proper lengin of time, all ceils in the caaressed rcw
are refresnad. Ir the rcws =are addressed sequentially,
refresning one row every 16 ricroseconds will uarantee that
ali cells will be r2freshed &t least once SVEery  Z
miliiseconas.

4.4.1 Transgarent Nemory Refreshing

I'ne desirable way to refresn M2MOry 15 to make the
rerresn operation transparent to the CPU--i.e., to refresh the
memory in such a way that CPU operation is not affected. Tae
best time to Go this is airiag the second half ¢f an Ml cycle,
wnen tne CPU 1s occupied with internal operations. The 4-60
CPU simplifies nmemcury refresning oy providing a signal,
REFRESH*, active during the second half of Ml. 8080 CPUs do
not provide a refresh signal, so dynamic mmemory boards
Jdesignza tc wecrk in $08u-based systems must include logic that
Proeduces an on-board signal analogous to the Z-80 REFRESH*
signal.

Tne 2066 will work with eitner z-80 or 8060 CPUs. ine
on-boara reiresn control signals are tne outputs of the

Refresn Flip-fiocp (Ul0a). If the Z-80 REFRESH* signal is
present on bus iine 66, tne Refresh Flip-Flop will be set by a
low at its PRESET* input as long as REFREsH* is .active. in

the absence of tne REFRESH* signal, the kefresh Fiip-Flop will
" still be set during the second nalf of il cycles, in tnis case
by the trailing 2dge of smiMR (or POBIN in 8080-bzsed systems)
ciocking in sMl active. :
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Retresn Flip-Flop outputs ¢ and Q* are used to generate
RAS* snd to ensure tnat .the refresn adaress is put on-the -bus
at tne proper time. The high at Q increments the Kefresh
Address Counter and disables the Row Address Buffers. The low
at Q* disables CAS* generation and the Coclumn Adaress Buffers,
enables the Refresh Address Buffers, aisables the Data 1In
Buffer, and asserts RAS3* by clearing the write RAS Flip-Flop.
Gate delays ensure that the refresh address gated from the
Refresh Address Counter onto the internal data pus will be
stable before RAS* is applied to the memory chips. RAS* is
turned off during refresn operations in the same way as it is
in memory access cycles.

4.4.2 Asyncnronous Memory Refreshing

During long wait states, more than 16 microseconds may
elapse between M1l transparent refreshes, which could lead to
the destruction of memory contents. To prevent this, the 2066
includes circuitry which automatically initiates a refresn
operation 1if one does not occur within 16 microseconds of the
preceding refresh. A counter (Ull) divides the 2 MHz clock
from the bus by 4 to produce a clock with 2 microsecond
cycles. This clock signal is used to clock an eight-bit shift
register (U38). Tne shift register is cleared atfter every
memory access and refresh by the active low pulse from the Q%
output of the CAS Multivibrator (U%a). when the pulse goes
high again, the eignht shift register outputs pulse high
sequentially at 2-microsecond intervals.

Unless the shift register is. cleared again during the
first 12 microseconds after a clearing signal is withdrawn,
the second-to-last pulse (pin QG going high) will ©be clocked
into the Refresh wait Flip-Flop (U20p), the resulting low at
Q* forcing bus line RDY low and thereby causing tne CPU to
wait wnile <the refresh occurs. when tnhe last pulse (pin QH)
goes hign, the Reifresh Flip-Flop 1is set, and a refresh
operation proceeds as described in Section 4.4.1. Tnhe low
pulse from the Remove RAS Multivibrator (U9%a) <clears the
Refresh wait Flip-Flop, allowing RDY to return high.

Asynchronous memory refreshing 1is disabled during DMA
operations by HOLD* active, which disables the counter Ull,
Disabling asynchronous refreshes during DMA 1s necessary
because the RDY bus signal asserted low ©py the 2066 during
asynchronous refreshes 1is ignored by many DMA devices.
Attempting an asynchronous “refresn operation witnout ©being
able to make the bus master wait until the refresh is finished
could cause problenms. NO asynchronous memncry refresning
should be reguired during DmA operations, nowever, as either
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scurce or wuestination memory will be accesseu seguentially,
providing sufiicieant transgcarent refreshing as .liong as no
extended walts occur.
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A-2 TECHNICAL INFORMATION

A.l USER-REPLACEABLE PARTS

QTY REF DESCRIPTION CCS5 PART #

INTEGRATED CIRCUITS

N
32 Uul-8,21-8, 4116 RAM, 200 ns 31900-41162
40-7,57-64
2 Ul18,35 74L500 30000-00000
1 U48 74L502 30000-00002
2 Uulg, 35 74Ls00 : 306000-000600
3 U53,54,73 @ 74Ls05 30000-00005
1 Uul9 7406 302060-00006
1 Ule6 7407 36000-00G607
2 Ui7,30 74L5S08 30000-00008
1 U34 74LS10 30000-00010
3 ul2,50,52 74LS14 30000-G0014
3 Ul4,15,32 74L520 30000-00020
2 U33,51 74LS32 30000-00032
5 U1l0,13,20, 74LS74 30000-00074
36,37
1 U9 74L5123 30000-060123
2 U31,49 74L5136 30000-00136
1 U38 74LS164 30000-00164
1 Ull 74L5197 30000~-00197
2 U68,69 74LS241 30000-00241
5 U29,65-7,71 74LS244 30000-00244
1 u72 74LS373 30000-00373
1 u70 74L35393 30000-00393
1 7805 +5V Regulator 32000-07805
1 7812 +12V Regulator 32000-07812
1 79L05 -5V Regulator 32000-17905
CAPACITORS
46 Mono, .1 uf, 50 VDC, 20% 42034-21046
6 C24,25,35, Tant, 4.7 uf, 35 VDC, 20% 42804-54756
40,42,56

1 Cl1l9 Mmica, 56 pf, 500 vDC 42215-55605




TECHNICAL INFORMATION

QOTY REF DESCRIPTICN
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2.7 Konm, 1/4 w, 5%
4,7 Kohm, 1/4 w, 5%

10 Kohm, 1/4 w, 5%
Net, 33 ohm x 4, 10%
Net, 4.7 Rohm x 7, 20%
Net, 1 Kohm x 7, 20%
Net, 220 ohm x 5, 20%

I
~ 00~
- -
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N SN N

NN MR
LI L I R ]
Lanll NS RO2 I R ¢ Al =5
O =

WO W N

MISCELLANEOUS
3 IC Socket, 1o pin
LED, 1/4 in, red
Header, 2 x 8 DIF
Header Strip, 2 x
Header Strip, 1 x
Header Strip, 1 x
Header Strip, 1 x
Jumper Plug -
Heat Sink, T0-220
Screw, 6-32 x 3/8
PCB Extractor

FCB Extractor Roll ‘Pin

NN NDUINUOTEFEW RS W
[SSAF e oie o]

-€CCS ~ PART +#

40002-02725
40002-04725
40002-01035
40931-43305
40930-74726
40931-71025
40931-52205

58102-00160
37400-00001
55000-10000
56004-02008
56004-01008
56004-01004
56004-01003
56200-00001
60022-00001
71006-32061
73006-32001
60010-00001
60100-00000
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A.3 SCHEMATIC/LOGIC DIAGRAM
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