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FOREWORD

The HHandbook of Artificial Intelligence wan conceived in 1975 by Professor
Edward A. Feigenbaum as a compendium of knowledge of Al and its ap-
plications. In the ensuing years, students and Al researchers at Stanford's
Department of Computer Scicnce, a major center for Al rescarch, and at
universitics and laboratorics across the nation have contributed to the project.
The scope of the work is broad: About 200 short articles cover most of the im-
portant ideas, techniques, and systems developed during 25 years of research
in Al

Overvicw articles in cach chapter describe the basic issues, alternalive
approaches, and unsolved problems that characterize arcas of Al they are
the best critical discumsions anywhere of activity in the ficld. These, as well
as the more technical articles, are carelully edited to remove confusing and
uncseential jargon, key concepts are introduced with thorough explanations
(usually in the overview articles), and the three volumes are completely in-
dexed and cross-referenced o make it clear how the important ideas of Al
relate Lo cach other. Finally, the Jlendbook ia organised hicrarchically, so
that readers can choose how deeply into the detail of each chapter they wish
to penetrate.

This technical report is reproduced from Chapter X1, “Models of Cogni-
tion,” of the Hendbook (Vol. 1, edited by Paul R. Coben and Edward A.
Feigenbaum). This chapler, written by Paul R. Cohen, discusses Al models
of human memory, beficf, sad planning and problem solviog. Thess pro-
grams werc among the earliest developed in Al and give somc insight into the
powerful influence of the computer in the development of Al and cognitive



A. OVERVIEW

ANTHROPOMORPHISM is a powerful tendency in human thinking—we
gf%&%ﬁu%SEE&%Ea%
objects. Thus, it is not surprising that we should do the same with computers,
Roaggszmggglﬁo%ggm describe our-
selves in terms reserved for the machine. This is not & new trend—it certainly
predates the electronic computer (e.g., the Futurists around 1910 extolled the
virtues of the machine in their manifestos)—but the comparison between man
and machine is particularly compelling in the case of the computer.

However, there is no science and no subtlety in the broad, unqualified
oEEpvuptavor!aES8B_E§o~$8<§9eﬁorrsgg
sbout how humans and computers think to say ezactly what they have in
gg.i_!.gggggs_!?sﬂ%S!i
theories of human thinking or computer thinking. Thus, psychology and
Al have a reciprocal, piggyback relstionship: What we jearn sbout human
%sagﬁgsggﬂggﬁﬂgii
versa.

giééﬁiéi%mﬁiﬁogg%
Al mﬂg}ﬁ-g.truii—mﬂg?%og
of .



4 Models of Cognition X1

with precision their similarities and, more importantly for the development of
the theory, their differences. Computer programs are precise descriptions of
behavior and so are the results of experimente with humans; by using each to
complement the other, a theory of behavicr develops quickly.

This approach to psychological research is called information-processing
psychology and, more recently, cognitive science. The theories that are devel-
oped—computer models of human thinking—are called models of cognition.
The central idea of information-processing psychology is to bring precision to
the seductive comparison between human and artificial intelligunce, to benefit
vur understanding of human cognition. In the next section, we present a
historical background to information-processing psychology.

v A History of Al and Information Processing

Information-processing peychology has played an important part in the
development of American psychology since 1950. It has helped to reinstate
the concept of mind, which had been abolished by behavioral psychologists
because it was unobservable except by introspection. Methodological behsv-
torism condemned introspection as a psychological method because there was
no guarsntee that the words used by one person (o describe his (or her) mental
events would mean the same thing to snother person. For example, if a person
says, ‘I can't quite think of the word—it is on the tip of my tongue,” you
may think yon know what be is thinking and feeling, but, in fact, regardiess
of the detail with which he describes his state, you cannot guarantee that
your knowledge of his state is completely accurate. A stronger position on
introspection is taken by redical behowioriom, which holds that imowledge
obtsined by introspection not only cannot be accurately communicated, but
is not even accurately perceived by the introspector: “An organism behaves as
it doss becauss of its current structure, but most of this is out of the reach of
introspection” (Skinner, 1978, p. 19). Mental events are viewed as side effects
of the intersction betwesn an organiem and its environment, not causes and
thus not explanstions of behavior.

‘Thess positions—radical and methodological behavioriem—were objective
but resuited in a peychology that did »-.¢ admit the mind. Thecretically, it
was possible to explain behevior in terms of stissulus-response peirs, denying
any medisting mental strectures or processes:

A pereon is changed by the contingsacies of reinforcament under which he
behaves; he doss not steve the contingsneles. Ia particular, he does not store
copies of the stimuli which have played a pert in the contingsacies. There
are 20 “lconic representations” In his miad; there ere 2o “data structures
stored in his memory”; he has no “sogaitive map” of the world in which
be has Nved. H: has simply besn changed ia such a way that stimuli mow
control particuls: kinds of parceptual behavior. (Skinner, 1970, pp. 93-94)
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In cuntrast, sll the research described in the Handbook is concerned
with structures and processes that mediate intelligent responses to stimuli.
This fundamental change in theoretical positions took place between 1950
and 1960, during which time behaviorism was largely displaced by cognitive
paychology. The key to the change was the concept of information. Following
the publication, in 1949, of Shannon and Weaver’s “The Msthematical Theory
of Communication,” irformation became a concrete, measurable quantity (see
Shannon and Weaver, 1963). Initially, the strict mathematical conception of
information was explored; theorists tried to fit many aspects of human com-
muunication into the general model proposed by Shannon and Weaver (see. e.g.,
Cherry. 1970). But the model was best suited to communication over electrical
channels, and 30, by the mid-1950s, a more relaxed, and more appropriate,
conception of information was emerging.

An influential paper was “The Magical Number Seven..." in which Miller
(1958) proposed that the information capacity of mental processes, particularly
short-term memory, is best messured in terms of semantic chunks—meaningful
units of information—not abstract bits. For example, words from a sentence
and nonsense syllables are considered to be chunks of information and put
spproximately equal demands on memory, despite the fact that the words
contain more information, in the mathematical sense, than the syllables. In
the vears following Miller's payer, information structures such as discrimine-
tion nets, associstive semantic nets, and frames were developed to represent
- the information used in cognition. The original, mathematical formulation of
information has been largely abandoned:

The problem was thas the bit gave 2 very poerly srticulated characterisation
of the information. . . . As descriptions of the information heve become more
articulated, the theories composed out of them have becorne more successful.
(Anderson snd Bower, 1973, p. 138)

The incressing sophistication of computers and counputer science was the
most important factor in the development of information-processing idess.
thcmhul’&ﬁ-omthm&mhhhfmm
peychology that the computer was not simply & devics for shifting bits or
“crunching sumbers,” but was more generally eapable of any kind of symbol
menipulstion, of any kind of infermation precess:

An entively different wee of computers ia paychology . . . hes amerged. This...
sta:ns from the fact that 3 computer is 8 device for manipulsting symbols
of any kind, net just sumerieal symbels. Thus » computer becomes 3 way
of specifylag srbitrary symbolie procsssss. Theories of this type, which con
be called informetion processing thesries, ase esentially noncuastitstive
(they may involve 2o numbers ot all), although neither less precies nor Jess
rigorous then clessical mathemastical theories. (Newsh and Simon, 1963,
p- 308)
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And in cognitive psychology, the computer and the emergence of programs
like LT had a profound eflect, even though cognitive _Bw._..o_oﬂ.oﬂ t share
the enthusiasm of information-processing psychology for computer models:

The activities of the computer itself seemed in some ways akin to cognitive
processes. Computers accept information, manipulate symbols, store items
in “memory” and retrieve them again, classify inputs, recognise patterns,
and so on. ?E?fgg;gg{gg
than that they do them at all. The coming of the computer provided 2
muc i&g_iao-goonl ive processes were real....Some the-
orists even maintained that E%gggs itly
written in the form of computer programs. (Neisser, 1976, pp. 5-8)

These theorists were Newell, Simon, and J. C. Shaw .;o.voo n that
85 uter ggcou@nro_oﬁa&orooaﬂ ..vovo- Eo_.oou

‘e psychology and in gvgvgggggga For
Bgoon.. tive psychologists, information processing is a metaphor for human
thought, a2 means nqgggssiﬁgggg
the mind. Very few cognitive psychologists have implemented information-
processing models— éiggmigasﬂat_—or-ﬁ
the strong position that the program is itself a theory is not universally
accepted; for example, ?giwgaoou-aﬂu&p?:ﬂ t the sense
in which their model of human associative memory is oggb_.on_nua.n»v

important to be clear about the relationship betwesn the theory and
this simulation program. We make no claim that there is an)y careful cor-
respcadence between the step-by-step information processing in the simuls-
tion program and in the psycholcgical theory.... The claim is sometimes
mads. .. that the program is the theory. .n.rtr!:..ri..ﬁ;-l_
we wish to make this denial explicit. MAM represents a very complicated
set of speculations sbost bumen memory. Ounly some of these are repre-

sented in the simulstion program. Moreover, the simulstion program does
Dot serve as an embodiment of this subsst of the theory; rather, it is but
o2 test of *he adequacy of thet subest. (pp. 143-143)

(The relationship betwesn cognitive psychology and information-processing
peychology’ is discussed in more detall in Newell, 1970, and Miller, 1978.)
To complete this historical overview, we should note the ralstionship
betwesa Al and informetice-processing paychology. It wes summed up nicely
by Mimsky (1968) in his own historical discussion In which he identified three
extensions to early work in cybernetics:
The first was the continuation of the sserch for slmple basic principles. . ..
‘The second important svenue wes an attempt 0 build working models of
humea behevior insorporating, or developing ss nesded, specific psychologi-
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In other words, Al does not require that an intelligent program demonstrate
human intelligence, but information-processing psychologists insist that the
correspondence be proved.

This overview is almost current; we have discussed the common roots of
Al, information-processing psychology, and cognitive psychology, and we have
discussed the points at which they part company. However, we should note
that we have presented the strongest version of the information-processing
spproach, that advocated by Newell and Simon. Their position is so strong
that it defines information-processing psychology almost by exclusion: It is
the field that uses methods alien to cognitive psycholog: to explore questions
slien to Al. This is an exaggeration, but it serves to illustrate why there
are thousands of cognitive psychologists, and hundreds of Al researchers, and
very few information-processing psychologists. Recently, the strong position
has been relaxed to admit research that doss not necesss~ily prove the cor-
respondence between programs and human behavior but that has some svowed
concern for understanding human behavior. This research is called cognitive
science by its practitioners.

The articles in this chapter discuss models of cognition that have, for
the most part, been the historical shoulders on which cognitive science now
stands. Of the eight articles, five are devoted to models of human memory,
two to problem-solving, and one to belief systems. The emphasis on memory
has two causes, one historical and ome artifactusl. Historically, cognitive

has concerned itaslf almost exclusively with memory, so it is not

the task
of reducing the differences betwesa the swrrent state of & problem end the
gool state, or solutisn. The preblum selver ofien cannot derive & solution
immedistely frem the problem, 20 it is necessary to trasaform the problem
inte some intermediete state, frem which the solution migit be derived. GPS
was tested extensively as & theory of humea problem-solving.

The next article (Article X1.C) is also sbeut prebiem solving: it
2 model of sppertunistic plonning designed by Hegyes-Roth sad Heyee-Roth
(1978). Their model is an interesting contrast 1o thoss discusesd in Chapter XV
oa plansing. Opportunistic procaming involves a fiexible control strategy
(implemented with a beckiserd comtrol structure) that permits planning

i
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decisions t _8 ade w vn...roovvoﬁ. ity arises, rather than in no.dn.
Hayes-Roth and Hayes-Roth suggest that opportunistic v_.oonl.an neces-
sary for complex problem solving. Their model was developed specifically ss

a model of human planning abilities; thus, it is discussed in the context of this
chapter on models of cognition.

About the time that GPS was being implement ~d. Feigenbaum was design-
Fnrrmfgg.vggg-ﬂ.ﬁvivg.?aa%%
9«35&0—.88&.—.& this chapter (Article XA.D). It learns peired-
associate nonsense syllables, which, since the end of the 19th century, have
vooam& n experiments to reduce the effect on memory of the meaning of
the material being remembered. ?3&!8:‘&—0(13!8031
pair of syllables serves as a cue to invoke the memory of the other syllable.
S

lables y y
between the syllables. Feigenbaum modeled learning of the syllables as a
process giigg %Sg
from the other syllables in memory at the time it was stored. Often, this
m&_-o._.z..__ds.o&aanrn whole syllable, which results in performance on a
recall test that is less than perfect and strikingly similar to that of humans
on similar tests.

(Articles Xa£1, XAES, and XLE3). Conesptually, ssmantic memory models are

very simple. They can be thought of as graphs, where the points (called nedm)

explain recently discovered and curious effects of mesning ca memory, for

example, the cotegory-sise ¢foct, wheredy it tales loager to classify ohjests

that sre members of lergs clesses than those thet ere members of amall clessss.
?gloti‘fi!.!;;

Just the ans “wsncept” asde of Quillien. Nedes repressat concapts, but alee
episedes and cvents. Eplsside nodes can be the supererdinate nnades of complex
events ke steries: moresver, MEMOD's interpreter esn “run” thess svents to
simuiste them. Episcde nodes een designate arbitrery procedures thet the
interpreter con scute. The MEMOD medel alse permits & largs number of
relations betwesa nodes, where Quillian had enly shout half 2 dosen. Further,
relations in this model heve a case structure similer to thet of Filtmore (sos
Article IV.Cq, in Vol 1). Another improvement over Quillian’s model was
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the :.:.on..zr! of more poverful imterpretive !RRE.&. since semantic-net
model: do not actually do anything exeept represent information. Interpretive
vo..l_ ..3-234:.2_85- nipulate this information.

M model of Anderson and Bower (Article XI.E2) is also a model
of h Eg_oaaﬁaiga Human Associative Memory; thus, HAM), but
it differs in a number of important respects from MEMOD. Although it has a
ao. work _Ssrmnor-lE in the network are much simpler than those

n MEMO g-ﬂiﬂ?%ﬁr%& s simplified gram-
:.Eo.. a_ c.! .8&8 interact with the system. Another difference
gdnsra gystems ie that, in HAM, arbitrary procedures cannot be

n and t .xaav.o 8&..3-9--35&:&?859% the net-
a..r ggii.bro?v&g? experimental data from
the memory literature can be explained by a relatively simple strategy-free
process.

Later work by Anderson on his ACT system is discussed in Article X1.E3.
.; n....:xx!.’- propositional semantic-network knowledge base, similar

_.Bpl...cr‘ t has, in addition, ﬁs&ﬁzgvgsgsgﬁo
=9._R_mow.8 Procedures, represented by s production system, are written
c the user of ACT. This festure makes ACT rather like the MEMOD syster.

that both provide a gnﬂigsgxéil
v. chological processes. The major differences between the systems arise from
the way procedures are represented and from the interpreter, which controls
the flow of computation in the systems.

The last article in this chapter (Article X1.F) discusees belief systems, in
particular, the models of ideological oversimplification designed by Abslson
and the PARRY model of perancis built by Colby and his associstes. These
models have in common a representation of beliefs that efiect interprotations

the knowledge-besed axpert systems thet are currest in Al

References
A conclee, igl.’l!&ii

: %rl"ilrﬁa;gvgaa

iliil'!&!l%
i’iliir a good resourcs
'or readers who wast 10 know shout the intellectuel background that gave rise
10 Al and its relsted disciplines. Anderson and Bower (1973) presest s detalled
3.-3&.".:1&%';;-13-3«,
and criticismn of seversl memory medels. Seve~s| bocks by coznitive scientists
give their perspective oa the new Seld: Bobrow and Collins (1973) contains
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several interesting papers on the developing topic of knowledge representation.
Norman and Rumelhart (1975) discuss their MEMOD system in detail—it is
interesting to contrast this book with a “standard” text on memory
(e.g., Crowder, 1976) to see what a difference the information-processing per-
spective can make. Schank and Abelson (1977) discuss their theory of knowl-
edge representation—a theory that is currently very popular. Finally, there
is & journal called Cognitive Science that publishes curreat research.



B. GENERAL PROBLEM SOLVER

HUMAN PROBLEM-SOLVING has received intensive examination by Allen
Newell. Herbert A. Simon, and their colleagues and students at Carnegie-
Mellon University. In their book Human Problem Solving (1972), Newell and
Simon present thorough analyses of problem solving in three task domains—
crvptarithmetic, logic, and chess—and they present and evaluate information-
processing systems that accurately simulate human thought in these domains.

There is not the space here to surnmarise all the work in human problem-
solving. In fact, the only system we examine is the General Problem Solver
program (GPS); and the only task domain, logic problems. However, the
information-processing system that Newell and Simon develop is certainly
general encugh to provide a framework for problem solving in several other
task domains. GPS is not just a logic problem-solver.

Problem soi.ing. and most other intellectual activity. involves general
kaowledge that applies to many problems and very specific knowledge that
is special 10 a particular problem. For example, a general rule, or Aeuristic,
is “Iif vou can’t solve the whole problem, try 1o solve part of t." A specific
piece of knowledge that may be useful for sclving some word problems is,
for example, that a mile is 1,700 yards. The distinction betwesa general and
task-specific knowledge is made in GPS, and it was for just this resson thet
it was called GPS: _

GPS obtained the name “general problem solver” because it was the first

problem solving program to separete in & clien way o task-independent part

of the systam centaining general preblem selving mechanioms frem 2 part

of the system csntsiniag knowisdge of the task envirenment. (Nowell and
Siensa, 1972, p. 414)

Accordingly, our discussion of GPS moves from general to specific: First s
» vimplified discussion of the information-processing system ea which GPS
is constructed, then & presentation of general problem-sclving methods, and
finally consideration of methods specific to the task demands of legie preblems.

The Information-precessing Systom

Everything that tale plece ia GPS s an infermation precem, snd the
envireament in w ich GPS ssives preblems is called an informetion-processing
system (IPS). A comtral concept is thet of & stete—a momentary snapshot
containiag whet the IPS knows st the tims. The knowledge implicit in & stete
is represented by symibel stru-tures.



2. An information process is a process that hes symbol structures for all or

States are derived from other states by the application of information
vgo?aan-:&goq .735—33. states are the starting state,
which represents everyt naer! the IPS knows at the beginning of the
%ivaig which represents the knowledge of the IPS when
t has solved the problem. There may be many goal states. corresponding

o various solutions to s problem. Rgvr.pr.gsal!a?-
&nvnl v.oaslgzgligi white piecss.

From gé%éﬂiiﬁ&-ﬂ_lﬁ‘i
checkmate can be derived. Each new position is derived from its predecessor

te
within the structure that corresponds to ii% there are 2
number of smaller structures corresponding to parts of it.

sn important aspect of GPS and of many other Al pragrams, but for the
sabe of simplicity we wi'l ignore the pessibility thet objects can be programs.
From here on, olyect refors 10 symbol structures, aad eperetor or informetion

procese denctes the programs thet the IPS executas. As an exampl of this
more restrictive definition, configurstions of chess boards are objects end the
moves of the chas picces are eperators. z..:rll._!..a!i

on entire chess board or just a part of it. A state, then, is composed of coe
or meve ohjocts, and it is transformed by operators.

Blomentary Information Precossns

Newell and Simen suggest came slementery information processss (E¥Ps)
frem which ol the ether eperations of sn IPS ean be constructed. They are:

2. Rsls end comparisons. The IPS must be sbis 1o compare symbel stree-
tures.

3. Symbel crention. k must be possibile to ereste symbels snd allow tham to
designate other symbol structures.
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4. Derignation of symbol structures. It must be possible to designate various
parts of any symbol structure and obtain the designation of any part of
any symbol structure.

S. Input ond output. The IPS must be able to read and write symbol strue-
tures internally and externally.

6. Storing of symbol structures. It must be possible Lo store a symbol structure
and retrieve it by means of another symbol structure that designates it.

The Problem Space

Newell and Simon define the task environment, or problem space, of GPS
to e the formal specification of the set of symbol structures through which
GPS searches for & solution. This may suggest that GPS has a collection of
stater available to search for a goal state. In fact, search in GPS means that
GPS generates states by applying operators, first 1o the starting state (which
it is given), then to states it derives from the starting state, and so on. GPS
generates states in its problem spece as it solves a problem.

The problem space used by GPS varies with the problem. It is a formal
specification of the knowledge needed to solve a problem. Consider. for
example. the famous cryptarithmetic problem

DONALD
1 GERALD
ROBERT Civen D= 3§
where the object is to amign digits to letters 50 that the sum of the numbers
denoted by DONALD and GFRALD equals the number denoted by ROBERT.
A problem space for this example is:

{boster) = AIBIDIEIGRLINICIRIT

(digit) = 0f1]2i8}4(S{ei7|8i0

(exprossion) um (latter) hes-value (digit)

(knowiedge state) ;= (axgaressien) | (expression) & (knowledge state)
(oparater) = Agsert((expremien)).

Al kaowiedge about this problem is mede up of expressions of the form
letier hoo-velue digit. The initial knowiedge state is the single exprewion D
Aes-velue 5. Sebsequeat knowledge states are conjunctions of expressions.
The siagle operastor required to solve the problem is 10 assert that s letter
hes & partiouler valus, thet is, 1o assign it the value. This problem space is
complete in the sense thet application of the operator is encugh to generate
all the expressions nesded for a solution.

In addition to the problem space, the IPS aeeds a program, cr set of
iantrections, to dictate Aow digits are to be assigned to letters and to test if
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a solution has been found. This will be discussed further for the domain of
logic problems.

A distinetion must be made between search tn the problem space and the
search epace. The former refers to all the solutions and paths leading to them
that the problem solver actually generates, while the latter refers to all the
solutions and paths that ezist. For problems of any complexity, it is necessary
to keep the problem space smaller than the search space. To rephrase a
point made in Chapter I: Search in the problem space involves generating
just enough of the search space to find a solution to the problem. In GPS,
two methods are used to accomplish this. One is a general heuristic called
means-ends analysis, and the other is a form of planning. We will not consider
planning here; the interested reader should see pages 429435 of Newell and
Simon (1972) and Article XV.A in the Handbook.

General Provlem-solving Methods: Means-ends Analysis

Problem solving in GPS is a matter of transforming the start state into a
goal state. Thus, at any point during problem -oh'ing GPS has two goals:

1. Transform state 1 10 state 2 by the application of operators.
2. Apply some operator (o state 1 (or some intermediate state).

These goals do not specify which operator should be applied to any object.
There are numerous strategies for deciding this. One is to apply all legal
operators to the first object, then apply all legal operators o all the results
of the first application, and s0 on. This method, called ezheustive senrch,
generates the entire search space. It is guaranteed to find a solution eventually
but is much too costly to be used for problems of any complexity. Means-ends
snalysis is a powerful heuristic that conetrains ssarch by anchoring paths in
the search space to the current state and the desired state; it implies 2 third
problem-solving goal fo. GPS:
3. Reduce the difference botween state 1 and state 2 by modifying state 1.

This rules out directionless expension of possible soletions:

By taking sccount of the chesacteristics of the goal cbject it is seaking to
reach, the problem solver axtracts frem the sitastion an encrmous amount
of information sbout the direction in which it should explore, and almost
immediately reles out of bounds all but a tiny pertion of the problem spece.
(Newell and Simon, 1972, p. 420)

Means-ends analysis Is incorporated into GPS as follows:

1. I the current state is not the desired one, differences between it and the
desired state will be detected.
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2. Operatore can be classified according to the differences they eliminate.

3. It may be necessary to modify the current state to make it compatible
with a desired operator.

4. “Difficult” differences between states might be simplified by transforming
the current state, even if this results in more, though simpler, differences.

The IPS, problem space, search, and means-ends analysis are domain-
independent ideas. The GPS program was designed to separate them from
any given problem-solving task. In the next section, we look at an example
of GPS in the task-domain of logic problems.

Task Demands of Logic in GPS

Symbolic logic problems provide an ideal situation to study problem
solving because one can describe the task environment of these problems in
great detail. One such problem is:

Translate the expression R& (~P —~ Q) into (PVQ)ZR.

It is unimportant what the connective symbols (—, =, &, V) mean. (In fact,
the human problem-solvers who provided data for Newell and Simon were
told nothing about them except that they were a set of transformations fce
turning one expression into another.) Each transformation reduces a difference
between two expressions. The problem is to use these transformations to turn
the first expression, R & (~P — Q), into the second ons, (P V Q) £ R. The
available transformations were the following (in which “:® means “translates

to” and A and B are arbitrary expressions):
~A: A ARA: A
AEB: A ARB:B
AVA:A Asnd B: ARB
A&B: B&kA AvB:BVvVA
AVD : ~{~A&~B) A=B:-AVSE
A=D:B—-A A=DBaadA: B
Av(BVC):(AVB)VC AR(B&C): (AR B)XC
Av(B&C): (AVB)ER(AVC) AR(BVC): (ARB)V(AROD)
A=BsdB—C: A-C A : AVX (X is any expression)

Consider how thess rules can be used to transiate from the original to the
goal expression:
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Ezpression Transformation
R&L(-P—-Q) A&B: BE&A
ylelds (~P—- Q)& R
(~-P—-Q)&R (A= B) : (~AVB)
applied to left part yields
(~—~PVQE&R
(~~PVQ)&R ~—A:A
applied to left part yields
(PVQER

(P V Q)& R is the goal expression. Q.E.D.

One can now see how GPS works in the task environment of logic prob-
lems. Exhaustive search would eventuslly generate the goal state but is
wasteful here because it ignores the information provided by the goal state.
Means-ends analysis directs GPS to reduce the difference between the starting
state and the goal state. For example, comparing the start state to the goal
state, it i* immediately obvious that the former needr to be turned around:
R must appesr on the right of the parentheses instead of on the left. This is
2 difference between the two states; it can be reduced by the transformation
A& B: B& A Instead of applying all applicable transformations to the
starting state, GPS might simply apply this one, which will yield the state
(~P—-=Q)&R.

Continuing this reasoning, one might try to reduce the differences between
(P — Q) and (P vV Q). There are two differences: P has a “~" prefix in
one case but not the other, and the connective between P and Q is “—" in
one case and “Vv” in the other. One transformation will reduce the latter
difference, namely, A —« B : ~A vV B. Application of this transformation
yields (—~PV Q)& R.

The final problem is to get rid of the “~~" prefixing P. One transforms-
tioa is svailable to do this, ~—A : A, which ylelds the goalstate (PV Q)& R
when it is applied.

(The reader who wants s “resl life” example of problem sclving with
means-ends analysis is encouraged to resd Article XV.B on the STRIPS planner,
in the Hendbook )

The reascning of the least paragraphs is & simplified version of the opera-
tion of GPS. Means-ends analysis is demonstrated here in ite simplest form:
At each step in sclving the problem, a transformation is chosen that will
reduce one diflerence between the current state and the goal state. GPS is
able to do this because sach of the transformations it uses in a task domain
is classified according to the differences it reduces. For the Jogic task domain,
there are six differences that can be reduced by transformations. In GPS these
are summarized in a d{fference table. Three of the reducible differences are:
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1, A difference in position of components of the expression. Several trans-
formations will eliminate this difference:

AVB:BVA A&B:B&kA A—B:-B—--A et

2. A difference in the symbol that appears between letters. Transformations
to eliminate this difference are:

AvB:~~A&~B), A—B:-AVB,
AV(BEC): (AVB)&E(AVC), et

3. A difference in the number of “~" prefixes of a letter. Several transfor-
mations change the number of prefixes:

~~A: A A—=B:-AVB, A—B:-~B—-A e

To solve the problem above, GPS determines the differences between the
starting state and the goal state and then applies transformations that reduce
them. However, the problems solved by GPS are rarely so simple; several
complications must be considered. First, if several transformations are appli-
cable to a state, CPS must choose between them. To do 30, it consults a
ranking of differences that tells it which differences to reduce first.

Another complication arises when GPS eannot find an operator to reduce
a particular difference. In this case, it must transform the current state into
an intermediate state from which it ean reduce the difference. For example,
consider adding the transformation rule A+ B : A vV ~B and solving the
problem defined by the starting stxte R s (<P — Q) and the goal state
(~P & ~Q) V R. In this case, GPS ssts up the goal of moving R to the
other side of the expression, e it did in the last problem, but it has no
transformations available to accomplish this. Instesd, it must defer this goal
and transform the starting state into a state from which it can accomplish the
goal. To do this, it transforms R+ (P — Q) into R V ~(~P — Q) and then
into ~(~P — Q) V R. Thus, GPS has the ability to set up ne: ‘ed sudgosls.

mwamuwwwmdwmﬂmu
by the task demends. The general part of GPS is means-ends analysis and
the information-processing system in which it operates. The remainder of the
system follows from the task of solving logie problems. Thers are a limited
sumber of difierences possible and a Limited number of operations to reduce
them.

Bwmpiricel Tests of GPS

GPS was proposed ss & psychological theory of human problem-solving.
In this section we give evidencs for the theory. Recall that the most general
aspect of GPS is mesns-ends analysis, which is wsed to guide the generation
of states in the problem space. Some general behaviors are & natural conse-
Quence of means-ends analysis; for example, GPS works forward from the
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current state to the goal state, as opposed to working backward from the
gosl. Another general characteristic of GPS is the repeated application of
transformations 1o states. This refers to the situation in which GPS finds a
transformation it wants to use, but the current state is not. in a form that will
accept the transformation; the state must be altered and the transformation
reapplied.

If GPS is a theory of human problem-solving, one would expect humans
to use means-ends analysis and exhibit the behaviors that derive from it in
situations where GPS exhibits these behaviors. In the case of logic problems,
thie is easily tested. Task demands are equated by ensuring that GPS and the
human subjects have the same transformations to work with and the same
problems to solve. GPS is programmed to print out its goals as it tries to
solve the probiem, and the humans are instructed to talk out loud as they
solve the problem. The subjects’ comments are recorded and the resulting
record is called a protocol, which is broken down into phrases:

“I'm looking at reversing these two things now.”
“Then I'd have a similar group at the beginning...”
“1 could easily leave something like that 'til the end.”

These are classified as evidence of goals and applications of transformations.

Breaking down the protocols is a painstaking process, but it is expedited
by a structure called the problem behc..or graph, a graphic display of the
problem solver's progress. The nodes of the graph represtnt the knowledge
of the problem solver at a given point in time, and the arcs represent the
transformations that lead to new nodes (states). There is aleo provisioa for
returning to parta of the problem thst were left dormant while s particular
line of ressoning was being explored. The protocol of er-a subject is mapped
onto a problem behavior graph. Newsll and Simon do not expeet that any
problem behavior graph will precisely match the output of GPS on a problem.
Their claim is, rather, that patterns of behavior will be common to GPS and
all \heir subjects. The problem bebavior graph provides an explicit record of
the bebavior, from which petterns can be abstracted if they exist.

The following is a summary of an analysis of the problem-sclving behsvior
of seven humen subjects on a single problem. Newell and Sienon classify the
behavior of bath GPS and their subjects into patterns and compare them for
overiap. (This analysis is taken from pp. 489-502 of Newsll and Simoa, 1972.)
Mnemonics for thess patterns and the percentage of their occurrence in the
protocels of each subject are shown in Table B-1. Total percentages are shown
for the pocled sum of utterances in all seven protocols. Table B-1 has thres
horisontal divisions, or tiers, representing (a) petterns exhibited by both GPS
and the subjects, (1) patterns exhibited by the subjects and not by GPS, and
(¢) uninterpretable behavior on the part of the subjects.
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TABLE B-1
Percentages of Particular Problem-solving Patterns
in Protocols of Individual Subjects

Subjeet
A B C D E F G TOTALS
Tier 1. Behavior exhibited by subjects and by GPS

\Means-ends snalysis 37 47 48 38 52 50 45 39
(toward goal object;
operator applicability)

Working forward 17 0 13 14 2 1 ° 7
Repeated application 6 44 7 39 39 4 4 38
(afrer subgoal:

implementation)
Subtotal 84

Tier 2. Behavior exhibited by subjects and abeent in GPS

\eans-ends analysis 0 0 0 <i (i L) 7 >3
(contequence avoidance)
Working backward 0 2 0 0 0 0o o <1
Repeated application 0 0 8 15 s 8 9 7
(review)
Subtotal 11

TOTAL 100

In the first tier of the table, means-ends analysis has two manifestations in
which states are transformed to schieve the goal expression or are transformed
into a form competible with a desired transformation. A sscond peitern of
behavior is working forward, that is, ssarching through transformations for
one that will apply to the current state. A third pattern is repeated application
of a transformation on the same state. This event arises mostly when 2 desired
transformation is incompatible with a state. A goal is set up to transform the
state, and the original transformation is then successfully reapplied. Another
type of reapplication found here is to try out consequences of a transformation
before committing the system to it. Table B-1 shows clearly that the great
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majority of the utterances of the seven subjects conform to these patterns of
behavior—84°¢, in fact.

Tier 2 represents human behaviors that were not implemented in GPS
at the time. The grestest percentages were obtained for the reapplication
of transformations for the sake of review (refreshing the memory). Working
backward from the goal was another bahavior that had not been implemented
in GPS. A third is a complex behavior in which a transformation is applied
before the application of the desired transformation, because the latter has
undesirable consequences (as well as the desired ones) if applied before the
intermediate transformation. These behaviors constitute 7%, 1%, and 3% of
the protocols, respectively.

Tier 3 of the table accounts for 5% of the subjects’ protocols and rep-
resents uninterpretable behavior that could not be assigned to any pattern.
These behaviors include grunts and yawns, and unfinished and ambiguous
phrases such as Well, this looks like, uh ... I dunno.

Conclusion

From this and other analyses, Newell and Simon conclude that GPS
is an explicit. operational, and sufficient model of scme human problem-
solving. In GPS. a separation is maintasined between geners! components,
such as the information-processing system and means-ends analysis, and task-
specific components, such as details of the problem space. Newell and Simon
claim that the general components apply in a wide range of task domains.
Chess and cryptarithmetic were examined in addition tgf logic problems, and
these anslyses certsinly support Newell and Simon's ar jument of generality.
Moreover, since GPS, means-ends analysis has been ised in several other
problem-solving programs (see Article XV.A).

Some problems are not solved efficiently with means-ends analysis. For
example, the heuristic can lead one down a long path of problem-solving
operators that dead-ends, foreing the problem solver 10 back up w0 & previous
decision point and try a difierent path. Also, means-ends analysis may con-
struct a series of problem-solving operators that will, in fact, solve the prob-
Jem, byt that is much longer thean necessary. Lastly, means-ends anslysis can
be inefficiont when there are interacting subgoals to be achieved; if accom-
piishing cne subgoal prevents secomplishing another, the problem-solver can
do no more than return to the beginnir'g of the problem to try the subgoals in
a diffevent order (sss Articls XVA for a datailed discussion of this problem).

Rowever, the efficiency of problem-solving is a big concern for computers,
but perhaps not & serious concern for humans. The fact that mesns-ends
analysis can be inefficient does not detract from the empirical fact of its
generality in human problem-solving. This is not to say that mesans-ends
analysis is the only problem-solving strategy used by humans; the following
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article (Article X1.C) will discuss & planning probiem that is best solved by a
process called opportunistic planning.
References

The most comprehensive and exhaustive information-processing analysis
of human problem-solving is Newell and Simon (1972).



C. OPPORTUNISTIC PROBLEM SOLVING

THIS ARTICLE discusses a theory of planning developed by Barbara Hayes-
Roth and Frederick Hayes-Roth (1976; B. Hayes-Roth, 1980). The theory is
specifically of human planning, and the authors and their colleagues have run
several experiments to test it. For this reason, the theory is discussed here
rather than in Chapter XV, on planning.

Hayes-Roth and Hayes-Roth have implemented their theory in a model
that. due to its complexity, will be sketched lster in this article but not
presented in detail. The first part of the article discusses an exploratory
experiment with human planners in which subjects were required to think out
loud while planning. This technique is familiar from the work of Newell snd
Simon (Article X1.B). A transcript, or protocol, is broken down into phrases
that are interpreted as evidence of particular planning or problem-solving
operations.

In the planning experiment (Hayes-Roth and Hayes-Roth, 1978), subjects
were given a map of a small town marked with points of interest such as movie
theaters. the veterinarian. stores, and restaurants. They were asked to plan
a day’s activity that included 10 errands. such a¢ Get medicine from the vet
and Buy fresh vegeiables at the grocery. A couple of errands’included explicit
constraints. such as the showtimes of movies. Constraints about other errands
were implied; for example, {resh vegetables should probably be purchased in
the evening. rather than leaving them in a car all day.

With the map and list of errands in hand, subjects talked about their
developing plans for the day. What they said was recorded and transcribed;
Table C-1 shuws samples of one subject’s comments as he planned his activi-
ties. These paragraphs are excerpled from a longer protocol of 47 such pars-
graphs; the numbers in parenthesss indicate the position of esch paragraph in
the protoeol. The paragraphs illustzate a nember of important charae . wistios
of human planning. In the first, the subject wses his knowledge to amign
importanee to sach errand and, thus, to order them. World knowledge is aleo
wed to order plan steps in the later paragraphs, in which the subject triss to
schedule the purchase of groceries 1o avoid spoilage.

The second and third peragraphs illustrate two styles of control of plen-
ning. In the second peragraph the subject is motivated by a number of indi-
vidual goals; his thinking is bettom-up, or driven by what he perceives o
be the immediately attainable goals of the problem. In the third paragraph,
however, he starts planning st a different level of sbetraction. From the goals
previously articulated, be sbetracts a higher level goal, to do the errands in the
southeast corner. For three more paragraphs in the protocol (not excerpted
here). the subject tries to fit errands into the general plan of heading southeast.
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TABLE C-1
Excerpts from a Planning Protocol (from Hayes-Roth and Hayer-Roth. 1978)

1. (1) Let's go back down the errand lit. Pick up medicine for the dog
at the veterinary supplies. That's definitely a primary, anything taking
care of health. ... Buy a toy for the dog at the store. If you pess it, sure.
If not. the dog can play with something else.

2. (7) The appliance store is a few bloeks away. The medicine for the
dog ...isn't too far sway. Movie thesters—let’s hold off on that for a
little while. Pick up the wateh. That's all the way across town. Special-
order a book at the bookstore.

3. (8! Probably it would be best if we started in a southeasterly direc-
tion. ... 1 can see Ister on there are a million things | want to do in that
part of town.

4. (23) Third item will be the newsstand since we are heading in that
direction. Often | like to do that. I know buyring a gardening magazine

it hardly a primary thing to do. but since i m hesding that way. it's only
going o take a second . ..

5. (31) ] would like to plan it 10 I can see the movie. pick up the vegetables.
pick up my car, and then go home. Vegetables would rot.

6. (35) Now we do have & problem. It's 2:00 and all we have left 0 do is
see 2 movie and get the vegetables. And that’s where I think I've blown
this plan. I've got an hour left there before the movie. ..

(40) If 1 go get the groceries mow, it's not reslly going to be consistemt
with the plans throughout the day becsuse I've besa holdiag off on the
grocerics for rotting. If 1 take them (o the movxie...vegetables don't
really perish like ice cream.

\When immediately stisinsble errands are pointed cut to the subject, he syvs,
1 cen still do that end still Aead in the gemerel direction. In comtrast to
the earlier mode of planaiag, driven bottom-up by immediate goals, he aow
sttempts to incorporste thass gosls inte an abstract plan. This illustrates the
sbility of human planners to ressen ot meay levels of abstraction and to move
freely between them. Hayes-Roth and Hayss-Roth call this multidirectionsl

The fourth paragraph illustrates cns of the most interesting snd fun-
damental characteristics of planaing, and indesd of other aspects of cognition:
h is opportunistic. The subject realised that he could fulfill one of his obligs-
tions “for free,” and promptly did so. Goals thet At into a developing plan are
integrated, and goals that belong togsther are clustered into subplans, often
without regard for how the subplane will integrate with the overall plan. For
example. early on in the protocol (not shown sbove), the subject planz to
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end his day at the movie and then walk to a parking lot where his car is
parked. This subplan is constructed when the subject notices the proximity
of the movie and parking lot. There is a strong parallel between this process
and island driving. in which a problem solver finds part of a solution that he
thinks is correct—an island—and extends the solution from there. possibly
toward another island. Subplans can be regarded as islands that are linked
by sequences of planning actions. (For a detailed discussion of island driving
in speech understanding. see Article V.C1, in Vol. 1.)

The fifth and sixth paragraphs of the protocol show the subject sum-
marizing hie current state and realizing that the plan is flawed because he has
too much time for what he has to do. At this point. he relaxes one of his
requiremnents. that he purchase vegetables after the movie, to fill in the hour
before the movie.

Opportunistic. multidirectional planning is very different from that prae-
ticed by the planners discussed in Chapter X\'; human planning can be sig-
nificantly more complex than that of current Al planners. Before we discuss
the Hayes=Roths' model. we consider some of these differences.

Opportunistic processing has a bottom-up component; planning processes
are instigated by something the problem solver motices about the state of
the world. In human planning. steps are introduced into a plan whenever
the opportunity srises to do s0. This contrasts with the least-commitment
strategies in NOAH and MOLGEN (see Articles XV.D1 and XV.D2), in which
planning steps are refined only when there is evidence that they will not
bave 1o be abandoned later. In humsen planning, tbe carefully controlled
imroduction of plan steps implicit in NOAH and MOLGEN is abandoned for
the advantage of introducing steps in 2 plan wherever they are convenient.

A closely related issue is that human planning is multidirectional: that is.
it takes place at several levels of abstraction simultaneously. Thie contrasts
with the Aierarchicsl planners (discussed in Articles XV'.B, XV.D1, and XV.D3),
which develop detailed plans from abstract plans in & purely top-down fashioa.
NOAH and MOLGENX do not inciude detailed steps in a plen unles they have
been refined from mote abetract ones. This strategy helped them o svoid
rising the implications of refining an abetrect plan step for other perts of the
plan, and NOAH used critics to check for imaractions betwesn plan steps 2
its plan developed. Both approaches rely ca developing ebstrect plans imto
detailed ones in a top-down manmer.

The major advantage of the least-commitment strategy of hisrarchical
planning is that it allows the planner to svoid subgoal imteractions sad,

"thus, plan constructively with a minimum of backirscking. Opportunistic
planning leaves the planner suscepiible to these interactions; an opportunistic,
multidirectionsl planner is more likely to need to rewrite parts of its plen or
chauge its goais than is a hierarchical planner. In fact, Table C-1 showed the
planner committing himaelf 10 a plan that does not fulfill ail his goale—he is
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leht with 100 much free time. However, instead of backtracking to a previous
point in the plan and replanning. the planner instead relaxes one of his goals
and decides to buy groceries before the movie.

Hayves-Roth and Hayes-Roth argue that opportunistic, multidirectional
planning is more efficient than hierarchical planning when the problem to
be solved is very complex. They say that hierarchical planning restricts
the problem solver and does not permit organizing parts of a plan around
interesting possibilities that emerge bottom-up (ss can be done in island
driving).

The relative efficiencies and advantages of hierarchical, leart-commitment
planning and multidirectional, opportunistic planning are issues for Al. How-
ever. our chief concern in this article is not with efficiency but, rather, with
how human planners plan. The remainder of the article summarizes the
Hayes-Roths model.

The Control of Planning

Hayes-Roth and Hayves-Roth propose a Mackboard model to represent
ke complex control structure of human planning. Blackboards have been
ased primarily to facilitate interpretation of nolsy signals such as speech (see
discussion in Article V.C1. in Vol. 1) and data from sensors (see Article VILC3,
in Vol. I. on CRYSALIS: aleo, Nii and Feigenbaum, 1978). A blackboard
model for signal interpretation typically has a number of specielist programs
that produce hypotheses about aspects of the signal. For example, a spesch-
understanding program has specialists for dividing the spesch sigaal imo
phonetic units. for guessing the systax of the spoken messege, for predicting
the next word given those that have besn spoken already, and so0 on. The
bypotheses produced by esch specialist are sccessible to all, since they are
mdmamwwwwhmwmm
for others: for example, if the symtactic specialist posts the hypothesis that the
nect word is @ verb, the lexiesl specialiet can wie this information to nerrow
the search for the exaet word.

Theoretically, the contrel of processing ia & blackboard model is enpm-
chronous and eppertunistic: Specialists post hypethesss in no particular order,
and they use hypothesss pested by other specielists whenever thay appesr
helplul. Although bumen pleaciag, involves gencreting behavior rather then
interpreting it, it doss seem t0 be an asynchromows, opportunistic process.
Plans are not developed all of o piece, but, instcad, clusters or islends of
planning sctions are constructed, and they are liaked to other clusters when
an opportunity arisss.

The Hayer-Roths” planning model involves a blackboard with five plones
of planning decisions and many specislists the'. generste temtative decisions
and record them on: the blackboard. Planes are organised to reflect charae-
teristic processes in planning. One is the plen plene, a plane of operations.
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Decisione 10 execute the processes discussed in the protocol—going to the
veterinarian. seeing « movie. and so on—are recorded in the plan plane. More
general goals and general plans 1o accomplish them are alto recorded in the
plan plane.

At the level of the meto-plan plane, the planner makes decisions about
how 10 solve the problem at hand. As we note in the discussion of MGLGEN
(Article XV.D2). a planner can do a lot of reasoning about a problem before
proposing 80 much as a single action to solve it. Decisions recorded on the
meta-plan plane capture some of this reasoning. For example. the planner
must represent the problem to itself and decide what type of problem it is. %0
that it ean pick out a problem-solving model. or strategy. The way a problem
is repretented by the problem solver can affect the ease with which it is solved
(Amarel. 1988): thus. identifying a problem and finding an approach to solving
it are two very important decisions. Most planning programs have a single
representation of a problem and s single. implicit strategy for solving it; for
example. some nonhierarchical planners (discussed in Article X\'.C) represent
problems as a collection of propositions to be made true, and they solve the
problems by pattern-directed invoeation of procedures with backtracking. It
is possible. even likely. that a human planner might sdopt means-ends analysis
with backtracking as a method: the choice between this and other possibilities
is recorded on the meta plan plane.

Another kind of planning decision repressnted at thé meta-plan level
involves the policies followed by the problem solver: What constitutes a good
solution? Is it to be quick and dirty or peinstaking and elegant? Again,
most Al planning programs do not make such decisions, which obviously Jead
power and flexibility to human problem-eclving. We can usually decide when
s solution i¢ good enough (what Simon. 1980. calle satisficing); those who are
pever satisfied and those who are 100 essily satisfied—the compulsive and the
slob—are often inefficient problem solvers.

The meta-plan plane records global decisions sbout how to sapproach a
problem; between this level and thet of individual planning operstions, the
Hayes-Roths place the plan-ebstraction plene. Decisions recorded st this plene
motivate aperstions recorded on the plar: plane. For example. the decisiona to
do all of the “primary” errands first is & formulation of an abetrect plem; i
motivates the decision—recorded en the plan plese—to divide errands into
“primmary” and “sscondary” growps.

A fourth plane in the Hayes-Rothe' model comtaine world knewledge.
For the errand-planning task, the knowledge-base plone includes s list of the
errands and & representation of the mep. A poiat made eatlier—that the
represemation of the problem afiects the efficiency with which it is solved—
holds sleo for the representation of knowiedge pertinent to the problem. The
Hayes-Rothe represent the map in seversl ways to enhance problem-solviag
efficiency. At one level. the map is represcnted as sectors. for example, the
southeast corner; at another level, neighbors are recorded, for example, a
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movie house neighbors on a parking lot. A third level of information about
the map represents routes between points of interest. This knowledge base
would. of course, change for another kind of problem.

The fifth plane. the ezecutive plane, schedules the planning decisions
made by specialists that are 1ecorded on other planes of the blackboard. We
have characterized the kinds of decisions that are found in human planning,
for example, decisions about specific planning actions, about approaches to
a problem, and sbout abstractions of planning actions. The decisions are
tentatively proposed and recorded on the appropriate plane of the blackboard
by specialist programs that are sensitive to perticular kinds of decisions.
For example. a prorimity detector specialist would note when two points of
interest are nearby on the map; it would record pairs of neighbors on the
knowledge-base plane of the blackboard. Specialists operate independently
and asynchronously, as mentioned above. Consequently, a scheduler is needed
10 decide on a sequential order (since most present-dsy computers are sequen-
tial machines) for all the actions of specislists. Scheduling might be queue
oriented. that is, first come first served, but, in general, humans do not
schedule actions this way. Instead they schedule them according to their
perceived efficiency. productivity, and the like.

Conclusion

Hayes-Roth and Hayes-Roth present s detailed example explaining how
their model accounts for the protocol of a subject planning a day's activities
(excerpted above). Rather than discuss the model in detail, we have presented
its planes and specialists in quite general terms, attempting to charact "ise the
ty'pes and levels of decisions that are necessary for planning. One general con-
clusion of this article is that human planners are much more sophisticated than
any of the programs discussed in Chapter XV on planning. Multidirectional,
asynchronous, and opportunistic processing is proposed to model this sophis-
tication.
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D. EPAM

EPAM (Elementary Perceiver and Memorizer) was developed in the period
1956-1964 by Edward Feigenbaum and Herbert Simon. This program was
the first information-processing model of a number of well-known human
verbal-learning behaviors. Though it sounds simple, rote learning of nonsense
material has provided much evidence about the characteristics of short-term
and long-term memory. Nonsense material i= useful in that it avoids the
effect of the meaning of a stimulus on how well it is learned; for example,
familiar stimuli or stimuli that “fit in” with previously learned material are
relatively easy to learn. When Ebbinghaus first used nonsense syllables in the
1870=. these factors were not understood. His method limited their effects,
which, he felt. obscured the fundamental characteristics of memory. (An
interesting sidelight on the topic of nonsense syllables is that Anderson and
Bower. whose work is discussed in Article X1.E2, used meaningful sentences for
their experiments on strategy-free memory because they felt that their subjects
were likely to employ mnemonic strategies to remember nonsense stimuli.)
EPAM provides an explanation of some of these characteristics, among them
oscillation and retroactive inhibition, forgetting, and stimulus and response
generalization.

Verbal Learning Behavior

To simplify the study of human verbal learning, psychologists have devel-
oped a number of experimenta! techniques (for a survey. see Baddeley, 1976).
Most are based on the following procedure: The subject (whether human or
EPAM) is required to memorize nonsense syllables in serial lists or associste
pairs. The syllables are typically comprised of three letters, beginning and
ending with a consonant, and are supposed to be mesningless for most sub-
jects (e.g., XUM, JUR, FAZ). In paired-associate learning experiments, the first
svilable of a pair is called the stimulus and the second is called the response.

EPAM was designed for paired-sssociste and serial learning, but in this
srticle we will consider only the former. In a typical experiment, a set of
nonsense syilable paire is used. For each pair in the set, the stimulus syllable
is displayed to a subject. who then attempts to say the associated response.
Any errors made by the subject are recorded. The response syllable is then
shown, 50 that both stimulus and response are in view, and the subject is able
to refresh his (or her) memory of the association (or learn it, if this is the first
presentation). After a few seconds, the next pair of syllables is displayed. This
continues until all of the pairs have been displayed. The entire sequence is
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~alled a trial. Triale are repeated until the subjeet is able to give the correct
response for each stimulus. This is called learning to criterion. There is a
relatively short period of time between trials. and the sequence of pairs is
randomized from trial to trial.

A number of behaviors are typical in a paired-associate verbal-learning
experiment:

1. Stimulus and response generalization. QOvert errors in recall are often attrib-
utable to confusion by the subject between similar stimuli or similar
responses. When similar stimuli are confused. their responses may become
interchanged: when two responses are similar, the wrong one may be
given to s stimulus.

(]

Oscillation. Associations that are recalled correctly over several trials are
sometimes forgotten only to reappear and then later disappear again.

3. Retroactwe inhibition. \Vhen the paired-sssociate task is modified to
include an intervening learning task, so that one list of syllables is learned
and then another, and the retention of the original list is tested, the
subject’s ability to give correct responses is reduced by the intervening
learning. Moreover. overt errors in recall are usually infrusions from
the serond list. The phenomenon disappears rapidly. however, and the
subject’'s memory of the first list is refreshed during the next trial.

The EPAM Afodel

The EPAM program was written in IPL-V, one of the first list-processing
languages. EPAM is a two-part system, with performanee and learning com-
ponents. In the performance mode, EPAM attempts to produce responses to
stimulus svllables. In the learning mode, EPAM learns to discriminate and
associate stimuli and responses. The model is easier to understand if the
performance mode is discussed first.

The Performance System

After EPAM has learned a set of stimulus-rernonse pairs, it is tested in
a standard paired-associate task. The test, which is identical to that given
to a human, involves presenting stimulus syllables to EPAM, which then must
produce the sssociated response syllables. The performance system proceeds
as follows. A stimulus syllsble is encoded into an input code that directs the
search of EPAM’s memory, called a discrimination net. This search leads to
a2 node in the net that contains a cue. Cues are information with which to
search for a response syllable. Using the cue, EPAM searches the net again
for a node containing the response, called a response image. The cue does not
always hold enough information to find the response syllable. If it does, the
response is given: otherwise, EPAN makes an error.
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EPAM codes each stimulus syllable into an internal representation called
the .nput code. This is based on certain features of the input characters, such
as the “openness™ of a letter (e.g., C versus O) and whether the letter contains
croseed straight lines (e.g., X). Diflerent sets of features have been used, but
in all cases they must satisly two criteria: They must be related in some way
to features of letters, and they must be highly redundant (having many more
features than are required to distinguish letters).

For the remainder of this discussion, to simplify the examples, we will
assume that letters themselves and not festures of letters are used as input
codes. Thus, when EPAM is tested with the stimulus MUR, features of the
letters M, U, and R are actually used as the input code, but for simplicity we
assume here that the input code is MUR.

The primary memory structure of EPAM is the discrimination net. It is
constructed during EPAM’s learning mode and searched during the response
mode. The input code is used to traverse the discrimination net. which
normally contains a dozen or more pairs. The net is simply a binary search
tree, with internal nodes representing tests of features of stimuli. The leaf
nodes represent either cues or response images. A diagram of a discrimination
net that has been constructed in response to the aaocme pairs DAX-JIR,
PIB-JUK is shown in Figure D-1.

An example. Imagine that the input code to EPAM is the syllable PIB.
EPAM will sort down the tree until it gets to the node representing PIB. It
does this by going left or right at each internal node contingent on the results
of the test at that node. At the PIB node it will find a cue, J-K, which will
be used to traverse the tree again, from the root node down the right branch
to the next node, then down the left branch to the JUK node. At this point,
it will respond with the syllable JUK. Note that it is only necessary to store

0:J 1st-letter test

/ \

| PO 1stdattortest | | KR Secietter test |

§ § =

<JUK cus:J-K> <JIR cue)-->

Figure D-1. A discrimination net for the associate pairs
DAX-JIR, PIB-JUK.
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encuch features of the cue to direct EPAM to the response syllable at the time
the -ue is created. The method of constructing cues will be discussed later.

We have scen how EPAM performs when it gives correct responses o
stimuli in the paired-associate task. To understand how EPAM fails at the
task in ways that are characteristic of human memory, we will consider how
it learus.

The Learning System

The discrimination learning system operates by constructing a discrimina-
tion net from a set of stimulus-response pairs. Initially the net is empty, and
only a set of simple processes for growing nets and storing images at leaf nodes
i available.

Suppore that the first stimulus-response pair it DAX-JIR and has already
been learned. The discrimination net at this point is ¢hown in Figure D-2.

The full response image must be stored in order to produce the response.
but only partial stimulus-image information need be stored to recognize the
atimulue. In this simple net. a single letter is enough to discriminate between
the two syllables: therefore. the test at the root node is on a single letter and
no other tests sre necessary. Moreover, the cue to find the response need be
only a single letter. The amount of information that needs to be stored at
internal and ieal nodes is determined by the program as the net grows.

Suppose the second syllable pair to be learned is PIB-JUK; see Figure D-3.
The net. as it stands, does not know about PIB; therefore, another test must
be added to discriminate between the input codes for DAX and PIB. This new
test is placed at the point in the net where there is a failure to discriminate.

Let us assume that the test is placed 20 as to discriminate between PIB and
DAX. as shown earlier in Figure D-2. (The test could have been between PIB
and JIR; EPAM is able 1o determine where the failure to discriminate occurs.)

Figure D-3 does not include a response image for the second syllable, JUK.
or 3 cue at the leaf of the PIB branch to help EPAM find JUK later. The input
code JUK is used o traverse the net until a discrimination failure occurs. In

| 0 15t-atior vemt |

g

<JR cue: J-->

. Figure D-2. Discrimination net for the aseociate
pair DAX-JIR.
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[ 04 1sttetter test |

I zt ugajéﬁj

<JIR cue: J-->

Figure D-3. Discrimination net for the associate pair DAX-
JIR, which also discriminates PIB from DAX but
does not include a cue or response image for the
PIB-JUK association.

this case, the D:J test takes the J-branch and again a new discrimination must
be added to distinguish JUK and JIR. Human subjects generally consider final
letters before middle letters and EPAM does the same: It notes that the last
letters of JUK and JIR differ, and a test is added to reflect this.

A cue o0 lead from the end of the PIB branch to the JUK response image
is still lacking. It is constructed by trial and error. Each time s letter is added
to the potential cue, it is used to traverse the net; see Figure D—4. Information
is sadded to the cue as necessary until it leads to the correct response image.
This method ensures that a cue contains the minimum information required
to find the appropriate response image at the time of memorization.

It is now possible to see EPAM'’s source of errors on the paired-associate
task: Cues are constructed to guarantee correct retrieval of the sppropriste
response image at the time the association is formed. If at some later time the
net incorporates other images and cues, the cue might no longer be sufficient to
perform that task. Thus, responsss are forgotten temporarily. No information
is destroyed, but some becomes inaccessible. This can be seen by comparing
Figures D-2 and D-4. When the DAX-JIR sssocistion was first constructed
(Fig. D-2), the cue for JIR, J--, was sufficient to find the response to DAX.
However, when JUK was added o the net (Fig. D—4), J-- became inadequate
to discriminate between JIR and JUK.

The DAX-JIR sssociation is not necessarily lost forever. If the association
" is repeated (typieally during s later trial), it will be reconstructed in the net
with the information necessary ¢ maintain the association at thet time.

There is another aspect of the cue-construction method that results in
inadequate cues. This has nothing to do with the discriminability of a cue
changing due to the expansion of the net; rather, it derives from a single
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L D:J 1st-iatter test ]

L\

| PO stiattortest | | KR 3rc-ietter test |
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<JUK cue:d-K> <JIR cus:d-->

Figure D-4. Final discrimination net for the associate
pairs DAX-JIR, PIB-JUK.

random decision made bty EPAM while it is constructing a cue. For example.
if J- - is proposed as a cue for JUK, when the cue is tested, it will lead to a
branch in the tree that has JUK on its left branch and JIR on its right. At
this point, EPAM chooses one of the branches at random. If it goes left, it
will find JUK and coneclude that the cue is sufficient to find JUK in future,
when in fact, this is not so.

EPAM’s Verbal-learning Behavior

- EPAM behaved very much like a human subject in classical rote-learning
experiments. It provided s parsimonious explanation of rote-learning behav-
ior. since retrcactive inhibition, oscillation, stimulus and response general-
ization, and forgetting can all be seen to stem from a single mechanism.
As items are learned, the discrimination net grows to sccommodate new
stimulus-response pairs. However, the cues that associste the stimuli with
their responses guarantee correct response retrieval just at the time of the
association. A cue that leads to the appropriate response image can fail to do
90 at a later time.

The oscillatory behavior exhibited by EPAM serves 2s & basis for an alter-
native explanation of forgetting. The usual explanation is that the informa-
tion is destroyed over time, typically by overwriting or decay. Forgetting
in EPAM occurs not because the information is physically destroyed but
because it becomes inaccessible in the growing network of new associations.
Furthermore, forgetting in EPAM is only temporary: Lost sssocistions can
be recovired by updating the appropriate cue with more information during
another trial.

This process accounts for the fact that more than one trial is usually
required to leern Lo criterion, that is, to give the correct response to esch
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stimulue. During the first trial, each cue is constructed with enough infor-
mation to find the correct response at the time it is stored: a subsequent
stimulus-response pair may be added such that the original cue can now no
longer discriminate between its correct response and the new one. This was
shown in Figure D—4: The J-- cue was sufficient to produce a response when
DAX-JIR were the only elements in the net, but as soon a« PIB-JUK were
added. J-- was ambiguous with respect to JIR and JUK. Thus, on the next
trial. EPAM might respond to DAX with JUK; this would be incorrect and an
example of response generalization. However, the correct association is always
thown after a stimulus-response test. g0 EPAM has the opportunity to update
the J- - cue to make it discriminate JIR and JUK. On the next trial. it will not
confuse the two. Thus, in the course of a number of trials, EPAM gradually
learns to discriminate all stimuli and their responses.

{ etimuli and their responses were initially very discriminable, EPAM
would require less time to learn them. This is because there it lest chance
of response genersalization. Operationally, this means that when EPAM con-
structs a cue with the minimum information needed to find a response image,
it ic less likely that a subsequent stimulus-response pair will render the original
rye ambiguous.

If the same discrimination net is used for two ‘trials, that is, two different
sets of stimulus-response pairs, the diserimination net that was sufficient to
respond correctly to all stimuli during the first trial may now be unable to
discriminate between responses for trial 1 and responses for trial 2. This
produces thc phenomenon of retroactive tnhibition, which is the deleterious
effect of learning an intermediate list on recall of the original list. It also
predicts the result that errors are likely to be in‘rusions from the second list,
rather than confusions between responses in the first list.

One problem with EPAM was that it had no mechanism to model proactive
tnhibition. the situation in which learning one list of stimuli interferes with the
learning of the next list. Typically, when a subject is tested on the second list,
intrusions from the firrt result. Both proactive and retroactive inhibition are
evident in verbal-learning experiments, but EPAM exhibited only the latter.
EPAM has since been extended to deal with proactive inhibition by Hintaman
(1968) in his SAL (Stimulus and Asociation Learner) program. This was
accomplished by having a push-down stack at each leaf node in the discriminas-
tion net. Instead of s single image and cue at a leaf node during an experi-
ment, the associations from multiple experiments were sllowed to accumulate
by being pushed onto the appropriate stacks. Thus, the most recently learned
association would be on the top of each of the stacks. If the stacks were ran-
domly disrupted, the responses that “spontanecusly rise” to the top of the
stacks might be responses from grevious experiments. Ancther accounting
of proactive inhibition given by Anderson and Bower (1973, pp. 74-75) in
their review of EPAM is that instead of a stacklike structure, a list of cues is
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kept. and the ordering of elements in the lists gets reshuffled, possibly as a
consequence of the subject thinking about the material he has learned.
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E. SEMANTIC NETWORK MODELS OF MEMORY

El. Quillian’s Semantic Memory System

THERE are numerous intelligent behaviors of computers that depend on
knowing the meanings of words. for example. machine translation, summa-
rizing text. and speech understanding. The semantic net formalism developed
by Ross Quillian was the first attempt to provide an operational representation
of word meaning. The basit for Quillian's model is remarkably simple. namely.
that the meaning of a word can be expressed by relating it to other words.
This leads to the concept of word senses—a word may have many meanings
that depend on the context in which it is used.

Quillian found that w recognize the meanings of words it is adequate to
find the relations between them. However. for another task this conception
of meaning might be lest appropriate. For example, in the game “Twenty
Questions™ one may know many things about a word—that it denotes a
common household item. the item is wooden, and 30 on. One msy know
everyvthing about a word that would go into defining its mesning but still be
unable to guess what it is, that is, to recall it. Quillian makes the distinetion
between recognition memory and recall memory for the meaning of words.
His model is concerned with the former; recall memory is not considered.

The tasks Quillian chose to implement using semantic memory were com-
parison of word meanings and ezpression of the comparisons in English. Both
were motivated by linguistic theory contemporary with Quillian's research,
which subordinated meaning to syntax in searcn of rules to produce “all and
only” grammatical ventences. In contrast, Quillian regarded semantic memory
as primary to language production and syntax as secondary. Thus, he chose
tasks 1o show that this new conception of language production could, in fact,
both produce language and understand it.

The Associative Structure of Quillian’s Semantic Network

Quillian's model is an sssociative network of nodes that represent concepts
and arcs that represent relations between the concepts. \When one is asked
to say all one knows about a concept, for example, mechine, a string of
associations cften results: A machine does work, has moving parts, is used to
convert energy, and 30 on. Machine is associated with energy via the concept
convert.

Word definitions have an associative structure. The set of associations
and concepts that make up a definition is called a plane (see Fig. E1-1). The
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(STEAM-SHOVEL) l
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‘machine o N .
(M|ACHIN|E\ (CONVERT)
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*move

Figure E1-1. [lustration of planes for Machine, Steam-shovel,
Convert, and Energy, showing type-tokex: links.

concept being defined, called the type node, appears at the top, and the starred
words beneath it are called token rodes. They are instances of the type nodes
of other planes that are connected to their type nodes by ares. (In Fig. E1-1,
these arce are not filled in for all token nodes. steam shove! is a subclass of
maechine. smachine is an instance of machine, and econvert and senergy are
instances of their associsted type nodes.) Every plsne contains only a single
type node and enough token nodes to define the concept it names. Every
plane represents a new concept defined by associstions to those previously
defined. Planes are linked together, type node to token node, throughout the
amociative memory.

The utility of the type-token distinction is that it saves spece in computer
memory. imagine the sise of a memory in which every definition of a particular
machine included the entire plane for mechine, and the planes of its other
defining concepts, within its own. A more efficient organization is to have a
single plane define mechine and to connect it to token nodes in all the planes
that include machine as part of their definition.

Quillian believes that semantic memory should have a large enough selec-
tion of arcs to represent the richness of relations between concepts in English,
but not so many that the mechanisms required to process the arcs are very
complicated. Six kinds of arcs were used, representing the following relations:
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1. Subclass /superclass,

2. Modification (adverb, adjective).

3. Conjunctive (s and b and ¢),

4. Disjunctive (a or b or ¢),

5, 8. Two other relations representing unspecified binary predicates.

Other, more complex schemes for associating nodes have been proposed
(see Article X1.E4). In a later publication, Collins and Quillian (1972) describe
several other kinds of arcs, representing prozimity (or adjacence), conae-
quence, precedence, and similarity.

Meaning-dependent Tasks in the Model

One important contribution of Quillian’s work was providing a simple
model of semantic ambiguity. There are two scurces of semantic ambiguity:
A word may have different meanings (e.g., the noun and the verb forms of
plant). and it may have different senses depending on context (e.g., enimal in
the context of species or cmmdmtheeomutd'umnmed) Quillian’s model
is able to find many of the senses of words.

\When the model is presented with two words to compare, it starts to
search outward from the planes representing the words in its memory. The
type nodes of the planes are called the patrierck nodes. The program altar-
nately examines nodes emanating from each patriarch. Each node is tagged
with a double label, one part containing the name of the patriarch and the
other the name of the last node examined (the immediate ancestor). Searching
continues until the path from one patriarch “bumps into™ a nods labeled with
the nsme of the other patriarch. At that poiat, s path from ons patrisrch
to the other has been completed. Its nodes represent the concepts that relate
the two patriarch concepts, the raw material of a comparison. A program
tha’. expresses this conceptual pathway in English is summoned and produces
s crudely expressed comparison.

lthﬂkdy&uthchm&nmpﬁh“m‘wﬁ. In fact,
Quilkian estimates that in a network of the $50 words of besic English, at least
10 nontrivial paths could be found releting say peis. Each of these constitutes
8 sense in which ons word is uead in the contaxt of another. For example, the
p.hmmyﬂh&cmm

Heald o perosn, and
Business caa be activity which persen sust do work.

Also. the program discovers the generic sense of men:

Mea2 4o man ash grewp. and
Businass is questiocs fer atteatisa of grewp.
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Thus. man used in the context of business has two meanings. In the context
of live. another sente emerges:

Man is animal, amd
To live 48 to have existence 207 asimal.

Also:
Kan is a live‘beingl.

Although this version of the model contains less than 60 definitions. it still
produces interesting comparisons.

Quillian notes that the breadth-first search (Article I.C1, in Vol. 1) between
ncdes it a form of inference. The relations between nodes utthin s plane are
entered by the coder who defines it. In constructing a definition. the coder
makes pairwise associations between a plane and (through type-token links)
<he other planes that define it. Any psth betwecn planes that encompasses
more than a singkk type-token pair is 8 novel cunceptual link discovered by
the model:

While & path lying completely within ome plane (except for its terminal
poinis) amounts only 10 a representation of some piece of the information
pul into memory. & “plane-hopping” path represents an ides that wms
implied by. but by no means directly expressed in, the data that were input.
(Quillian, 1968, p. 240)

Empivicel Tests of Quillicn’s Model

Inference was an important concept to Collins and Quillian (1900) in their
research on the pryvehological validity of the semantic network model. They
sought to prove that humen memocy. like their semaatic memory, obeyed the
orcanizational principles of hisrarchy and economy. Figure E1-2 represemts
u hiersrehical tree of information about snimals. The lowes nodes constitute
proper subsets of upper nodes; this is the principle of hisrarchy. Note that
properties of nodes are ast repested at each node at which they apply but st
the highast possible node sbove all the subsets to which the property spplles.
The properties of subsets are thea inferred from the superordinate modes at
which they are stoved. This is the principle of economy.

For example, slthough & canery is festhered. this information is stored
with the ancestor of the set of feathered things, the coneept dird Higher mill,
stored with the concept enimel, is the information that s canery is ambulasory.
The knowicdge thet a canery is ambulatory is achieved by inferencs: A canary
is & bird; 8 bird is on snimael; snimals are ambulstory: thus, by inference,
canaries are smbulstory.

Colline and Quillian ressoned that predictions can be made (o test whether
the principles of hierarchy and economy hold for human memory. The flest of
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Figure E1-2. A hierarchical memory structure (from Collins and
Quillian, 1969).

tbueeonmmtbehmuchyprincnple Sinanmmmfmunl

Proposition Time to confirm (in seconds)
A canary is & canazy. 10
A conary is a bird. 1.17
A canary is sa saimeal. 1.8
These resction times have besa replicated for similar tesks (Conrad, 1972)
aad support the that semantic memory is organised hisrarchically.
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They presented this evidence in support of the economy principle. The alter-
nate hypothesie. that a property common to a superset is stored with each
member of each subset. is ruled out by the reaction-time data: If a super-
ordinate property, like having skin, is stored with each subordinste node. for
example. canary. it should take no longer to verify that a canary has skin
than that it can sing.

Although Collins and Quillian’s data support the economy principle, there
is evidence that the increasing resction times can be explained in other ways.
Conrad (1972) found that the time required to verify a property was propor.
tional to ite familiarity. not to the hierarchical distance between a property
and the noun it is associated with in a proposition. An alternative to the
economy principle is that “properties are stored in memory with every word
which they define and can be retrieved directly rather than through a process
of inference” (p. 154). Conrad explsins the differences in reaction time as a
function of the familiarity of the words. When familiarity was controlled, and
the experiment run again, no differences in reaction time as a function of the
presumed hierarchical placement of the property could be found. However,
the effect of position in hierarchy for superset-subset sentences was replicated.

The status of the economy principle is unsure. The hierarchy principle has
more suppert, but Collins and Quillian's mode! of sentence verification leaves
a number of phenomena unexplained. For example, it does not account for
how {alse sentences (Fish can play hopscoteh) are disconfirmed. Unfortunately,
the reaction times obtsined for disconfirming negative sentences are difficult
to interpret. It is difficult to tell whether this is because of a failing in the
mode] or because reaction time is an inappropriate tool for examining this
kind of model.

Conclusion

Sinee Quillian’s pioneering work, semantic nets and other associative rep-
resentations (e.g., frames) have become part of the langusge of Al. Although
Quillian developed his model as a representation of linguistic knowledge and
was motivated largely by issues in linguistics, semantic nets have been general-
ised to represemtations of maay .other kinds of knowledge. Several issues
raised by Quillian have been examined in detail in Al. The issues of modes
of inference. inheritance of properties, and the numercsity and semantics of
arcs are discuseed in the domsin of knowledge representation (see Chap. m,
in \Vol. 1: also, Brachmaa, 1978). In psychology, the model was subjected to
empirical analysis and several other associative models were developed. Three
will be discuseed in the suceseding articles.
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IN THEIR BOOK Human Associative Memory (1973), psychologists John
Anderson and Gordon Bower present an associstionist theory of human
long-term memory (LTM). Aspects of their theory have been implemented in
a computer simulation called HAM that parses simple propositional sentences
and stores the parsed sentences in its memory. HAM also answers simple
questions. Ite abilities are limited. but intentionally so, in that Anderson and
Bower have eliminated the mnemonic strategies and tricks that result in smart
memory performance in humans. Their goal was to model the strategy-free
component of human long-term memory and to explain the vast experimental
data on the subject. With respect to this goal they write:

Why not add some more inferential routines to increase the intelligence
with which it (HAM) answers questions? We started down this enticing,
seductive path; but we slowly came to the realization that this was no way
for experimental psychologists to proceed.... The end product of such an
enterprise would appear to be thousands of lines of program that described
the countless heuristics, procedures, tricks, and rules that the human has
learned in his lifetime. We would have translsted one incomprehensible
mass of particulars, the human mind, into another incomprehensible mass,
a computer program. But the task of science is surely to reduce particulars
to general laws rather than translate particulars from one idiom to another.
(p. 143)

Anderson and Bower sssume that long-term memory is strategy invariant;
the strategies that are obviously used to remember things are, they assume,
imposed by an erecutive component of cognition. LTM is thought to be
much simpler than the experimenta! literature suggests, because much of
the literature does not separate out the effects of mnemcnic strategies on
memory performance. Memory experiments that use single words or nonsense
material as stimuli are considered especially likely to have their results compli-
cated by mnemonic strategies, because these materials are more easily remem-
bered with some strategy than without. Consequently, most of Anderson and
Bower’s research concerns memory for sentences or phrases that are appar-
ently less Likely to evoke mnemonic strategies.

Anderson and Bower chose question-answering ss the task environment
for HAM. This may be the simplest task on which 10 examine 2 memory model,
since it requires only storage, retrieval, and rudimentary parsing functions.

HAM accepts two kinds of inputs, facts and questions, which it parses
into input structures (described below). To facilitate parsing, inputs are made
only in a natural subeet of English. e will not consider HAM's parser in this
article other than to say that it is a top-down, left-to-right, predictive parser;

42
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we refer the reader to Chapter 8 of Anderson and Bower's book (1973) for
more details.
The purameters of memory that interest Anderson and Bower are:

1.

The set of possible memory structures,

2. The set of possible inputs to memory,

oW

6.

The set of possible outputs from memory in response to probes,

The set of possible probes,

The encoding process by which the structure of memory is modified to
record new information,

The decoding function by which the structure of memory it probed to
determine what is recorded there.

Some assumptions sre made about these parameters. First, the only
allowable input structures are facts and questions. The latter are called
probes. It iz assumed that probes are always parsed into the same input
structure. that the encoding function always matches the input structure to
memory in the same way, and that the same output will be generated to o

probe.

Representation of Knowledge in HAN

All knowledge in HAM is represented as propositions, encoded in binary
trees. For example, the structure of /n & park & hippie touched a debutante is
shown in Figure E2-1. The numbers identify nodes in memory; the labels are

interpreted as follows:

Label Interpretetion
C Context in which Fact fs true
F Fect
L Loeation
T Time
] Subject
P Predieats
R Reletion
o Object
E Set membership

A propasition tree may also consist of a fact without a context. In this
case, it always has the subject-predicate form; sometimes the predicate is just
a single concept (see Fig. E2-2).

The relation-object pair is used to express implicit or explicit causality,
among other things. Cause is illustrated as a relation in Figure E3-3. This
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WA
R
e e

PARK HIPPIE TOUCH DEBUTANTE

Figuré E2-1. HAM structure for Ir a park a hippie touched
a debutante.

structure represents the sentence John opened the door with the key. It
includes an implieit eause, namely. turning the key caused the door to open.
This tree is more abstract than the one shown in Figure E2-1, because it does
not show the terminal quantifiers leading to the terminal nodes of the tree. Set
membership, labeled “E” above, is one of three terminal quantifiers. It is used
when the terminal concept is & member of a set, such as the set of debutantes.
A pgeneric link is used when the terminal node denotes all members of a set,
for example, the entire class of dogs in All dogs chase some cats. A subeet link
is used o indicate that the terminal node denotes neither an entire class nor
a single member, but a subset of a class. Cats in the previous sentence taked
s subset link. These links give HAM the representational power of second-
order predicate calculus (Anderson and Bower, 1973, pp. 167-169; however,
the resder is referred to Anderson, 1976, pp. 165-.° for a criticism and
reworking of the terminal quantifications of HAM).

Propertics of HAM's Knowledge Representstion
Anderson and Bowes (1973) specify the properties of their memory struc-
ture as a set of postulates:

Symmetry: If an associative iak eists between two nodes, then an inverse
link also exists. Comeretely, if one knows a relation between two objects,
one aleo knows the inverse of that relatioa.

No-forgeiting: Once a structure is incorporated into memory, it cannot dis-
appear from memory. Therefore, forgetting must occur by loting eccess 1o
the information in the structure, not the information itself. (For more on
this view, see Article X1.D.)
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The debutante is tali ———»  § \P

debutante  tail
Figure E2-2. Simple subject-predicate structure.

First Empiricist Postulate: There is no innate knowledge in the form of asso-
ciations between memory nodes. All associations are formed in response to
inputs.

Second Empiricist Postulate: Concepts (nodes) similarly are scquired only
through inputs. However. this can lead to the idea that HAM is initially
empty. which Anderson snd Bower explicitly reject. They postulate a base
set of simple ideas that are present in HAM at its birth and vpon which more
complex ideas are built.

An Ezample of HAX in Operation

HAM sccepts input sentences (indicated by == below), builds associstive
structures of them in memory, and answers questions sbout them:

es Ia & park & hippie touched a dedutants.

HAM reszponds by building and printing the structure (shown in Fig. E2-§)
that corresponds to this sssertion. R is the seme structure ss shown i
Figure E2-1.

*s Tho wvas touched by the tall hippie?

The tall hippie--which cae?

N \/ by

DAY

Figure E2-3. Implicit cawse in the sentence John opened
the door with the key.
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HAM does not know of any tall hippies. It is told that the current hippie
i tall

*s The hippie was tall.

HAM incorporates this new imowledge and prints out its structure. The
new knowledge structure is illustrated in Figure E2-5; for clanity, we have
shoun it connected to the structure from Figure E2-{, although HAM
would not print oll these nodes, but only the new nodes—45, {6, 47, {5,
and 32—and the associative links between them.

se Who was touched by tde tall hippie?
HAM can now answer the question.

The dedutante.

This example illustrates HAM’s operation. When input sentences are
typed in, they are parsed into tree structures. If the input material is an
assertion like The hippie was tall. HAM incorporates it into memory by finding
and merging common nodes in memory and in the input. In this case, part of
the input structure matches node 32 of HAM's memory, corresponding to the
hippie concept. HAM incorporates the input structure into memory by joining
it to node 32, as shown in Figure E2-5. Thus, HAM learns by associating new
knowledge in the form of input trees with old knowledge slready in memory.

If the input sentence is a question, the parser generates an input tree that
may be missing a part. This kind of tree is called a probe. For example, the
question Who was touched by the tell hippie? is parsed into a probe of the
form The [blank] was touched by the tall Aippie; see Figure E2-8. To answer
questions, HAM quite literally fills in the blanks. It searches its memory for &
structure like the probe that has a node instead of a blank. This node is the
answer to the question. In this case, the probe in Figure E2-8 matches the
memory structure in Figure E2-5, and the node corresponding to the blank

/N,
AN

r:n/x m!:l:/" \

Figure E2-4. HAM structure for In ¢ park o hippie
touched a debutante.
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3
38 Y]
s
L Ir '/ \ e
) TALL
st PAST 38 |e
! R 0 HIPPIE
E

PARK /3: \\ "

TOUCH DEBUTANTE

Figure E2-5. Nlustration of how HAM incorporates the fact The
hippte was tall into ite memory.

HAM matches input trees to extant memory structures to associate new
information with old and to answer questions. Its operation becomes more
complicated when portial matches are involved. The 1973 version of HAM
was run in two modes. The mode illustrated in Figures E2-4 and E2-3 has
HAM not accepting a partial mateh in the case of the tall hippie. The pro-
gram wants to be told explicitly that the tall hippie in the input tree and the
hippie in memory are the same hippie. In the other mode, HAM accepts par-
tial matches. For example, it would answer the question Who was touched by
the tall hippie? by matching the probe tree in Figure E2-8 to the memory

c/ r
RNV
/ o

l| |:
TOUCH BLANK

Figure E2-6. Probe tree for Who was touched by
the tall hippief
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structure in Figure E2-4. It would not be necessary to spell out that the
hippie was tall, as in Figure E2-5. (Partial matching is discussed further in
Anderson and Bower, 1973, pp. 242-248.)

From these examples, one can see that the matching process. MATCH, is
fundamental to HAM's operation. MATCH is simple in conception. First it
finds nodes in memory that correspond to the terminal nodes of an input
structure, and then it attempts to find links in memory that correspond to
the links in the input structure. In other words, MATCH finds paths between
input terminal nodes that correspond to paths in memory. A memory path
and an input structure path are considered equivalent if they have the same
number of links and the same sequence of relations labeling the links.

HAM searches for paths in memory from all of the input terminal nodes
in parallel. For example, after matching the terminal nodes of the probe
(Fig. E2-8) w0 nodes in the memory structure (Fig. E2-5), MATCH would
search from each of the nodes (past, touch, hippie, past, tall). in parallel, to
determine whether the paths that connect them are identical in memory and
in the probe. However, if a node has more than one path emanating from
it (hippie has two), they are searched sequentially. Consequently, the time
required to establish that a node falls on a path is proportional to the number
of associations it has—:the number of paths it belongs to. This is called the
fan effect. .

HAM knows many facts, and a given terminal node like Aippie is likely
to be part of several trees. [n this case, Aippie is associated to nodes 36 and
47 in memory by means of a subject link. The nodes associated with esch
node by a link are stored in a GET-hst for the node and link. The Asppie
node in Figure E2-5 would have a single GET-list with two members for the
subject relation. One can imagine other associations made with other links
(e.g., object) resulting in other GET-lists. To reduce search, MATCH follows
only the links from a node in memory that have the same label as the links
from the corresponding node in the input tree. If the Aippic node in memory
were connectad to other structutes by an obgect link, MATCH would not search
them, since the input structure it is matching to memory has only subject
links emanating from Aippie.

Search is jurther speeded by using recency information. The members of
the GET-list are examined in the order of most recent mention. Moreover,
HAM will not necessarily search all members of 2 GET-list; it may be too long.
This leads to the sole mechanism of forgetting in HAM: An aseociation between
two nodes that has not been mentioned in a long time wil) drop farther and
farther down the GET-lists for both nodes, thereby increasing the probability
that HAM terminates its search from one of the nodes without finding the
association with the other.

Search can be speeded to some extent by these methods, but a node may
still be & member of many paths. Hippse could be the subject of dosens of
sentences, and MATCH would have to check each, serially, to see if an input
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structure corresponds to one of them. The number of associations a node has
ie called ite fan-out; since fanning nodes are searched sequentially. the fan-
out contributes to the amount of time required to answer a questicn. This
property is the basis for reaction-time experiments with human subjects. HAM
predicts that it should take humans longer to process memory concepts with
a high fan-out than those with a low one. See the following article on ACT
for an explanation of the Sternberg effect in terms of the fan effect.

To summarize, MATCH associates terminal nodes in the input structure
with corresponding nodes in memory and then starts s parallel search from
theee nodes for paths between them that are equivalent to the paths between
the terminal nodes of the input structure. To do this. it examines the label
of each link emanating from a node in the input structure and searches the
appropriate GET-list associated with the corresponding node in memory. The
GET-list may not be searched completely and thus associations between nodes
may appear to be lost, which secounts for forgetting in HAM. The position of
a node on the GET-list is a function of how recently it was mentioned, so that
old associations are more likely 1o appear to be forgotten than recent ones.
Lastly, the nodes on a GET-list are searched serially. so that a large GET-list
can take a long time to search.

Conclusion

Anderson and Bower have a strong commitment to empirical data about
human memory. The HAM model was designed as a parsimonious and opera-
tional explanation of a wide range of results. It also made a number of predic-
tions that were tested with the standard experimental methods of cognitive
paychology. The individual results sre voluminous and of interest primarily
to cognitive psychologists; none of the particulars is presented here. However,
the general result is especially important: A wide range of memory tasks
can be modeled by a strategy-free process. Although humans use sophisti-
cated strategies to remember difficult (often :necningless) material, the study
of long-term memory is simplified by assuming that the strategies overlay
a relatively simple mechanism common to all memory performance. The
MATCH process is such s mechanism, and in experiments in which the utility of
mnemonie strategies is reduced, it predicts many interesting empirical results.
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E3. ACT

THE ACT system was built by John Anderson following his work on HAM
(see Article X1.E2). There are many points of overlap between HAM and ACT,
but there are also fundamental differences. Most significantly, ACT is intended
as 2 general model of cognition, while HAM is a mode! of human memory. HAM
answers questions and learns new information; ACT does more, in that it can
be programmed to perform a wide variety of cognitive tasks. In addition to its
long-term memory, ACT has a short-term working memory of active concepis
and a programmable production system that brings about changes in working
and long-term memories. Common to HAM and ACT are certain features
of long-term memory; for example, strategy invariance has been carried over
to ACT. and so has the propositional representation of knowledge, although
modified in some details.

Overview of ACT

ACT has ¢ long-term memory component and a user-programmable pro-
cedural component. The memory is a propositional associative network made
up of nodes representing concepts and arcs representing relations between
the concepts. ACT's memory is not very different from HAM's (discuseed in
Article XI1.E2), 99 it will not be described in detail here.

An important festure of ACT's memory is that only parts of it are active
at any time. Activation can spread through the network as nodes activate
adjacent nodes. The time required to activate the neighbors of an active node
depends on its fan-out, that is, the number of nodes connected to it. ACT
attends to a limited number of active nodes. Those that are not marked for
attention are eventually made insctive; those that are marked for attention
are put in a first-in, firs*~out buffer called the ALIST. They may displace older
nodes, because the ALIST has s capacity of just 10 items. In this article, the
ALIST will be called the working memory.

The programmable, procedural component of ACT is 2 production system.
Each production has a condition part ss well ss an action part that is invoked
if the condition is true. In ACT, all conditions test for a conjunction of festures
of memory, and all action parts specify s change 1o be made to memory. The
conditions of productions can examine only the active part of memory. A
number of productions may be activated by the state of memory, in which
case each of them has s probability of being executed.

An Ezample of ACT

Anderson shows how ACT can be programmed to perform the Sternberg
memory-scanning task (Sternberg, 1069). In this task, subjects are presented
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with 8 list of numbers. for example, 4 9 1 3. and a probe number, which may
or may not be on the list. Sternberg's result is that. if the probe nuniber
is in the list. then the amount of time required to confirm it increaszes. by
038 seconds, for each number on the list. Curiously, the serial position of
the matching digit is irrelevant; the time required to confirm the presence of
a probe in a list of numbers is independent of where the probe occurs in the
list. Sternberg originally explained this effect in terms of a serial ezhaustive
seanning model, in which the list is kept in working memory and a comparator
compares the probe digit to each list element. The comparison process was
thought to be exhaustive. meaning that all list elements are scanned, even if
a match to the probe ha« already been found. (This paradigm is discussed in
detail in Crowder, 1976. pp. 354-366.)

Anderson offers a different explanation in terms of ACT. When the list of
numbers is presented. a structure is built in memory to represent it. In the
case of the list 4 9 1 3, a node called LIST is connected to four nodes. 4. 9. 1.
and 3, by the relation CONTAINS, as shown in Figure E3-1. In ACT's memory,
the LIST node is connected to four others and ultimately to four numbers by
the relation CONTAINS. The LIST node has a fan-out of four, since four links
emanate from it.

The first production for the Sternberg task is:

Pl. State == Ready — State and List. .

It says that if ACT is in the ready state, the next siep is 1o rehesrse the state
and the list. In the context of memory, rehearsal means repeating something
over and over to keep it in memory, much as we do with telephone numbers.
Production P1 brings sbout rehearsal behavior by the simple device of put-
ting on the ALIST the condition to satisfly P1 again. Production P1 is satisfled
whenever state = ready; when it is executed, it sets the state to ready and

:

i

lon
: Attridute

»

Figure E3-1. ACT memory structure for a list of numbers.
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puts the LIST ncde on the ALIST again. This potentialiy infinite iteration
continues until another production is satisfied.

The second production, P2, tests whether a probe digit has been given. Iif
it has not. then P2 cannot have any effect and ACT will continue to rehearse.
If it has. then P2 changes the value of the state variable from ready to test
and puts the probe digit on the ALIST with the state variable:

P2.  State = Resdy and Probe given
— State = Test and Probe digit.

The third and fourth productions check for the presence of the probe
digit in the list and signal their findings. They then reset the state variable
to ready for the next problem:

P3. State == Test and List contsins Probe
— Signal “Found it” and Stats = Ready.

P4. State = Test and List does not contain Probe
— Signal “Not there” and State == Ready.

This simple production system and the idea of spreading activation in
memory account for the Sternberg result that reaction time to identify a digit
increases with the number of digits in the list. At the beginning of a trial, ACT
has encoded the list in memory as described above. and the LIST node is put
into working memory (see Fig. E3-2). It is active, but the nodes emanating
from it are not; they must be sctivated by following links from the LIST nods
in working memory into long-term memory.

With working memory in the state shown in Figure E3-2, productioa P1
applies. It will rehearss the contents of working memory until a probe digit is
given. When this happens, the valve of the state variable is changed to test,

ALIST or
wOrking Memory Long-term memory

TI:'"" '"ff'l']
.

Figure E3-2. Nustration of working memory, showing links
into long-term memory.
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the state necessary for P3 or P4 to apply. The other condition for P3 is that
_. list contains the probe digit. Sinee the numbers on the list reside in long-
m memory. they must be sctivated for P3 to check them. The fan of the
T node determines how long it will wake to activate _.o.—e._l...eauni.b
l%gglggﬁogu&. incresses, it takes ACT longer
_ search them. This is Lﬂv&&gaﬂ-gg&?mggg
Instead of serially scanning a list of numbers in working memory, ACT
actival s&gggigﬁé t of time
3:2@8&0 gﬂpv.ngnl_progi This determines
the reaction time in the Sternberg task.

Perfurmance in ACT

ACT is a highly dynamic system. | \8! of attention changes as nodes in
_o:a.gaogso&;i iiiii king memory, a¢ other nodes

re pushed out of working memory, and as nodes are demped in long-term
giggg a constant fluctuation of activity that
gfi%‘tnﬁ-@?%ﬂfﬂgli‘

tion.

Limitstions were imposed on ACT o make it resemble human eognition
more clossly. Some of thess are: .

The parameters thet affect spread of sctivation are extremely important

the operstion of the systen bessuse nedes must be astive to gt o

working memery, where preductions operste on tham. The fan of 2 nede

is one such perameter. Others inelude how far activation mws. wevel in

the memory network, how freqguently nedes in memery ase damped, snd

how strong the links are betwesn aodes.

2. The ALIST, or working memory, is of limited sise, 50 ACT atiends to

just @ few concepts ot 2 time.

4. When now inlermetion is added t0 AZT, it has caly a prebabiliey of
being remembered.

Learning in ACT
There are four methods for learning in ACT. Dusignation r_jers to telling
.ob.—.ir.'i prepesition er o productior cule. Gensralise-

tion and discrimination are two ethods for sutemLucelly generating new

gi?iii% s reinforce-
ment procedure.
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The first method, designation, is the simplest means of adding informa-
tion to ACT. It is the method that was used in HAM. The second method,
generalization of productions, works by replacing conscant terms in the con-
ditions of two productions by variables. To avoid creating terms that are woo
general to be interesting, ACT will not replace more than one-half of the con-
produeces two or more productions from one with too many variables in its
condition. It does so by instantiating the varisbles. Discrimination applies
whenever ACT gets feedback that a production is too general.

Generalizations and discriminations of productions do not replace the
original rules: rather, they exist with them. A generalization will apply
whenever either of its original productions applies but will have the same eflect
38 both. However, ACT has s conflict-resolution strategy that favors executing
specific rules before more general ones, so discriminations of general rules, or
the rules from which s generalization has been formed, have precedence over
generslizations.

Auouuudwithuckplodmhnh:m&nhudwmdﬁ

by i
ing their strength. If a production is found to be dpplicable, its strength is
incressed by a constant number. However, its strength is decressed by 25%
if its execution leads t0 2 mistaken conclusion. Negative strengthening is
therefore more effective than positive. Strengthening also applies 1o produc-
tions that are consistent with other applicable or misapplied productions. (A
production is consistent with ancther if ks condition is more or Jess general
but its action is the same.)

Conciusion

ACT is 2 general framework in which cognitive performance is simo-
lated. Rt is not eustom-built to perform a particular task, unlike most of the
systems dissussed in this chepter. (MEMOD, ancther ganeral system, is dis-
cussed in Article X1.54.) Anduresn ssnsiders ACTs dasign to be paycholog-
ically plawsibie; he goss to lengths to pressat the “predispesing biasss” thet
motivated desiga decisions in terms of the paycholegical iteratuse. Moreover,
ACT melus ressomsbie predicticns sheut humen beherior in experimental
situations. ACT can be sonsidered o theery, in the ssase that it makes predic-
tions, and a programming isnguage, or package, ia the sense thet it provides
an envirenment for building peycholegical medels.
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in memory. learning, and language comprehension. It is an exhaustive treat-
ment. in which Anderson presents not only the ACT system but also the
theoretical motivations for it. The book is reviewed by \WVexler (1978), and a
reply to the review can be found in Anderson (1980). The review and reply
sre worthwhile reading for those interested in cognitive science, since they are
two diflerent positions on how a science of mind should proceed.
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THE LNR research group, named for Peter Lindsay, Donald Norman, and
David Rumelhart, is engaged in the ongoing development of a general model
of human long-term memory called MEMOD. Of the five memory models
discussed in this chapter, MEMOD may be the most ambitious (ACT, discuseed
in Article XI.E3, is the other candidate) because of its scope and because of
LNR’s basic tenet that a single system accounts for cognition:

One system has to be capable of handling the representation and processing
issues in syntactic and semantie analysis of language, in memory, perception,
problem solving, reasoning, question answering, and in the acquisition of
knowledge. (Norman, Rumelhart, and the LNR Research Group, 1975,
p. 160)

It is a major goal of the LNR group that the MEMOD system should be a
genersl knowledge-representation system, that is, one that can represent any
kind of knowledge. Until quite recently, however, it was used primarily to
represent linguistic knowledge. Accordingly, the MEMOD system has three
main components: a parser, which is based on an augmented transition net-
work (ATN: see Article IV.D2, in Vol. I); a node space, which is a semantic-net
representation of world knowledge; and an interpreter, which performs opers-
tions on the node space. The node space represents both declaretive and
procedural knowledge; node-space structures represent facts about the world
and also specifications of operations to be performed in the node space by the
interpreter. Because it is not a passive repositcy of knowledge but contains
procedures that manipulate knowledge, the node spacs is called the ective
structural network, or ASN.

In this article, the design of the active structural network is sketched
briefly, followed by a more formal discussion of how concepts and events are
represented. Here, the role of the intarpreter will be mare obvious. We will
not consider the parser st all, since ATN parsers and cose grammars are dealt
with in Chapter IV (in Vol. 1) on understandiag natural language.

The Active Structurel Network
The design of the active structural network wes constrained by a aumber

of goals arising directly from the natural-language applications intended for
the MEMOD model. Briefly, these were:

1. Completensss. The model must be abls to represent eny knowledge of
any type, including acalinguistic knowiedge.
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2. Ertendobility. The model must be extendable whenever new information
is available. If, for example, the model learns that to saunter is not
merely to walk but is to exhibit some degree of indolence, it murt be
sble to incorporate this information.

3. Inveriance wnder parephrase. Expressions that have the same meaning
should have the same underlying representation in the ASN regardless
of how they are stated at a surface level.

4. Preservation of overlep in mesning. The representation of words and larger
units of meaning in the ASN should reflect the possibilities of synonymy,
partial overlsp, and no overlap in meaning. Meanings that overlap,
such as stroll and saunter. should have common components in their
representations. Unrelated words should not.

5. Continuity. In a psychological mode! of knowledge, words with similar
meanings should have similar structures, and a small change in mean-
ing should not cause s major change in its representation. Similarly,
concepts that have very different meanings should have very different
representations.

Semantic Decomposition and Case Structure of Predicates

The technique employ o4 by the LNR group to satisfly these goals is seman-
tic decompoeition of words (or more generally, concepts) into primitive
clements called predicates (see Article HLCs, in Vol. 1, for 3 detailed discus-
sion of semantic decomposition). For example, they identify four classes of
predicates—stative, change, cousative, and actional—that can be combined to
vield different verb meanings.

Stative predicates. The stative component of 3 verb indicates that a
state of the world holds over some time period. One of the stative predicates
in the MEMOD system is LOC. It takes four arguments, the last two of which
are optional:

LOC{object, at-loc, (from-time), (to-time)) .

A semantic-net repressntation of the LOC predicste shows the LOC nede
linked to four argument nodes, as shown in Figure E4-1. Hare, & network
structure is shown to represent the seatence A stedium wes located in the
perk from 1058 to 1983. In additica to the LOC node, this figure also shows
nodes representing the concepts of stedium, perk, 1856, and 1963. A point
of notation is that the angle brackets and perenthesss in this disgram denote
tokens—or copies—of concepts and predicates, respectively. A token repre-
rems a concept In somne comtext; & dictionary of type, or original, nodes is
also maintained, snd token nodes are kinked to them; see Article XI.E1 for »
liscussion of the type-token distinction.

Change predicates. A verd Eke move can be represented as s CHANGE
predicate taking two LOC predicates as argements, as shown in Figure E4-2,
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object
<stadiumd> < ! > <park>

from-time / \o time

<1956 > <1983>

Figure E4-1. The LOC component of the verb located in
the sentence A stadium was located in the
park from 1956 to 1968.

which represents the sentence The team moved from the stadium to the train-
ing camp in May.

Causative predicates. One can imagine how another verb, say, push,
might be represented by a structure like the one shown in Figure E4-2, but
predicated with a causative; that is, to push is t0 CAUSE to move from one
location to another. Figure E4-3 represents the concept of a person causing
an unspecified object to move from one unspecified place to another at an
unspecified time. It is the skeleton of a cause-to-change-location verb; the
reader can think of numerous verbs that have this general structure.

Actional predicates. Consider this example in the context of the design
goals discussed earlier. Semantic decomposition is a representational tool
that guarantees that similar meanings have similar structures. The structure
above is common to several verbs with overlapping meanings: push, shove,
carry, pull, trensport, and 5o on. The sctional predicate is instrumental in
making finer distinctions in meaning; however, LNR has done little work with
actionals, and generally the primitive predicate DO is used.

(CHANGE)

~/ -

CSAIMD @ n.oq—-<my><—m-—m-—<trmm campd>

at-loc
from- to
time e
<toom)>

object = object

Figure E4-2. Aove consists of CHANGE and LOC predicstes; it is a CHANGE
in LOCation—as in The tesm moved from tAe stadivm to the
training camp in May.
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(CAUSE)

- / \...un

< person > ag——— (D0) (CHANGE)

agent
to-
smo \mu

(LoG) {LoC)

/1N /1N

Figure E4-3. Skeleton of a verb with CAUSE, CHANGE, and
LOC predicates organized 1o represent the
concept of causing s change in location, as
in push, pull, and carry.

Once s word is defined, it is stored in MEMOD's dictionary as a type node
and can be used in more complex structures, as in:

<liop> ¢ (CARRIED) < <antelope>

A final point, before proceeding to a more formal description of knowledge
representation in MEMOD, is that predicates have a case structure (discuseed
in Article IV.C4, in Vol. I). For example, LOC has two necessary and two
optional arguments:

LoC(object, at-loc, (frem-time), (te-time)) .

This facilitates parsing. When the parser recognizes a predicate or a verd, it
can make predictions about what kinds of words to expect next on the basis
of knowing the verb’s arguments.

Encoding Concepts, Events, end Episodes

In 2 1972 paper, Rumelhart, Lindsay, and Norman specified four catego-
ries of rules for constructing complex knowledge structures from the simple
ones we have aiready considered:

1. Rules of formation for concepts,

2. Rules of formstion for relations,

3. Rules of formation for propositions,

4. Rules of formation for operators.

Concepts are cbjects, for example, Kon and stedium. Relations are the

mre«ofmmthnmhldlmmfummple,lﬂﬂm
object, instrument). Propositions sre instantistions of relations, for example,

HIT John, ball, bat]. Operators, the last group, are of two varieties,



60 Models of Cognition xa

prepositional and relational. The former modifies concepts of time or location
to generate new concepts:

bafors(noon) oOr under(water) .
The latter modifies relations:

slowly(walk) or very(big) .

LNR gives five rules for forming concepts. First, an existing concept
can be qualified. This corresponds most closely to the action of adjectives.
A qualified concept has a node of its own; for example, the node lamb is
defined as young(sheep). Second, quantification of concepts can yield new
concepts. as when crowd is defined to be many(persons). Third, new concepts
of location and time can be derived from prepositional operators. Fourth,
concepts can be conjoined to form new concepts: for example, and(dog, cat)
denotes the concept of the class of dogs and cats. Finally, concepts can denote
propotitions. For example, in the proposition HIT(JoAn, ball, bat), there is a
concept hit, which corresponds to an instance of the general relation HIT in
the context of John and his ball and bat.

There are three ways to generate new relations from old. The first is
to modify the relation, as with an adverb. For example, the relation stroil
is defined as slowly(walk). Another method is to modify one or more of the
arguments of the relation. For example, if the relation of walking is defined
as:

UALK[actor, path. time) .

then a new relstion, CLIMB, could be derived by specifying that the path
shouid be uphill. Finally, new relations ean be generated by conjoining old
ones with special conjunctions. BECAUSE is one such conjunction:

FLEE[acter. object, time] is defined as
quickly( GO(actor, frem(objoct), time))
aecAvSE
FRMR(acter, object. tame) .

Propositions are formed by instantiating a relation with concepts. For
example, the arguments of FLEE might be (Derothy, lions, siweys). The other
method for obtaining propositions is to conjoia them with conjunctions ke
BECAUSE and AND.

Operators are constructed in some of the same ways. New qualifiers are
generated from old by applying relational operators to them; for example, tiny
is wery(small). Relational operstors aleo apply to each other; for example,
pertly is not(completely).

Sentences that describe events, such as The hon chesed Meary, can be
encoded in MEMOD. Conjoining events by using conjunctions like BECAUSE,
AND, THEN, and WHILE allows one to represent complex episodes. Graphically,
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(growl) (hear) (raise)

[
act act act
< >a—<> >< > -
object then object
actc\ /clor

<lion> < big-game hunter >

» Critled>

actor

Figure E4—4. A representation of the episode The big-game
' hunter heard the lion grou! end raised his gun.

an episode is simply 8 sequence of event nodes connected by conjunctions. An
example of a graphical representation of an episode in which a big-game hunter
hears a lion growl and raires hir gun is shown in Figure E4-4. (The empty
nodes represent tokens of the three events, hearing. growling, and raising.)

A simple propositional sentence can be broken down into a relation and a
set of concept arguments. A relation can be broken down further into primi-
tive predicates by semantic decomposition. Rules were discussed here that
conjoin and modify concepts, relations, propositions, and operators and that
create more complex structures such s episodes. These rules give MEMOD the
power to represent episodes of varying complexity. The next section outlines
the interactions between these representations and the interpreter.

The Interpreter

Knowledge is supplied to MEMOD iu the form of sentences. After these
are parsed, the interpreter makes the sppropriste changes to the ASN by
esecuting the program associsted with esch relation in the input sentence.
For example, a basic relation built into MEMOD is CONNECT. There is a type
node for CONNECT that is linked to a computer program that joins nodes
together in the ASN, as shown in Figure E4-85.

If the interpreter encounters a parsed version of the sentence Connect dog
to animal with isa, it will look up the word connect; find that it denotes a
built-in program that takes three arguments; bind the arguments dog, enimal,
and ise to the variables X, Y, and Z; and execute the program. The result
is 8 network structure:

iss
g —, auimal .
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X
: roct
ea objec (the computer drogram
connect ———3Pu- that links nodes
together in the ASN)

varisble Y
\ isa to /
4
isd

with

Figure E4-5. Representation of the relation CONNECT.

The CONNECT program was built into MEMOD from the outset. However,
it is possible to define words by associating programs with them. For example,
the LNR group gives the following definition for the word son.

Define son as predicate.
the definition frame for son is: X isson of Y
the definition ts:
Connect X to male with sex.
If age of X is less than 18, then
connect X to child with isa. °
connect Y to X with psrent-of.
]

(This represents an interaction with the MEMOD system. The text in ordinary
type is entered by the user; MEMOD's replies are in italies.)

The relstion DEFINE is iteelf a built-in procedure that builds structures
in the ASN. For example, defining son yields a structure that is something
like the one shown in Figure E4-8 (which is not exact, since all of the arrows
pointing to the node CONNECT wouid be pointing to the same type node in
the ASN).

1
Y

) )

ionel) {connect)
\ / 1\
nnnl Y X perenmof

| |
\ /
X mele sex age

fconnect)
/ 1\

X chid isa

Figure E4-8. Representation of the definition of son.
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The important thing about this structure is that it invokes changes to the
ASN when interpreted. Although its representation is uniform with declar-
ative network structures, it is a representation of a procedure. \When the
interpreter is given the sentence Oedipus is the son of Jocasta, it will create
a structure in the ASN representing the facts that Jocasta is the parent of
Oedipus and that Oedipus is male. The distinction between procedural and
declarative knowledge in MEMOD is obscured by the uniform representation
used for both. It appears that there are two kinds of procedural knowledge,
built-in programs like CONNECT and definitions that are formally very similar
to episodes except for an IS\WHEN link. ISWHEN links a node with its definition,
and interpreting the definition results in changes to the ASN.

A word like #on. when defined in MEMOD, carries with it the procedures
necessary 10 make inferences about what it means to be a son; for example,
one can infer that a son is male because part of the definition of son is a
procedure that makes that connection in the ASN. Because definitions carry
implicit inferences about what it means to be something, MEMOD can answer
many questions. For example. given an appropriate definition, it can say
-vhat it means to be a sandwich. Here is one definition from the Kitchenworld
implementation of MEMOD:

Define randwich as recipe.
the definition frame for sandwich is: (subject)sandwich X.
the definition sa:

Place a slice of bread on the counter.

Spread preferred spread of X on the bread.

Place each ingredient of X on the bread.

Place a second piece of bread on the bread.

it

This definition has a network structure similar to those shown above.
It is composed of nodes representing simpie actions like place, which are
composed of simpler predicates like CONNECT. To answer questions such as
“What containers vould be left on the counter alter 1 made a sandwich? the
interpreter executes the sandwich recipe in the ASN. This results in changes
to the ASN. For example, containers that were previously associated with
refrigerator by an IN link may subssquently be linked to counter by ON.

Conelusion

MEMOD impiements & number of powerful ideas, which were reviewed
~here. Semantic decomposition, for one, ensures that concepts with similar
meanings have similar structures. This was illustrated by a general structure
‘or verbs that mean to cawse a change in locetion. In MEMOD, the meaning
of a concept is reflected in its structure, its composition of simpler units of
meaning.
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Verbs and other structures in MEMOD have a case structure, which means
that MEMOD knows how many arguments a verb takes and what kinds of
arguments they are. There is a grammar for building structures in MEMOD,
and rules for building concepts, relations, propositions, and operators were
discussed.

Events in MEMOD can be linked by conjunctions. The THEN conjunction
is particularly important becsuse it orders events of an episode in time and
for the interpreter. Another important link is ISWHEN. It links words to their
definitions, which are episode-like procedures for building structures in the
ASN.

References

The LNR research group wrote a book called Erplorations in Cognition
(1975). It is a collection of articles by Norman, Rumelhart, and their graduate
students on experiments with the MEMCD system and is the most complete
and recent review of MEMOD.



F. BELIEF SYSTEMS

IMAGINE a conversation with a person who speaks only facts, the kind of
conversation you might have with an official who refuses to give a personal
opinion or make a prediction about the future or guess at an explanation for
a past event. Or consider the testimony of police officers; they say things like
“\WWe were called to the scene at 12:07 A.M. and found the suspect holding two
hostages. \We succeeded in disarming the suspect without injury. The suspect
is now undergoing psychological evaluation.” What they do not say it that
thev believe the suspecet is guilty, that they believe he is a doped-up crazy,
that they were scared stiff while disarming him, that they sincerely hope he
gets the maximum sentence, that helding an old 1ady hostage is a miserable
act of terrorizm, and so on. Police officers rightly stick to the facts. At least,
they do while on duty. Afterwards, we assume they are as full of opinion,
velief. innuendo. prejudice, and emotion as the rest of us.

In this example, the distinction between fact and belief has been amplified
to emphasize that much human discourse is in beliels, speculations. predic-
tione, desires. and so on. The research discussed in this article is concerned
with the structure of beliefs, how we reason with beliefs, how beliefs function
as prejudices w influence interpretation, and how emotions affect reasoning.
These questions, and the eomputational systems that have been implementad
1o explore them, fall in the domain of belie/ systems.

Abelson (1979) has outlined a number of peculiarities that set beliefs apart
from facts und that distinguish belief systems from other systems in Al:

1. Belief systems are not consenswval Different beliefs may result in different
interpretstions of the same phenomena. For example, depending on
one's beliefs. the “gensration gap” results from insensitive and restrie-
tive parents or from ungrsteful snd immorsl children. Oune's belies
can influence interpretation of relatively sure facts; for example, some
smokers refuse o believe that smoking causes cancer, and some people
insist that concemtration camps never existed but are the crestion of
propagandists.

2. Beliefs deal with conceptuel entities such as the generstion gap, the

supernatural, snd extrasensory perception. Thus, an entity that exists
in one belief system may be abesat in another.

3. Sometimes belief systems represent alternative “worids,” typically, “the
world as it should be." ldeclogies often have implicic alternative worlds.

{i. Beliefs have an evelustive or effective component. Events tend to be good
or bed, to evoke plessure or displessure. Abelson . :tinguishes between
two aspects of affect. One involves the world divided up into good and
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bad things (or into as many categories as there are affects). From this
categorization one can infer the goodness or badness of events or objects.
For example. if X is bad. and Y helps X, then ¥ must be bad also.
Much of Abelson’s early research was devoted to this kind of reasoning.
A second aspect of affect is how it influences the operation of a system;
for example, Faught (1975) characterizes emotions as leading o motives,
and Bower (1981) discusees the effects of emotion on memory.

5. Beliefs may be based on subjective experiences or episodes. Logical,
rational deductions may be based on a subjective event. For example, an
elaborate theory may be constructed around an event that was believed
to occur but that actually did not. An interesting historical example
is the mass hallucination of French physicists in the “N-Ray Affair”
(Kloiz. 1980). It was believed that N-ruys could be detected by their
eflects on the brightness of an electric light-bulb, and for many years,
French physicists published reports of the curious properties of N-rays.
This research continued (though at a lesser pace) even alter it was
demonstrated that perceived Buctuations in brightness were entirely
illusory. N-rays do not exist and the physics that had been developed
w0 explain them was founded on a ballucination.

6. One does not know. a priori, what krowledge is relevant 1o a belief.
The knowledge pertinent to diagnosis of glaucoma, for example, can be
cireumseribed relatively easily. It is loss easy to decide what is irrelevant
to conceptual entities such as the sezual promiscusty of foday s pouth.

7. Credibility and emotion interact in evalusticn. One may believe some-
thing is true, passionately; of there may be no emotional investment in &
belief. For example, it may be ‘rue that one brand of pein reliever con-
tains more sspiria than another, but it is herd 1o achieve the enthusiesrn
necessary to value one more highly.

These characteristics of belief and belief systems make reasoniag from
belief more complicated than reasoning from facts or measurable uncertainties.
This is for several ressons, all related to vhat the belief system knows. First,
the nonconsensuality argument is that different belief systems house different
bodies of knowledge; thus, it may be difieult for one system (o explaia or
predict the behavior of ancther. For axsmaple, it is & difficult task for the
BUGGY system (ses Article DXC7, in Vol. ) to derive the iaferancs rules
applied by its students in working arithmetic problems. The students make
sssumptions about arithmetic thet are not consensual with the sssumptions
of the adult community; consequently, they make errors. BUGGY™s task is to
explain the errors by inferring the students’ mistaken sssumptions. Another
example from the ICAI litersture (sse Chap. IX, in Vol. I) illustrates the power
of sssuming consensuality: Several ICAI systems iaaintain a student model—a
representation of what the student knows—to facilitate teaching.

Just ss nonconsensuslity is a problem, 8o are ezistence and openness,
and for much the same resson. The existence problem is that reasoning in



F Belief Systems 67

one system msy he predicated on premises that do not exist in another: for
example. one can do little to mollify a person who believes that his (or her) bad
fortune is preordained. The belief in preordination is so central to his belief
svetem (though alien to one’s own) that he accepts misfortune with resignation
and will do nothing to improve his lot. The openness problem is concerned
with the relevance of the knowledge used for ressoning; in one system a fact
may be central to an argument, while in another it is tangential. For example,
one person may attribute the decline of our society to the availability of drugs.
while another may believe the cause is inflation and a third may insist that
impiety is responsible. The first person construets the causal argument that
<ociety it being destroyed by drugs. He holds this argument with a conviction
that is lacking in the second person, who views drugs as a symptom of an
inflated economy. not a¢ a symptom of impiety or as a cause of society's ills.

Twootherapectlofbelnfmakermmdw One is the role of
affect. or emotion, and the other is the role of confidence, or certitude. It is
tempting to make a dichotomy between rational and irrationsl thought and
10 sssign emotion to the lstter category and ignore it. But there is strong
evidence that emotion has powerful effects on human cognition. In a recent
znd extensive series of experiments, Bower (1081) and his colleagues have
shown that emotion influences what we learn, what we remember, and bow we
make a variety of judgments. Our evaluations of ourseives and others and of
events are subtly but strongly bissed by what we sre fesling. Bower’s results
suggest that emotion cannot be ignored ss a factor in buman cognition and
that it is at least one factor that argues againet a strong rational-irrstional
dichotomy.

The problem of confidence, or certitude, is thet much of the information
used in reasoning is not true or false, but somewhere in between, and that one's
confidence in the information affscts one’s ressoning. One attempt to capture
this aspect of reasoning is found in MYCIN (see Article VEIBY, in Vol. B),
which attaches certainty (or confidence) foctors (CFs) to s cmeclusions. The
initial CFs are supplied to the MYCIN system with its hewsistic rules by expert
diagnosticians. Then, a8 MYCIN ressoms, it combines the CFs associeted
with the rules to produce a CF for its conslusion. The CF mechaniom is
quite cruds, however, sad very ad hoc. Clearly, MYCIN doss not embody &
theory of humea ressoning wader uncertainty. More succsmful are Tversky
and Kahneman (197¢), who have identified 2 aumber of factors that influsnce
judgments under uncertainty.

Even though ressoning with belisls involves cortain soplistications over
ceasoning with facts, the two heve besn modeled in much the same way.
Belief systeme are formally similer 10 some of the knowledge-based systems
in the Hendbosk For example, the belief thet I A kikes B, then A will Aelp
B can be phrased ss a production from which the conclusion A will help
A follows logically from the premise A likes B. This deduction is logically
and peychologically valid. Other conclusions may meintain s formal logical
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validity but be psychologically odd: for example. Jf you are suffering, then
you have found true happiness. It is useful to distinguish the formal logical
structure of a helief system from the psychological conclusions that arise from
it. The remainder of this article it concerned with both of these factors—with
formal representations that facilitate psychological, not necessarily logical,
behavior.

Implicational Molecules

Abelson and Reich (1969) described a system based on implicational mole-
cules. that is. sets of clauses related by psychological implication. For example:

(A doss X, X causes Y, A wants Y)

[A 1ikes B, A belpe B)

Just as a premise implies a conclusion, so does one part of an implicational
molecule imply another. Thus, implicational molecules can predict or explain

events:

If A wente Y. it is plausible to prediet A does X. A does X .because X covses
Yond A wents Y.

Abelson and Reich used implicational molecules in a system thst sime-
lated the extreme right-wing viewpoint of s colc’-war ideclogue. The system
used stereotyped concepts such as Western-governments, situstions-holpful-
to-the-Communists, and prevent, promeie, and control. Thess were com-
bined to form generic ssatences such as Liberals contrel Western-governments.
Generic sentences were then combined into ' mplicational molecules that defins
the cooclusions that are ressonable in the system:

(Western-gevernnents promste
sicustisns-beindul ~10~the~-Commists,
Sustisg-wp-to~-Cimmuist ¢ prevests
civestisns-helptul ~to-the-Conmmniste,
Liberale csmtrel Sestera-goveranasts,
Libersls fear otendisg-wp-to-Conmmista) .

A higher order structure wes the master script, which spelied cut several
general contingsncies for the [ste of the free world. Part of the seript says
thet the Comeunists west (0 dominate the world aad wiil do so unless the
fres worid exercioss its powes, ia which case the fres world will surely prevail.
Generic events were considered instances . very general master-ecript events.

The system could judgs the credibility of events; bad events were attrib-
uted to the Communists, good to the free world, and never the other way
sround. It could sleo predict events and say what should be done if and
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when they happened. This was accomplished by associsting an event with
one on the master script and following it to a conclusion. For example, an
event interpreted e« Communist domination was predicted to result in world
takeover unless the free world flexed its muscles.

The system answered specific questions about real people, not just abstract
questions about zeneric sentences. It did so by instantiating generic sen-
tences with more concrete concepts. For example, Liberals control Western-
governments might be instantiated in the belief that LBJ controls the United
States.

One characteristic of belief systems in general is that they perform well
with stereotyped beliefs. They reflect what we suspect to be true—that little
knowledge is required to hold an oversimplified, dogmatic opinion. (\Why let
facts interfere with what one knows is right?) Abelson’s Cold War Ideclogue
was not very knowledgeable; it could easily conclude that the Berlin \Wall was
built by the Red Chinese, since it is just the sort of miserable thing that
Communists do. Ideological oversimplification seems to provide a counter-
example to the pervasive idea that knowledge is power. To achieve strong
dogms. one must ignore the evidence, counterexamples, and qualifications
that compromise s position.

The Structure of Belief Systems

Abelson (1973) later developed a hierarchical formalism for beliefs, based
on conceptual dependency enalysis (see Articles m.Cs and IVF3, in Vol. 1).
Abelson starts his analysis with three kinds of atoms: purposes, actions, and
states. Purposes encode the wante or desires of actors; for example, Mery
wents John to do his shere of housework. Actions are the things that the
sctors want to do. and states are the situations that they want to bring about.
The next level of Abelson’s hierarchy combines these atoms into molecules;
these are similar to the implicational molecules described earlier.

Molecules represent actions undertaken by actors to produce outcome
tiates. In their simplest form they are (Purpose, Action, State) triples, but
lsrger chains and networks are also pomsible. Among the larger structures
are plens, themes, and scripts. Plans represent action-etate ssquences, where
each state ensbies & subsequent action until » final goal state is obtained. The
strecture of plans reflects that a set of sequential or paraliel actions is usually
required (0 achieve & goel. By sssumption, plans are always relsted directly
to the purposes of a main actor. I other actors are involved, they are simple
agents or instruments with no sutomomy; they cannot enhance or frustrate
the plans of the main actor.

While plaas represent the purposss of » single actor, interactions of the
purposes and plans of sutonomous actors are represented in themes. Abelson
formed a taxonomy of themes based on the possible interactions of two actors
(see Table F-1).
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TABLE F-1
A Taxonomy of Themes (from Abelson. 1973)

Influence of Actors

Sentiments Neither One Both
toward Other influences Other influences Other influence Other
Some positive, Admirstion Devotion Cooperation
no negative Appreciation
One actor Alienation Betrayal Rebellion
negative (also Freedom) ictory

Dominance
Both actors Mutual Antagonism Oppression Conflict
negative (also Law and Order)

Mutual antagonism, for example, refers 1o agents who are negative to
each other, but powerless to inflict harm. When one actor is able to harm the
other, oppression results; when each can influence the other, conflict results.

Scripts are sequences of themes that follow each other in some psychologi-
cally plausible fashion. (The reader should be aware that this is an earlier
and different interpretation of the roles of themes and scripts than is found
in Abelson's research with Schank, 1977; see Schank and Abelson, 1977, and
A:uckn’n,mVoll)Smpkmpumvdviumummfotmple.
blossoming relationships, wherein a Love theme develops from the themes
of Admiration, Cooperation, Devotion, or Apprecistion, and souring relation-
ships, which happen when Love is complicated by Rebellion and, subssquently,
Mutual Conflict.

Differences betwesn individual belief systems are manifest primarily at
the theme and script 'evels. Thess constructs provide for alternstive views
of the same events; for exampls, s relationship might be viewed as alienstion
by one astor and o8 mutual antegonism by the other. One may feel he in
not at fauit for & deteriorating releticaship; the other may feel that hostility
is involved. The greatest idissyncrasy of belief is found st the script Jevel,
whaere the repertcire of seripts meintained by sa individual defines his ideslogy
(recall the master-script that defined the beliefs of the cold-war ideclogue).

‘We now turn from Abslson's designs for general belief systems o & specific
kind of belief, namely, parancid belief.

PARRY

PARRY was one of the earliest and most ambitious simulations of the role
of beliefs and sffects in cognition. It is & model of what its designers call
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ihe paranoid mode. a pattern of behavior motivated by paranoid beliefs and
intentions. PARRY''s original designer, Kenneth Colby. is a psychiatrist. and
PARRY embodies his theory of paranoid behavior. \We will discuss this theory
shortly. but first we consider the characteristics of paranoia.

Paranoids are suspicious; they think that other people intend to harm
them. They believe they are the target of conspiracies. They have a great
concern with “evidence,” and are likely to treat a random event as significant
and intentional (the intentions are held by “them”—those malevolent others).
Paranoide are also hypersensitive to eriticism:

References 10 the self are misconstrued as slurs. snubs, slights, or unfair
judgements. He may feel he is being watched or stared at. He is excessively
concerned about his visibility 10 eves that threaten 10 see concealed inade-
quacies. expose and censure them. Cameras, telescopes. etc. that may be
directed his way unnerve him. He may feel mysteriously influenced through
electricity. radio waves. or (more contemporaneously) by emanations from
computers. He is hypersensitive to criticism. In crowds he believes he is
intentionally bumped. Driving on the highway he feels repeatedly followed
100 closely by the car behind. Badgered and bombarded without relief by
this stream of wrongs, he becomes hyperirritable, querulous, and quarrel-
some. (Colby. 1978, p. 4).

Two other characteristics of paranoia are fearfulness and hostility. One
van see how both might arise from the conviction that the self is in a bostile
and imentionally malevolent world. A last characteristic, which Colby says
makes parancia very difficult to treat, is rigidity and abeolute conviction.
Once a parancid is convinced, for example, that his doctor is in collaboration
with “them,” it becomes extremely dificult to resstablish rapport becaue the
patient will not compromise his beliefs.

The characteristics of parancia are so clear-cut that it is possible to
simulate the parancid mode. PARRY was and is an ambitious project because
it involves integrating beliefs, intentions, and affects with more “rational”
rognition. The manner in which these components interact is dictated by
Colby’s theory of parancia.

Parancid behavior arises, according to Colty, from attempts to avoid
bumilistion. In the PARRY simulstion, humilistion arises, snd is imtently
avoided, during sn interview with a doctor. (PARKY has a nstural-languege
from-end, but it is not very sophisticated and we will not be ccacerned
with it here.) Briefly, the parancid (and PARRY) is hypersensitive 10 any
romment that can be interpreted ss reflecting his own imadequacy. Any
such comment increases shamne and hemilistion. (Intense parancia involves
interpreting virtually oll interactions in this way.) The parancid seeks to avoid
umilistion and shame, sines it is intemsely painful, so whenever he detects
+ situstion in which the doctor might be meking s humiliating comment.
%t takes three defemsive actions: One is to change his opinion of the doctor
'e.g.. Anyone who thinks /m crasy must be reslly incompetent); another is to
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decrease his level of shame, since he has concluded that the doctor, and not
he himself. is at fault; and the third is to take som: action, which may be
hoetile.

To achieve this behavior, PARRY has a number of beliefs, a number of
common inferences. and several processes that we will describe briefly. Beliefs
include The doctor is crazy or The doctor is friendly. PARRY also has four
beliefs that reflect humiliation: PARRY 1is stupid, PARRY is dishonest, PARRY
is crasy. and PARRY is worthless. PARRY must avoid concluding that any of
these are true, since these conclusions cause pain. Unfortunately, PARRY is
always trying to find evidence for them in its interactions with the doctor.
This is the problem: To avoid humiliation, the parancid must constantly
search for it: he must catch the insult and deflect it before it harms him.

PARRY has a set of inferences that alert it to insults, and its hypersen-
sitivity arises from these inferences. For example, if the doctor says, “You
didn’t answer my question,” PARRY infers that the doctor thinks he is stupid;
this statement can also be taken as evidence that the doctor thinks PARRY
is not telling the truth—is dishonest. Whenever the doctor says anything.
PARRY makes whatever inferences it can, and if the inferences support any
of the four Immahctwnbelicfsthntmjuuwﬁomd then PARRY incresses
ite level of shame.

Thus, one of PARRY’s processes is to search for evidence of humiliation in
the doctor’s communications. When this process finds evidence, another qffect
process incresses PARRY’s shame; if the level of shame crosses a threshold,
PARRY launches into characteristic hostile paranoid behavior. This involves a
third process dealing with intentions. PARRY has three emotions—fear, anger,
and shame—each of which plays a role in PARRY’s intentions. When anger is
high, PARRY intands to attack the doctor; when fear is high, PARRY intends
to alter the interview situation o that the outcome it fears—humiliation—is
Joss likely. And when shame is high, PARRY doss three things: It defends
itaelf by throwing out the belief that led to humiliation and replacing it with
anothar one, ususlly a revised snd uncomplimentary belief about the doctor
(e.g.. The doctor is crasy); it reduces its shame, since the belief that caused
shame has been exorcised; and it intends a strong action, usually based on its
new helief about the doctor. It may intend to sttack, lis, or withdraw.

We have discussed how PARRY integrates inferences with sffects and
intantions to producs parsacid behavior; we conclude with the following briel
example of a dislogue with PARRY. Initially, the doctor asks a lot of innocuous
questions, from which PARRY concludes that the doctor is friendly, wants to
help, and can help. For example:

Doctor:  Wast ¢0 you de fer 2 liviag?

PARRY: I werk at Sears.

But the doctor is sure to stumble onto a topic that PARRY finds sensitive, at
which point PARRY will experience an increase in shame:
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Doctor: How much do you get paid an hour?
PARRY: My salary is scne of your business.

In this interaction. PARRY concluded thst the doctor was implying that
PARRY had no money~was worthless. Although shame was not elevated to
the point that PARRY enters parancid mode, it does provoke an angry attack.
PARRY can be mollified if the doctor goes back to asking innocuous questions,
or compliments PARRY, or apologizes.

At a later point in the interview, PARRY introduces its main concern—
that bookies and the Mafia are out to get him. At this point, the doctor
must tread very carefully. If the doctor expresses any skepticism about
PARRY & delusions. shame will increass markedly, and PARRY will become
uncooperative. As long as the doctor asks simple questions, PARRY will
answer them:

Doctor:  What about bookies?
PARRY: A bookie dida’t pay me off omce.
Doctor:  And then what bappened?

PARRY: I bad an argument with the bookie who did not pay off.
Later on I remembered be bad fricads ia the wnderworld
and I thought he would wse them tO got even with Be.

Incidentally, PARRY has an elaborate story about the bookies, rather like
Abeleon's master-script. One of PARRY’s goals for the interview is to tell the
whole story. The last interchange was, therefore, quite successful. However,
telling the whole story makes PARRY vulnerable and sensitive, e that when
the doctor says:

Doctor: 1 fimd you imterestiag.
PARRY thinks it is an insult and responds angrily:
PARRY: Are you tryisg to ssy scusthiag?

The doctor then ssks several questions that are inflammatory and that elevate
PARRY's affects. The doctor finally says:

Doctor:  You appear t0 be very sick.

This is intolerable to PARRY. It increases his fear, anger, snd shame markedly.
From this point om, the interview deteriorstes. PARRY Hes:

Doctor:  New do you feel right aee?
PARRY: 1 am.pertectly fime.

And withdraws:

Doctar: Do yeu need te have peychiatric treatasss?
PARRY: I doa’t waat to talk abowt it.
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PARRY substitutes uncomplimentary beliefs about the doctor for shame-
ful beliefs about himself. concluding that all doctors are bad and that this one
is abnormal. These beliefs allow PARRY to reduce shame and drop out of the
paranoid mode into being merely angry, so that when the doctor concludes
the interview and thanks PARRY for his cooperation, PARRY bluntly tells him
not to come back.

Conclusion

The study of belief systems is challenging because, unlike “facts,” beliefs
are nonconsensual, have associated affects. and have associated confidences
or credibilities. Even the basic problem of how confidences in beliefs are
adjusted by evidence has no general solution, and the more difficult problems
(e.g., the effects of emotion on cognition) are barely formulated, much less
solved. Despite these dificulties, the researchers surveyed here are convinced
of the importance of belief systems, since humans clearly do not reason entirely
from facts with consistent inference rules, but instead, prejudices, bisses,
episodic memory, confidences, and emotional states are nestly integrated into
“rational” reasoning.
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