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The Dependence Graph for Bases in Matroids

Stein Xrogdahl

Abstract

This paper discusses a certain graph, called the "dependence greph"
("the DFG"), that can be defined naturally for a given independent set
in a matroid. We are mainly concerned :/ith the DFG of bases, and we
studk what the DFG of a base tells about the matroid. We show that
there is a nice connection between the DPFG and duality, and between
the DFG and connectivity for matroids. ‘This last fact leads to an
algorithm for determining the connected components of a matroid and
also to one for computing & circuit containing two given distinct
elements in the same such component. A simple algorithm using
depth-first search is given for solving this last problem for graphic

matroids.
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1. Introduct:

This paper c.scusses & certain bipartite graph that can natuvrally
be defined for an independent set in a matroid. This gravh i here
called the "dependence graph" of the independent set, but it occurs
in [6] under the name "simple border graph".

‘he dependence graph of an independent set exposes to a certain
extent how this set is located within its "enviromment", the set it
spans. This graph is important in Lawler'r matroid intersection
algorithm [7], and its properties make up the fundamentals for the
combinatorial proof given for the algorithm in [6]. Lawler has also
conjectured that the "matroid parity problem" is solvable in polynomial
time, and dependence-graphs may well ‘urn out to be important also
here. (The "matroid parity problem"™ is to find the greatest set of
pairs constituting an independent set in a matroid where the elements
are partitioned into pairs.)

An interesting property of the dependenca graph of any base of a
matroid is that it very nicely reflects the structure of comneciaivity
in the matroid. This leads to a simple algorithm for finding the
connected components of a matroid, that is described in Section 6.

As the title of this paper indicates, we shall mainly be concerned
with the dependence greph of bases. This is, however, not a very strong
restriction, as any result obtained for this special case directly

applies to any independent set considered as a barc of its span.



The dependence graph of a base 1is closely related to Whitney's
concept of a "strict funiamental set of circuits" in [10], and Lemma 10
in Section 7 iz more or less a translation of one of hir theorems for
such circuit-sels into the language of this paper. 'The proof, however,

is different.

2. Basic Concepts

In the following we will consider the basic properties of matroids
as known. However, to settle the terminology we give a brief survey of
~~me definitions and theorems from this theory below. A nice introduction
to matroid theory is given in Whitnuey's original paper {9].

Throughout the paper we will take the freedom of writing e
instead of {e] when this is obvious from the context. The cardinality
of a set A will be denocted |A] .

A matroid is defined on a finite set E by & family of subsets
of E , called the "independent" subsets of E , that obey the following
axioms:

(1) ¢ 4s independent;

(11) any subset of an independent set is independent;

(i11) for any set A C E, all maximel independent subsets of
A have the same cardimality.

The common cardinality mentioned in (iii) is called the "rank" of A,
written " r(A) ".

A set which is not independent is said to be "dependent”. The
minima. dependent sets are called "circuits®. No circuit is properly
contained in ancther, and if cl and 02 are cirouits such that
eeclnc2 and elecl-c,‘, s then there is a circuit in °1U°2“

containing e -



For al1l ACE the maximal set S such that ACSCE and
r/A) = r(S) 4is well defined, and this set is called the "span" of &4 ,
written " sp(A) ". The elements in sp(A)-A are exactly those
e ¢ E-A such that there is e circult in AUe containing e . If
I gt is independent and e« sp(I)-I , then IUe contains a unique
circuit, which we shall denote " Cle,I) ".

A maximal independent set is called a "base". A4ll bases have the

same cardinality r(E) , and if B, and B, are different bases, then

2

for each e, ¢B.-B. there is an e eBe-B is

1" 7172
also a base.

1 such that Bluea-e

1l

A matroid is obviously de“ermined 1f its set of bases is given.

It turns out thet the set of base-complements (in E) for a matroid M
form the base-set of another matroid, which is called the "dual” matroid
of M.

We also need sume elementary graph-theory and we use the following
terminology. A graph is a finite set of "nodes", together with a set
of "arcs", each being an unordered pair of distinct nodes, called its
"endnodes”. A subset P of the nodes of a graph G is said to be a
"partitioning set of G™ Aif each arc of G has ~me endnode in P and
one outgide. If u graph has a partitioning set P then it is sald to
be "bipartite”, and themn the set of nodes outside P also forms a
partitioning set.

A "matching” in a graph is a subset L of its arcs such that each
node occurs as an endnode of at most one arc of L . A set N of nodes
is sajd to be "covered” by & matching L if each node in N occurs as
an endnode of an arc in L . In Section 4 we will use the following
well-known theorem due to P. Hall (ef. [2]):



Theosem. If G is a bipartite graph and P is a partitioning set
¢f G , then there is a matching in G covering P if and only if for
each FP' C P the set Q' of nodes reachable by following an arc from P' ,

is such that |P'| < Q'] . -

7. Definition of the Dependence Graph.

Let M be a matroic over a set E , and assume that I CE 1s
independent. The "dependence-graph of I " (writt:n "the DFG of 1",
or only " DPG(I) ") is defined as the following bipartite graph G .
T™e nodes of G are (in one-to-cne correspondence with) the elements
of E, and I is a partitioning set of G . There is an arc in G
between e, ¢l and e,eE-I if and only if e,¢ sp(I) and eleC(eg,I) .
When we draw a dependence graph we will usually have the nodes
frcm I at the bottom. As an example let M be the graphic matroid
defined on the arc set of the graph below, and let I = {a,b,c,d,e} ,

which 1s marked by double lines.

A graphic matroid and the DFG of {a,b,c,d,e} .



L. The DFG of a base, and wvhat it tells about other bases

The following rather obvicus lemma shows that the DFG of a base could

have been defined fully within the framework of bases.

Leama 1. If B 1is a base of a matroid and eleB and eaeE-B, then
there is an arc betveen e¢; and e, in DFG(B) 4if and omly if

BUe is alsc a base.

27%
Procf. If there is an arc between °1 and e2
will destroy the only circuit in BU02 by removing e - Thus

BUeg-el is independent, and therefore also a base.

in DRG(B) , then we

Conversely, if there is no arc between e and e then BU°2'°1

will contain the circuit C(ee,n) and can therefore not be a base. [
Lemma 1 tells us that the DFG of a base B describes, and is
described by, the set of bases that differ from B in exactly one element.
That this in general is not enough to detexmine all bases (and thus the
full structure) of the matroid is demonstrated by the following example.
We define two matroids on the set {a,b,c,d] . N, is the graphic
matroid of the graph pictured below, and M, is the matroid where all
sets of cardinality less than or equal to 2 are indepmndent. In doth
M, and M, , the set fa,d] 1s a base and the DFG of {a,b}  is the
one pictured below in both matroids. However, M, and N, are not
equal as {c,4} 1is a bdase in M, tat not in M, .



a b

and M, .

The graph defining M, . The DFG of {a,b] in M
1 1 2

We may obtala & feeling for how "little" the DFG of a base says
about the matroid by observing that the number of different DPGs o n
2
ncdes srows not faster than 0(2n ) . However, D. Knuth has shown in [5]

that the number of essentially differenmt matroids over a set with n
2
2n -5 log,n+ 0(log log n)
elements is as big as 2 s which grows

considerably faster.

In spite of these facts it turns out that the DFG of a base points
out & much larger class of sets that must be bases than those covered
by Lemma 1, and exactly how large this clsss 1s, is degcr:l.bed in Lemma 6.
However, the proof of the fact that any set not covered by thiz lemma
is "unreliable as a base"” is for convenience postponed to Section 7.

We will also (and first) describe those sets that under no circum-
stances can be bases, by giving a condition that all dases must obey.
This condition will immediately be shown to be as strong as possible.

In the fol1w1;g lesmas, matchings in the DFG of a base will be
importamt. If L 1s a matching in the DFG of a base B , then we will
dencte the set of its endnodes outside B as ® OUT(L) " and the zet
of those inside B as " IN(L) . The set BUOUT(B) - IN(B) will be
denoted L(B) . Obviously |our(r)| = |m(rL)| ama |L(B)| =~ |B| .



We start out with the condition which ail bases must obey, and we
first prove a slightly more general result than we need.

Lemma 2. Let B be a base and I an independent set of a matroid.
Then there is a matching L in DPG(B) such that OUT(L) = I-B and

IN(L) € B-I .

Proof. By P. Hall's theorem it is enough to show that, for any
I'c I-B, the set J' of ncdes in B-I that are reachable from
I' by arcs in DPG(B) will satisfy |I'| < |o| .

For each I' we have

eel’

3= (B-I)n( U C(e,B))

This implies that I'U(BNI) € sp(J'U(BNI)) . Since both I'U(BNI)
and J'U(BNI) are independent we must have
j1*u(BNI)| < |I'U(BNI)| - This implies |I'| < {J'| , vhich is

vhat we vanted. [J

As all bases have the same cardinality, we immediately obtain this
lemma (which was probably first proved by Magnanti in [ 8 ])s

Lewwa 3. JTet B and B* be two bases of a matroid. Then there is a
matching L 4n DFG(B) such that OUT(L) = B'~B and (L) = B-B* .

To show that this conditiua is the strongest possidle, we prove
the lama below. Note that the following lemma also proves that for
any bipartite graph G with a designated partitioning set B , there
is a well-defined base-richest matroid over the modes of G , such that
B is a base of thismatroid and G is the DRG of 3B .



Leema 4. Let G be a bipartite graph and let B be one of its
partitioning sets. Then the set 8 = {L(B) | L is a matching in G}
forms the set of bases of & matroid over the node-set of G . (Here we

allow L to be empty, so that BeBS .)

Proof. We could here prove directly that the axioms for bases are
true. However, the constructions needed have been done once and for all
in a more general setting by Edmonds and Fulkerson in [1]. Here they
prove that if H is & graph and E 4s a subset of its nodes, then
the subsets of E that can be covered by a matching in H will form
the independent sets of a matroid on E .

The appropriate H for our case is obtained from G by adding an
arc witt endnode b' from each node be¢B . Further we let E be all
nodes in this graph except the old b-nodes, letting b' be their new
representa’ives. That the Edmonds/Fulkerson construction on this graph
yields the mstroid in the lemma is now fairly easy to see, and the
details are left to the reader. The following illustration may clarify

the construction:

(\

S N T T &, 8, & 8 8, &
o)
bé bs b{‘ b,').

bh b bi

G H

The matching indicated in G shows that {ﬁ"?ba’bh’bs} isin 8.
The matching indicated in H shows how the corresponding set {ﬁ"z’bé'bi'bé}
occurs as a base of the matroid described sbove. [

8



We now turn to the problem of characterising those sets that the
DFG of a base B points out as bases. Let B' be a set such that
|B'| = |B| . By Lemma 3 we imov that if B' has any chance of
being a bace, there must be a matching L 4in DRG(B) such that
B' = L(B) . Tt turns out that the only time we can really conclude that
B' is a base is vhen there is only one matching L such that L(B) = B' .
A matching L which 48 such that no other matching has exactly
the same IK- and OUT- set will be called "clean". However, since we
want to use this condition in different forms, ve will first define
cleanness in a rather obscure way, and then prove that thic is equivalent
to the above condition, and alsc to a third form whict will turn ot to
be perhaps the most useful one.
Let L be a matching in the DFG of a base B. We will say that L
is "clean” if every submatching L' of L is such that there exists
a node in IN(L') whoze only arc to modes in OUT(L') 4is the one
in L' . A simple cycle in DRG(B) which 4s such that exactly each
second arc is in L 1is called an "L-alternating cycle". (In [6] this
1s called a "main cycle induced by L*".) We prove the following lemma.

Lemma 5. Let L be & mmi~hing in the DR; of some base B of a matroid.

Then the following three itatementis are egquivalent:

() L is clemn.

(b) There is no matching L' in DFG(B) such that TN(L) = IN(L') ,
OUF(L) = OUT(L') and L £L' .

(c) The DFG of B has no L-alternating cycle.



Proot.
(a) » (b). By the definition of cleanness we can see that if

IN(L) and OUT(L) are given, then the process of choosing arc by arc

a matching that covers exactly these sets can only be done in one way,

since there is always an arc in the remaining set that has to be choscn.

(b) = (c). Suppose there were an L-alternating cycle in DPG(B) ,
with arc-set C . Then (LUC) -(LNC) would be ancther matching

obeying all the requirements of L' in (b).

(¢) = (a). Suppose L is not clean. Then there is a submatching
L' of L such that each node in IN(L') has arces to at least two
nodes in OUT(L') . Start at any node in OUT(L') and follow the arc
in L' from here to the "corresponding” node in IN(L') . Then
take any other arc to another node in OUT(L') , and repeat the process
again. By the finiteness of L' we must eventually come back to a
node in OUT(L') which we have seen before, and then an L-alternating

cycle is formed. L]
We are now ready to prove the result claimed above.

lemma 6. If L 45 a clean matching in the DFG of a base B of some
matroid, then L(B) is a base.

Proof. By the origimal definition of cleamness we can pick an arc aek

with endnodes e. ¢ IN(L) and eaeour(r.) such that there is no arc

1

from e, to any node in M(L)-ca. This means that e, does not

1
occur in the circuit C(e,I) for any node ecOUT(L)-e, -
By Leoma 1 the set B’ = Buea-el is also a base, and since the

circuits mentioned above are not touched by this interchange, the arcs

10



from nodes in OU'I‘(L)-e2 are the same in DFG(B') as in DRG(B) .
Thus the matching L-a reoccurs in DFG(B') and it is clean here as
it was in DPG(B) . Thus by an inductive argument on the size of L,
we can conclude that L(B) is a base. O

Not surprisingly, it is also true that if L is a clean matching,
then L will reoccur "upside down” in DPFG(L(B)) , but we leave the
proof of this to the interested reader. (A proof occurs in [6].) This
is not generally true if L is not clean, even if L(B) 1is a base.

The remaining question now is whether Lemma € covers all sets that
must be bases. Unfortunately the set &S = {L(B) |L is a clean matching
in DFG(B)] does not generally form the base-set of a matroid. This can

for example be seen by studying the following bipartite graph:

d e f

i i i E-B
2 Y B

a b c

Here B, = {a,d,e] and B, = {c;e,f] are both in 8 . However, to

conform to the base-axioms, there would have to be an slement in

B,-B, = {c,£] that could replace a in B, . But neither {e,d,e}

nor {f,d,e] are in 8, showing that 8 is not the base set of a matroid.
Thus the "base-poorest” matroid is not nicely well-defined as is

the base-richest. The proof that Lemma 6 still is the best possible

(in a little weaker sense) is postponed to Section 7, where the necessary

tools are developed.



5. Duality and the DFG of a Base

The relation between the DF; of a base and duality is the following

simple one.

Lemma 7. If B 1s a base for a matroid M on E , then the DFG of the

base E-B in the dual matroid M* is the same as the DFG of B in M s

considered "upside down".

Proof. This is & direct consequence of Lemma 1 and the fact that

the bases of M* are exactly the complements of the bases of M .

The relation between the DPFG and duality will be investigated

further in Section 7.

6. Connectivity
In this section we will prove a simple relation between connectivity

in matroids, and the usual graph-connectivity in the DFG of some base in
the matroid. This relation will naturally point out a simple algorithm
for computing the connected components of a matroid.

By using Whitney's original definition of connectivity in matroids
(in terms of rank-relations) the relation we shall prove would be rather
evident. We will, however, give a presentation in terms of circuits,
which will also yield an algorithm for finding a common circuit of two
elements if they lie in the same connected camponent.

We will say that two elements of a matroid are "connected” if there
exists a circuit containing them both. This relation is obvicusly
symmetric, and we will define it to be reflexive. That is, an element
that occurs in no circuit is commected to itself and nothing else.

That it also 1s transitive follows from this lemsa:

12



1 and 02 be circuits such that

1 and e, be elements such that eleCl-C2

Then there is a circuit in ClUC2 containing both

Lemma 8. 1In a matraid let C
¢y NC, £@, and let e
and L‘2 xCe-C

e and e

q
=N

3

2

Proof. The proof is by induction on |ClUC the lemma holds

A
vacucusly when IClUCE[ <Z.

“or the inductive step choose an element e rclﬁc2 » and & circuit

Sz in Cluuz 5

not, we can use the induction hypothesis on C

-e containing e - If e eC5 then we are done. If

3 and 02 » except vwhen

c,~<",c¢C In this case we pick a circuit C, in C,UC,-e

1l 2 s
Antadt - ~ o
containing e, . Then cuncj 2 Sy, # ¢, and as Cj and C)

toth avoid e we have lcjuch{ < fc,uc Thus we can use the

2l -
induction hypothesis again.

Thus the relation of being connected is an equivalence-relation,
and the equivalence classes with respect to this relation are usually
called the "connected components" of the matroid.

Note that the connected components of & graphic matroid are identical
to the 2-connected components of the arcs in the underlying graph.
However, the connected components of a graph as used below are the
equivalence-classes of nodes with respect to being connected by a
single path. To avoid confusion we will call this last type of
connectivity in graphs "G-connectivity"”, while connectivity in
matroids is called "M-comnectivity". The corresponding connected

components will be called "G-components™ and "M-components"™ respectively.

Lemma 9. If B is a base of = matroid, them the G-components of

DFG(B) are identical to the M-components of the matroid.

1>



Proof. Suppose e and e' , e f e', are in the same G-compounent
of DFG(B) . Then we can obviously find a sequence e,,e,,...,e from
E-B such that ecC(eyB) , e'cC(e;,B) and C(e, ,,B)NC(e,,B) [ ¥
for 4+ =1,2,...,n. Thus e and e' are in the same M-component.

To obtain the lemme we must also prove that there are no circults
in the matroid containing elements from two or more G-components.
Therefore suppuse there exist such circuits, and choose one of them, Cl s
such that [C,-B| 1s minimal. Obvicusly lc,-Bl >1 . Suppose C, has
elements from the G-components of DFG(B) , K, and K, , such that C,
has an element e; in K,-B . We know tha C, F C(el,n) since all
elements of C(el,B) are in X, . Choose e,cC;NK, , and choose a
circuit C, in CIUu(el, B) -e, containing e, . Obviously then
lc,-Bl < |c,-B| . However, C, must also have an element in
C(el,B)-Cl cCK,a contradiction. 3

Note that through Lemma 7 this lemma gives a nice demonstration of
the well known fact that the M-components of a matroid and its dual are
the same.

Kow suppose a matroid is given over E such that there is 2
poiynomial time algorithm {or deciding whether a given set is independent
or not, taking |E| as the "size" of the problem. Then, given any
dependent set, we can find one of its circuits by scamning through its
elements once, pushing out those that do not make the remaining set
independent. Thic gives a simple polynomial time algoritim for finding
C(eyB) if e and B are given, and for finding the DG of B .

We can now give an algorithm for computing the M-components of a
matroid based on Lemma 9. The algorithim needs a data-structure that
keeps the elements of E divided into disjoint subsets, and it needa

1



an operation " MERGE(s,b) ", a,b¢E , that will unite the subsets
containing a and b 1if they are in different subsete, and otherwise
do nothing. There are very efficient data structures and algorithms
available for this problem (see [L4], page 354).

When we start the algorithm, we have each element of E in its
own subset. We look at each element of E once in any order, and as
we proceed we build up & base for the matroid in a set B (which
initial3y is empty), by adding to B each element e we meet that
mekes BUe independent. On the other hand, when we meet an element
e such that BUe 1s dependent we compute C(e,B) , and perform
MERGE(e,e') for each e' cC(e,B)-e .

That the partition of E yields the M-components of the matroid,
when all elements have been treated, is a direct consequence of Lemma 9.

We will now show that the proof of Lerma 8 gives a polynomial time
algorithm for finding a circuit containing two given distinct elements

e. and e, whenever they are in the same M-compoment. To decide if

1
they are, we first use the above algorithm to find the M-components, and

it 21

a "chain" of circuits co’cl""’cn such that eleco and e

and e, are in the same component, it is also eary to construct
5 ecn s and
Cy,1NCy A% 5 1=212..,0 . Ifpossible, ve also "shortout® this
chain until further shortcuts are impossible.

The last step is now to "perform” Lemma 8 repeatedly on neighboring

C, 's to "shrink” them into one circuit without breaking the chain,

i
until only one circuit is left.

This obviously solves the problem in polynomisl time, if Lemma 8
ig "performable" in polynomial time. To see that it is, we first

describe how to find a circuit én a set A CE ~ontaining cne given

15



element ecA . First build s maximal independent set I for A-e

in the same way as we built the base B in the last algoritm. If
IUe is dependent, we compute C(e,I) and use this; if Iile is

independent, there is no circuilt of the type we want.

With this construction in mind it is easy to see that the proof
of Lemma 8 directly yields a polynomial-time algorithm for finding the
circuit that the lemma itself asserts the existence. The detalls are
left to the reader.

Simplifications of these algorithms in the case of graphic

matroids are discussed in Section 9.

7. Matroids Induced from Vector-spaces

Suppose Y 1is a vector-space over some field F , and let E bde
a finite subset of ¥ . If we define a subset of E to be independent
if and only if it is linearly independent in v , then basic theorems
from linear algebra tell us that these define a matroid on E . Let
us call this the "induced matroid” of E .

If ve fix some independent r-tuple B = (bl’ba’”"br) from YV
that spans E then each elament ec¢E can naturally be represented as
an elament e' in F . We will ccnsider the elements of F as
colisns, and these columns also form a vector-space in their own right.
In this vector-space the elements E' = {e' | ecE] will intuce the same
matroid as E did in VYV , quite independemnt of the choice of the set B .

If G 13 a bipartite graph, we define an "F-labeling of G" to be
an assigmment of non-zero values fxam F to the arcs of G .

let E be the node-set of G, le¢ BCE be a partitioning set
of G and suppose an F-labeling of G is given. Ve can them in a
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natural way associate elements of F , YT = |B| , to each node in G
such that B is & base of the matroid induced by these elements, and
such that the DPG of B in this matroid is G . We first arrange
the nodes of B in some order bl’b2""’br , and to node bi we
agsociate the column b! with a "1" in position " 1%, and with zeroes

i
elsewhere. To each node a ¢ E-B we associate the column

T
a' = 2 q_,b' , where gq is the label of the arc between a and
= ai’l ai

bi if it exists, else it is zero. As an example, look at this picture

(F are the real numbers).

L 0] 0 0 0
9] 3 2 0 0
-2 0] 0 0 1l
0 0 =3 0 -1l
0 E-B
G
B

OKOO
=200

1l 0
0 1
0 0
(0 0

We leave it to the reader to verify that the DFG of B in the

induced matroid is indeed equal to G . We further motice that any set
of r independent vectors from any vector-space over F used as bi »
i=1...,r, (computing the "a' " s by the same formula) would induce
the same matroid over E .

Conversely, let E bde a finite set of vectors from a vector-space
over F, and let B be a base for the induced matroid M . Since then
every elament of E-B is a unique linear expression in elements from B,

we see that the elements of E define & natural F-labeling of the DIG
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of B, such that the matroid M will reoccur by using the construction
gbove on this labeling of the D¥G of B .

Thus, for any F-labeled bipartite graph G and for any partitioning
set B of G there is a natural F-induced matroid on the nodes of G
such that B is a base and G = DPG(B) . It is also possible to
construct any matroid induced by elements of a vector-space over F
in this way (but there are generally many labelings inducing the same
matroid) .

As an F-labeling completely determines a matroid when G and B
are given, we should be able to characterize the rest of this matroid

directly from the labeling. The following lemma should then come as no

surprise.

Lemma 10. Let M be the matroid defined over the nodes of the bipartite
graph G by a given labeling from F and a given partitioning set B,
and let A be & set of nodes such that |A] = |B| . Then A 1is a base
for M if and only if det(Q) # O , vhere Q 1is the quadratic matrix

in F formed by letting icA-B index its columns and Jjec¢B-A its

rows and defining the element qi;] of Q as the label of the edge
between 4 and J if it exists, and otherwise zero.

Proof. Let us associate with each node of G the "natural” element

from F , r = |B| , and let us do the ordering of B that was necessary
for this such that the elements of B-A comes first. Let us further
order the columns associated with elements of A such that those
asgociated with elements in A-B come first and such that the rest

follow in the same order as BNA was ordered above. The rows of A
will then constitute this matrix:
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A-B ANB

BrA Z

Here Q 45 the matrix in the theorem and Z can contain anything. We
know that the rows of this matrix are indeperdent (which is equivalent
to A being a basc in M ) if and only if its determinant is not zero.
From the special structure of the matrix it follows that this is true

1f and only if aet(Q) A0 .

It may be instructive to observe how Lemmas 3 and € could be proved
for this type of matroids from Leamma 10.

We notice that if A 1is a base and we want to find DPG(A) with
its labeling, then we must invert the mavrix pictured above. We also
notice with interest that the condition in Lemma 10 is invariant with
respect to replacing B by E-B, since det(Q) = det(Q") . This
immediately leads to the following lemms.

Lesma 11. Let G be a bipartite graph with a labeling from &

field F, and 1ot B be a partitioning set of G . Then the matroid
defined over the set E of nodes in G with respect to B is the dual
of the matroid defined on E with respect to E-B (by the same

labeling) .

19



We conclude this section by proving the earlier announced fact

that Lemma ¢ is best pocsible. This will follow from the lemma:

Lemma 12. Let G be a bipartite graph with & partitioning set B
and a matching [ that is not clean. Then there is a matroid over the
nodes of G such that B is a base, DPG(B) = G , and such that L(B)

is not a base.

Procf. We will construct a labeling on G from the real number: such
that the matrix  defined "between" the two s:ts IN(L) and OUT(L)
(indexing the rows and columns respectively) as in Lemma 10 is such that
det(Q) =0 . This will be done by making a (nonempty) subset of the
ecolumns of Q sum to zero.

Since L is not clean we know by Lemma 5 that G contains an
L-alternating cycle, and let L' be the subset of L that occurs in
cne such cycle. We note that from each node in IN(L') there go at
least two arcs to nodes in OUT(L') . This is as we want it, but we
also want L' to be such that all nodes in IN(L) that are reachable
(by an arc) from OUT(L') are also in IN(L') . To obtain this we
extend L' by repeating the following operation until it no longer has
any effect: ILet X be the set of nodes in IN(L) that are reachable
from OUT(L') , and extend L' such that IN(L') = X (and such that L'
is still a submatching of 1 ). When this stops, as it must by the
finiteness of L , ther. L' obviously fulfills both the requirements
we gave above (see illustration below). We now label each arc between
IN(L') and OUT(L') with a nonzero number such that for each node in
IN(L') the labels of the arcs to nodes in OUT(L') will sum to zero.

(This is possible since there are at least two such arcs from each node



in IN(L') .) We can now complete the labeling in any way we want, and
we observe that the sum of the columns of Q associated with the nodes

in GOUT(L') will sum to zero. J

L' after extension

An example of the construction described in the text above.

8. Binary Matroids

A matroid is said to be binary if it is induced by a finite set
of vectors from a vector-space over GF(2) (the field of integers
modulo 2 ). As Whitney proved in (9], such a matroid is fully detemmined
by the DG of some base. In our setting this is evidemt, since there is
only one labeling from G¥(2) of a given bipartite greph. Thus we can
give a necess=ry and sufficient comdition for a matching L in the DFG
of same base B cf suoh & matroid to be such that L(B) 4s a dase.

Lomms 13. Lot B Dbe a base in a binary matroid and let 1L be a matching
i PIG(B) - Then L(B) is & base if and only if for every noneagty
subget - C OUT(L) there is & node in TH(L) from which there 1s an

odd mmbexr of ares tatc X .



Proof. We prove that the negations of the two statements are equivalent.
First suppose there is a set X C OUT(L) such that from all elements
in IN(L) the number of arcs to X is even. It is then evident that
the sum (modulc 2) of the columns in Q (as defined in Lemma 10,
letting A = L(B) ) corresponding Lo this set, is zero. Thus det(Q) =0,
and L(B) 1is not a base.

Conversely, suppose that L(B) is not a base, which by Lemma 10
implies det(Q) = O . Then there must be some subset of the columns
of @ such that their sum is zero, since 1 is the only nonzerc
constant. It is then easy to verify that the set X C OUT{L) corres-
ponding to this set of columns must be such that all rodes in IN(L)
has an even number of arcs into X . O

That the condition in Lemma 13 is also invariant with respect to
turning the graph "upside down" 1s not quite transparent, but it must
be true by Lemmas 10 and 11. This can be considered as a theorem in
graph-theory whose proof relies on the fact that det(Q) = det(QT) for

all square matrices over GF(2) .

9. Graphic Matroids
"Graphic matrcids" are binary matroids induced by a set of columns

from GF(2)T , each having exactly two "1"s and (r-2) "O"s. We
usually then identify each "row" with a node in a graph, and each columm
with an arc between the two nodes where it has its "1"s. Obviously
this graph (or "multigraph”, since multiple arcs may occur) fully
determines this matroid (since the order of the rows is irrelevant),
and for each graph there is such a matroid. However, different graphs

may correspond Yo the same matroid.
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It is well known that the circuits of such a matroid correspond to
(the arcs in) the simple cycles of the graph, which means that an arc-set
is independent if and only if it contains no cycle. Also, the connected
components of a graphic matroid correspond to the 2-connected components
of the graph.

Suppose a graphic matroid is given by a corresponding greph, and
suppose we want to find the DFG of some base (which we are free to choose)
of this matroid (as for example in the lM-component-algorithm treated in
Section 6). The best way to do this will generally be to use "depth-
first search” ("DFS"), where you search ualong arcs and always complete
the search from the latest found nodes before you go back to search from
an earlier found one. (See '9].) It is then natural to keep the nodes
on the path in the search-tree from the start-node to the current one,
in a stack with the start node at thc bottom. Then, whenever you meet
an arc e which forms a cycle with the arcs picked for the base B
(that is, makes ByUe dependent) then the "other" endnode of e will
always be on the stack, and the rest of the arcs in the cycle formed
(that is, C(e,B)-e ) will be exactly those on the path formed by the
nodes on the stack above (and included) the other endnode of e .

This makes the construction of a bdase ani its DFG very simplec, and
if we study what further simplifications can be done with the M-component-
algorithm given in Section 6 using this comstruction, we see that Hopcroft
and Tarjan's DFS-algorithm given in [9] for rinding the 2-connected
components of a graph comes out rather naturally.

We shall also see that we can modify this algorithm so that it
finds a common cycle of two given arcs A and B (A £ B) from the
same 2-connected component. This version of the algorithnm can also easily
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determine if A and B are in the same 2-connected component, but for
the time being, let us essume that they are. In the following description
we will use the same termminology as Tarjan uses in [9].

To fcrce the search to produce a spanning tree thatl is goeod for
our purpose, we usethefollowing simpie deviation from r_ndom choice.
We start out the cearch in an endnode of one of our arcs, say A , and
we choose arc A ac the first one to follow. Let us call the start-node
"r" and the oth:r endnode cf A " s". Latcr, whenever we come to a
new node, we first check if it is an endnode of B , and if so, we choose
to follow B first. We will call the node from where we I'irst see B
"t " and the other endnode ¢f B we call "u”.

Considerations in [9] then tell wus that we will find B Dbefore
we backtrack alons A , which means that A 1s the first arc on the
path from the root r <+to node t in the spanning tree. We also know
thet B will be included in the spanning .ree.

In this version we need no stack except the cne that keeps track
of the nodes in the tree between the rcot and the current node. When
we see arc B for the first time (in node t ) we set up a link-chain
from the rootnode r through the spanning tree to node t by using
the contents ofv this stack. For this purpose we have a pointer-field
ABLINK in each node, which is now set to point towards t for all nodes
on the stack. Let us call the sequence of nodes from node r through
the spanning tree to node u (both included) the "AB-chain®.

The nodes also have the integer-fields "NUMBER" and "IOWPI", and
we rill these exactly as Tarjan does in (9] as the search proceeds.
That is, in NUMBER we put consecutive growing numbers as we see the

nodes for the first time, and in IOWFT of a node x we record the
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lowest NUMBER-field found in a node reachable from x by going further
out in the spanning tree zero or more steps, and then following one
frond. In our version we also keep track of the path to the node
numberes LOWPT, by including and maintaining a pointer-field "LOWLINK"
that points out the "direction" we followed tc find this node.

Tarjan has proved in [9] that for any node x on the AB-chain
{except r and s ) the node y numbered with IOWPT of x also will
lie on the AB-chain, y will’he nearer the root r than x , and
there will be at least cne node between x and y on the AB-chailn.
This leads to the following cbscure strategy for finding a path P
(with no arcs, but perhaps some nodes, used twice) from node u to
the root r .

We start out from node u by first remembering its LOWPT, and then
following INWLINKs until we find the node with this NUMBER. Then we
test if we ere in node r , and if we are not, we follow ABLINK one
step, notice the LOWPT-value here, and start out following IOWLINKs
again repeating the process. We stop when we find the root r .

Let us say xl(s “)’xe’ Xy is the sequence of nodes where we
noticed IOWPT and started following LOWLINKs, and let yl,ya,...,yn(s r)
be the corresponding sequence of nodes where these searches succeeded.
(We show below that these sequences really make progress towards the
root of the tree so that r is evemtually found.) This process can

for example lead to something like this:
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In this picture the LOWLINKs and the ABLINKs we have followed

are marked with single and double arrows respectively. From earlier
comments we know that each y; » i-=1,2...,n will lie nearer r
than y, ) (taking Yo = t ). This also inmplies that when we start
following LOWLINKs from an Xg i =2,%3,...,n , we must "leave" the
AB-chain at the latest at Yi.p for if we followed it to xi-l we
would automatically be led back to y -1 which we are not.

Thus r must eventually be reached, and it is easy to see that
if Q is the set of arcs connecting the AB-chain (including A and B )
then (PuUQ) -(PNQ) 1is a simple cycle containing A and B .

We finally observe that if A and B are not in the same
2-connected component, then this algorithm will either backtrack
through A without finding B , or the process of comstructing P
will go intoc a loop. Both these situations are easy to detect.

We end this paper by posing an apparently unsolved problem.

We know that a binary matroid is determined by the DFG of one of its
bases, and we may ask for an algorithm that determines if a certain
bipartite graph G , with a given partitioning set B , is the DFG of a
graphic matroid, and i7 so builds a grarh representing this matroid.
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Obviously we can treat each connected component of G alone, and it

18 not difficult to see that the problem is equivalent to this: Given
a set of arcs A and a family D of subsets of A . If possible, put
the arcs of A together to a tree such that each set in D constitutes
a path in the tree. This is an easily stated combinatorial problem that
may be interesting in its own right. It we know that the dual matroid
is graphic and we know a representing graph (that is, if the problem

is positively answered and solved for the graph G above, with respect
to the complement of B ) then we know we can solve this problem, as it
then becomes equivalent tc determine if a graph is planar. For this

problem a very efficient algorithm exists, see [3].

Added in Proofreading

1t turns out that W. T. Tutte has treated thc¢ above problem in the
following two papers:
- "An algorithm for determining whether a given binary matroid is

graphic,” Proceedings of the AMS, 11 (1960), 905-917.

- "From matrices to graphs," Canadian Journal of Math., 16 (1964),

108-127.
It also turns out that an algorithm for finding the M-components of
a matroid which is eesentially equal to the one described on neges 1% and
15 bere, i8 given in W. H. Curningham's FPh.D. thesis, "A combinatorial

decomposition theory," University of Waterloo, 197k, page 5.16.
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