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INTRODUCTION

Shape grammars provide & means for the recursive specification of shapes.
The formalism for shape grammars is designed to be easily usable and
understandable by pecple and at the same time io be adaptable for use in
compuler programs.

Shape grammars are simiar lo phrase siructure grammars, which were
developed by Chomsky [195b, 1957] Where a phrase structure grammar is
defined over an alphabet of symbols and generstes z language of sequences of
symbols, &8 shape grammar is defined over an alphabet of shapes and generales a
language of shapes.

This dissertation expiores the uses of shape grammars The dissertalion is
divided inlo three seclions snd an appendix

in the first section: Snape grammars are defined Some simple exampies are
given for instructive purposes. Shape grammars are used to generale & new class
of reversible figures Shape grammars are given for some well-known
mathematical curves (the Snowfiake curve, & varigtion of Peanc's curve, and
Hilbert’s curvel. To show the genersl computations! power of shape grammars, g
procedure thal given any Turing machine constructs & shape grammar that simuiates
the operation of thal Turing machine is presenied Relsted work on wvarious
formalisms for picture grammars is described A symbolic characterization of shape
grammars is given that is uselul for implementing shape grammars in computer

programs.



In the second seclion, a program that uses & shape grammar to solve &
perceptual task is described The task invoives analyzing and comparing line
drawings that portray three-dimensiona objects of a reslricted type.

The third section is divided into two parts. First, 8 formalism for generating
paintings is defined The primary component of this formalism is a shape grammar.
The psintings generated are material representations of shapes specified by shape
grammars. The compuler implementation of this formalism is described The
second parl is concerned with aesthelics. A formalism is defined for specifying an
aesthelic viewpoint. The formalism is used to specify a particuler aesthetic
viewpoinl for interpreling and evalualing paintings generated using shape
grammars. This viewpoint has been implemented on the computer. The ne! result
is that the program described in Secticn 3 can be used to interactively define the
ruies for producing & painting, can use the rules to generate and dispiay the
resuiling painting, and can then evaluale the painting relative to the specific
aesthetic viewpoint. Relationships belween the formaiir  frr gesth~'iz viewpoints
end information theory, science, and Meta-Dendral [Buchanan et al 1971] are
touched upon Finally, the possibility of using this approach to aesthetics to write
programs that automatically analyze presented art objects or design new art
objecls is explored

in the Appendix, & method for construcling the inverse of & Turing machine is
presented This construction was crealed n response 1o a problem that is
described in the sesthelics section

This dissertation ranges over many subjects -- perceptual figures,



mathematlical curves, Turing machines, painting, aesthetics. Presumably, this
refiects the wide variely of applications of shape grammars.



SECTION 1| SHAPE GRAMMARS: DEFINITIONS, EXAMPLES, RELATED WORK




1.1 Definitions
A shape grammar, SG, is & 4-luple : SG = <V, V_R1> where

(1) V, is & finite sel of shapes.
(2} V, is & finite set of shapes such that V, N V_ = ¢.

{3) R is a finite set of ordered pairs (uv) such that u is a shape
consisling of an element of V,* combined with an element of V_*

and v is & shape consisling of an element of V,* combined with an
element of V_".

(4} 1 is a shape consisting of an element of V|* combined with an
element of V"

Elements of the cet V, are calied terminal shape elements (or terminals). Elements
of the set V_ are called non-terminal shape elements {or markers). The sets V,
and V, must be disjoint. Elements of the set V," are formed by the finite
arrangement of one or more elements of V, in which any elements andjor their
mirror images may be used @ muiliple number of times in any location, orientation,
or scale. The set Vi* = V,* U {¢} where ¢ is the emply shape. The sets V_* and

V,,' are defined similarly. Elemenis (uyv) of R are called shape rules and are

wrillen u = v. u is calied the ieft side of the rule; v the righ! side of the rule. u
and v usually are enclosed in identical dotted reclangies !o show the
correspondence belween the two shapes. | is called the initial shape and normally
contains @ u such that there is a {u,v) which is an elemen! of R

A shape is gencrated from & shape grammar by beginning with the initial shape

and recursively applying the shape rules. The resul of applying a shape rule toc a



given shape is another shape consisling of the given shape with the right side of
the rule substituted in the shape for an occurrence of the left side of the rule.
Rule spplication o a shape proceeds as follows .
(1) Find part of the shape that is geomelrically similar to the left
side of a rule in terms of both ierminal &nd non-terminal
elements. There must be & one-lo-one correspondence between
the terminals and non-terminals in the left side of the rule and
the terminals and non-lermingls in the part of the shape o which
the ruie is to be applied
(2) Find the geometric transformations (scale, translation, rotation,
mirror image) which make the left side of the rule identical to the
corresponding part in the shape.
{3) Apply those transformations to the right side of the rule.
{4) Substitule the transformed righ! side of the rule for the part
of the shape which corresponds (o the left side of the rule.
The generalion process is lerminaled when no rule in the grammar can be applied.

For any given shape [rammar, the dimensionalily of the shapes in V, and V,

and of the geomelric transformalions used to combine these shapes must be
constanl. This number is calied the dimensionalily of the shape grammar. While
three-dimensional shape grammars have beer used to generate sculpture [Stiny
and Gips 1872] in this report only two-dimensional shape grammars are
considered  All elements of V, and V_ will be two-dimensional and all
{ransformalions will be planar.

The sentential set of a shope grammar, SS(SGI, is the set of shapes (sentential
shapes) which contains the initial shape and a!l shapes which can be generated from
the inifial shape using the shape rules The language of & shape grammar, L{SG), is

the sel of sentential shapes that contain only terminals, 1e, LISG) = SS(SGi Nt V"



In this definition of shape grammars, shapes and the transformations on shapes
are used as primilives. This enables shape grammars {o be visually oriented and
facilitates their use A more traditional symbolic characterization of shape

grammars that uses symbois and funclions as primitives is given in section 1.9,

1.2 Restricted shape grammars

Just as with phrase structure grammars [Hopcroft and Uilman 1968) types of
shape grammars can be defined by putling further resirictions on the allowable
form of shape rules. Two types of shape grammars, non-erasing shape grammars
and unimarker shape grammars, are especially useful.

A non-erasing shape grammar is a shape grammar in which all terminal niements
that appear in the lefl side of each rule appear identically in ine right side of that
rule. The resull of this restriction is thal once & terminal is added during the
generalion process using & non-erasing shape grammar, it canot be erased.

A unimarker shape grammar is & non-erasing shape grammar in which the initial
shape contains exaclly one marker, the left side of each rule contains exact iy one
marker, and the right side of each rule contains zero or one markers. The resull of
this restriction is that each sentential shape of a unimarker shape grammar that is
not in the language of the shape grammar contains exactly one marker.

This topic is explored in detail in [Stiny, in preparation]



1.3 Paraliei shape grammars

Shape generalion as described in Section 1.1 is based on the serial application
of shape rules, i.e, al each siep of the generation & shape rule is applied 1o only
one part of a shape. Parallel generation using shape grammars is aiso possible. In
the parallel generation of a shape, whenever a shape rule is used, it is applied
simuitaneously to every part of the shape to which it is applicable. A shape
grammar which is intended 1o be used in this manner is called & paraliel shape
grammar. There is no formal difference belween a parallel shape grammar and a
{serial} shape grammar; it is simply a maller of the intended method of rule
application

Parsliel string grammars were firs! defined and invesligated by Rosenfeld
[1971] As with string grammars, the same shape grammar can be used both in
serial and in parallel, but the two languages defined may differ. Examples of this
phenomenon are given in Seclions 1.4 and 1.6.1.

Hereafter, a shape grammar that is intended to be used in parsliel will be
dencted PSGn where n is the number of the shape grammar; a shape grammar
intended to be used in serial wili be denoted SGn Shape grammars will be

assumed to be used in serial unless noted clherwise.



iI.4 Examples: embedded squares

in this seclion, four simple, related shape grammars are examined for
pedagogical purposes.

A very simple (unimarker} shape grammar, SGI, is shown in Figure la V,
contains & square as its only elemenl. V_ conltains g circle as its only element. All

sentential shapes will be composed of squares andfor circles. All shapes in the
language will be composed of squares only. There are iwo shape rules. The
dotted rectangles around the left and righ! side of each shape rule indicate the
correspondence belween the two shapes. The initial shape contains a square and
an attached circle.

The generalion of a shape in LISGI) is shown in Figure 1b. Because the two
shape rules in SG1 contain identical lefl sides, the two shape rules sre applicable
in identical circumstances, i.e, wherever there is & square with aliached circle
geomelrically similar {o the shapes on the left side of each rule. Application of rule
I to a shape resuils in the addition of an embedded square and the shrinking and
moving of the marker. Application of rule 1 forces the centinuation of the
generation process as both rules are applicable o the new sentential shape.
Application of rule 2 to a shape resulls in the removal of the marker, thereby
halting the generation process as no rules are now applicable, and yields a shape in
the language. in the generation shown in Figure Ib, the process is begun with the
initial shape, rule 1 is applied three times, and then rule 2 is applied. The fanguage
defined by SG1 is shown in Figure lc
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A somewhatl similar shape grammar, SG2, is shown in Figure 25 The generation
of a shape using SG2 is shown in Figure 2b. Where in the generation process using
SG! squares oare succesively inscribed, using SG2 squares are successively
tircumscribed The language defined by 5G2 is shown in Figure 2¢. Note that the
area contained in the shapes in L(SGI) is constant, where the area contained in
successive shapes in LISG2) doubles.

The purpose of the marker in these {wo exampies may nol be apparent. The
use of the marker makes the rules applicable only to the most recently added
square. [ the marker were not used, ruie |1 could be applied over and over o the
same square. The importance of markers is further illustrated by the next two
examples.

The shape grammar SG3, shown in Figure 33, is similar to SG1 but embeds four
squares instead of one. A generalion using SG3 is shown in Figure 3b. Each
application of rule 1 causes four terminals (squares) {o be added Secause the
right side of the first shape rule of SG3 contains only one marker, only one square
at each level can be expanded The relative lecation of the marker in the right
side of rule | determines the exact sequence of subsquares {o which the marker is
attached in the generation and therefore which square at esch level can be
expanded The language generated by 5G3 is shown in Figure 3¢

in the shape grammar SG4, chown in Figure &a, the right side of rule 1 containg
four markers. This rule aliows squares to be embedded subseguently in any of the
four added squares. A generplion of a shape using SG4 is shown in Figure 4b.

Each application of rule 1 causes four markers (circles) and terminals {squares) to
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be added to the shape and one marker 1o be erased Generalion using SG4& can
proceed to an arbilrary depth in any part of the shape. L(SG3) is & small subset of
the langusge generated by SG& (see Figure 4c). Similar languages of embedded
squares can be generated using shape grammars with differenl configurations of
markers. Markers are important because they restrict ruls application to specific
parts of a shape and heip determine the transformations (eg scale} required to
apply the rules

The shape grammar SG4 can alsc be used in parallel. Recall that in a parallel
generation whenever & shape rule is used it is applied simullancously lo every
part of the shape lo which it is applicable. In & paraliel generalion using SG4&,
whenaever rule | is used every circle atlached {o & sguare is expanded
simultaneously. Similarly, whenever rule 2 is used every circle atlached to a
square is erased simuitaneously. The resull is that in the generslion of a shape
using SG& in parallel, the first application of rule | causes four markers and
terminals to be added, the second application causes sixteen to be added, the third
sixty four, elc. A generstion using SG& in paralel is shown in Figure 43 The
langusge defined by SG4& used in parallel is shown in Figure 4e  The language
defined by SG4& is essentially a sequence of successively fine square grids. Each
shape in the ianguage defined using SG& in parallel has been expanded uniformly
throughout. Note that this ianguage is & small subset of the language defined by
SG4 used in serial.
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1.5 Example: reversible figure

A new reversible figure [Gips 1972], similar 10 the Necker cube, the Schroeder
reversible staircase, elc [Luckiesh 1965] is shown in Figure Sa  The figure can
represent two differen! three-dimensicnal objects. The central three lines can be
perceived either as ouler (convex) edges of & cube or as inner (concave) edges
where & cube was cut from the closest corner of & larger cube. Either the outer
walls of the object appear 1o have width and be solid or the outer walls appear o
have no widlh and be infinltely thin A variation is shown in Figure 5b.

A paraliel shape grammar, PSGS, that generates these figures is shown in
Figure 6a A generation using this shape grammar is shown in Figure 6b. All three
rules are applicabie to the initial shape. If rule 3 is aplied to the initis! shape, the
markers are erased, the generalicn hails, and & shape in the language has been
generated. If rule 1 is applied lo the initial shape, six terminals are added, the
markers are moved, bul frem that peint on only rule | is applicable. If rule | is
applied to the initial shape, the generation continues indefinitely and no shape in
the language can ever be produced as rule 3 can never be applied and the markers
can never be erased If ruie 2 is epplied to the initiai shape (as in Figure §b), nine
terminals are added, the markers are moved, and a new hexasgoen is begun Rule |
is then applied until the markers meel and the process is repeated Note that the
size of the markers remains constant throughout the generation Each shape in
L{PSGS) is a reversible figure

A similar language of reversible figures could be dsfined using a shape
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grammar of the formal of SG2 In each shape of this language, the distances
between hexagons would increase geomelrically rather than remaining constant as
in LIPSG5)

As & short digression, it is interesting to analyze these reversible figures in
terms of a contemporary computer vision algorithm In particular, how does
Huffman's aligorithm for interpreting two-dimensional figures as three-dimensional
objects [Huffman 1971], [Duda and Hart 1973] interpret these reversible figures?
Are the figures reversible (ambiguous) for this sigorithm® Implicit in Huffman's
aigerithm is that all objects have discernible widlh Thus for this algorithm the
figures are not ambiguous Only one interpretation of Figure 5z is possible and only
one interpretation of Figure 5b is possible. But the twe interprelations are
different! Excep! for the outermast lines, all lines that are interpreted as convex
in Figure 5a are interpreled as concave in Figure Sb and vice versa The Huffman
labeliing of Figures Sa and Sb are given in Figure 7a and 7b. Following Huffman, a
“+" denoles a line interpreted as a convex edge of the three-dimensiona! object, a
=" denotes a concave edge, and an "= denoles & convex occluding edge whose
associaled visible surface is to the right as one looks along the srrow. Because for
the algorithm all objects have width, the convexity or comcavily of the central lines
of these figures is determined by the number of surrounding hexagens (ie, 1 plus
the number of limes rule 2 was spplied in the gencialion of the shape). i the
number of hexagons is odd, as in Figure Sa, the three central lines are interpreted
as convex by the algorithm If the number of hexagens is even, as in Figure Sb, the

three cenlral lines are interpreted as concave using Huffman's algorithm.
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Figure Ta. Huffman lacvelling for reversible figure.

Figure 7b. Huffman labeiling for variation.
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1.6 Examples: mathematical curves

Shape grammars can be used to define @ number of classical mathematical
curves. Previously, these curves were defined either analytically or by displaying
instances of the curves and giving informal English cescriplions. Shape grammars
provide & method for the precise, sigorithmic specification of these curves thal at

the same time yields insighls aboul the geometrica! structure of the curves.

1.6.1 Snowliake curve

The first four stages, S; - S;, of the Snowflake curve [Kasner and Newman

1965] are shown in Figure 8 The Snowfiake curve is interesting because in the
limit, the area enclosed by lhe curve is finite while the length of the curve is
infinite. (in the limit, the ares of the curve is 1.6 times the area of the original

triangie [Kasner and Newman 19685] At each successive stage, the length of the

curve increases by a factor of &4/3 Clearly, (4/31" does not converge as n
inCreases)

A parallel shape grammar, PSGS, for the Snowfiake curve is shown in Figure
Sa. Nole that the right side of the first shape rule contains four markers and that
the initia! shape contains three markers The generation of & shape using PSGS is
shown in Figure Sb. Rules | and 2 are gpplicable under identical circumsliances.

They are applicable st three different places in the initial shaps, at iwelve
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different places in the nex! shape, etc. Application of rule 1 resulls in the
gencration of the next stage of the Snowfiake curve and the continuation of the
generation process; application of rule 2 halls the generalion process The
language generated by PSG3 contains exactly the successive slages of the
Snowflake curve.

As with SG4&, if the shape grammar PSGS is used in serial, the generstion
process can proceed to different depihs in different parls of the shape. For a
{serial} shape grammar o define 3 language contaning cnly compleled stages of the
Snowfiake curve, it cannol allow the generalion proctess to proceed independently
in different parts of the shape The generation process mus! be controlled to
generate the shape uniformly. A (serial) shape grammar, SG7, that generates just

the infinile series of curves S;, §,, - is shown in Figure 10a The generation of
the curve 5. using SG7 is shown in Figure 10b. The strategy implicit in SG7 is to

trace oround the shape (using rules 2 and 3), expanding lines as the trace
proceeds. The asymmetry of the marker forces the generalion to always proceed
counter-clockwise ground the shspe. Whenever & complele lrace is made, the
generation can either be halled (by applying rdie 5) or sliowed (o proceed (by
applying rule 4} for al least ancther complele trace. Rule | is oniy applicable to
the initial shape. Without rule 1, the language would nol irclude 5, There may
weli be (serial) shape grammars tha! are simpler than S5G7 that generate the

successive stages of the Snowtlake curve.
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1.6.2 Peano's curve vanalion

Peana's curve [Peano 1890] is a curve that passes through every point of the
unit square. Peano defined the curve analylically, roughly in terms of & parameter
t tha! varies from O to 1 and continuous funclions Ht} and git) defined such that for
every (xy) where 0 < xy < | there exisls a t with Hi}=x and glli=y. Moore
[1900] represented Peano’s curve geomelrically as the limit of a series of curves
made up of polygonal arcs. The first curve of the series passes through the center
of the unil square Next, the unil square is subdivided inlo nine equal squares; the
second curve of the series passes through the center of each of these subsquares.
The third curve passes through the centers of each of the 81 subsguares of the
unit square, clic

A new wvarislion on Peand's curve 15 illusiraled in Figure 11 The first three
polygonal curves (P, Py, P-) of the series are shown with the unt square. The
centers of the subsquares that the curves pass through are marked with dots
This curve differs from Peanc's curve in terms of the order thal the curves pass
through the centers of the subsquares

A shape grammar, SGE, that generates exaclly this ser'es of curves is shown in
Figure 12 As with the generation of the Snowfiske curves using 5G7, the
generation, using SGB, of the curve P, invoives the succesive generalion of the
curves Py, P, P, The generation of curve P,,; from curve P, proceeds by
expanding successive sections of the curve P, using rules 1 and 2. Examination of

the curves reveals that each seclion of a curve thal passes through a subsquare is



L]

Cused

el
firs

Curue 1 Cugg )

Figure [l. The first three curves of a variation of Peano's curve.
(Centers of subsquares are marked with dots.)



26

7

4

&, L

S48 = <V, “""";

203

U]

Vi

{3
lon OIS

d—
—

Nt

R

o;)—_



I e T r- - = 1

H i i —I'— g
fule! f I !
41 =% 4 i
I I i i

i i I I

F ]

(3

C

Figure 12. 567, a shape grammar that penerates the Feano's curve
variation,



38

identical to either the terminals in the lef! side of rule 1 or the terminals in the left
side of rule 2 {or their mirror images). The effect of applying either rule 1 or rule
2 is to replace the section of & curve that passes through (the center of) & square
with a curve that passes through (the centers of) the nine subsquares. That is,
each application of rule | or rule 2 replaces & seclion of curve P. with the
corresponding section of curve P, ;. The center of the marker in the left sides of
rules 1 and 2 shows the exact location of the beginning of the terminals added in
the right sides of the rules. When the last section of a curve is reached i e, when
the marker reaches the the edge of the unit square, the generation is either halted
{by appiying rule &) or forced to continue (by appiying rule 3) for & complele trace

back along the just generated curve.

1.6.3 Hilbert's curve

Hilbert's curve [Moore 1900] is the best known space-filling curve and has
sppesred in the popular literature of both mathematics [Mahn 1954] and art
{(Munar: 1965}, frequently labelied erroneously as Peanc's curve. The segquence of
curves, H,, used in the definition of Hibert's curve is similar to the sequence P, of
Peano's curve, but is genersted by recursively subdividing the unit square inte four
subsquares rather than nine. Curves H,, H, H., ond Ho are shown in Figure 13

H, pastes through tive four subsquares of the unit square, H, threugh the sixteen

subsquares, elc
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A shepe grammar, SGS, thal generates just the sequence of curves H, is

shown in Figure 14a In the generation of curve H, using 5GS, curves Hy « Hyy
are firsl generaled The grammar conlains iwe markers, & curved diamond and a
circle. The diamond is used {o mark the endpeints of the curve during the
generation process. This is necessary becsuse the locations of the endpoints of

curve H, are d.iferent than the localions of the endpoints of curve H,_, and there

are no convenient landmarks. The circle is used 1o trace around the curves. The
grammar conltains seven shape rules Rule | is used at the beginning of the

generation of each H, i¢ expand the seclion of the curve in the inilial subsquare.

Ruies 2 - & are the core of the shape grammar; they are used to successively
expand the section of the curve contained in gl but the initial and final subsquares.

Rule 7 is used at the end of the generalion of each H, to expand the section of

the curve in the final subsquare. Rule 5 is an alternative to rule 1; application of
rule 5 causes the erasure of the circle marker and one of the diamond markers and
resulls in the end of the generalion process. Rule 6 is used to erase the diamond
marker not erased by rule 5 While rule 6 is applicable al each step in the
generation, if it is applied prematurely the generation comes 1o a dead end as it
becomes impossible to apply ruie § and thereby erase the circle marker. The

generation of H- using this shape grammar is shown in Figure 14b.
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1.7 Simuiation of Turing machines

The shape grammars prescenled so far have generated languages of absiract
shapes. it is also possible 1o use shape grammars for symbol processing by
regarding the symbols as shapes In this section & straight-forward method for
constructing a shape grammar for an arbilrary Turing machine is presented

There are several ways of specifying Turing machines. The method used here
is basically that of Minsky [1967] A Turing machine is defined in terms of & finite
set of tape symbols, & finite set of states, a description of the operation of the
finite state control and tape head, and an initial configuration Let the tape symbols
be denoted 34, $;, %3, - 5, where 55 is the biark symbol Let the stales be

dencled by Gy, G — Q. hall The operstion of the finite stale control and tape

head is specified by & list of quintuples of the form (oid state, symbol scanned, new
state, symbeol written, direction of motion of the tape head). Each quintuple is of
one of three lypes: {qg. S G Bay left), iqg, S Q) S right}, or Eqﬁ. s,, hait, s, -
). The initial configuration is specified by an inpul tape, & starting position on the
tape for the lape head, and an initial slale, g, The tape is of arbitrary length but
initially it must conlain only a finite number of non-blank symbols.

The method for constructing & shape grammar for simulating & Turing machine
specified in this form is outlined in Figure ISV, contains the tape symboils, a
square for forming the Turing machine tape, and & haif-square with a jagged edge

for indicating the edges of the lape V_ conlasins the symbols of the non-halting

states of the Turing machine plus 8 marker that is used to represent the {ape head
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As by the defimition of shape grammars, V, NV, = &, if the same symbol is used to

indicate both & stale and a tape symbol in the definition of the Turing machine, &

new symbol nal in V, U V,_ must be used for one instance of the symbol in the

shape grammar. There is one shape rule for each quintuple in the specification of
the Turing machine. Each of these shape ruies effectively simulates the effect of
the corresponding quintuple. The exact form of the shape rules for each of the
three types of quintuples is shown in Figure I5. There are lwo additional shape
rules for expanding the tape when necesssry by adding & sguare with 3 “blank™ to
either end (see Figure 15). The intial shape is the non-blank part of the input
tape with 3 blank square and then 3 tape edge terminal on either end and the tape
head marker and inilial state marker under the starting square of the tape.

in & generalien using & shape grammar of this type, there is one shape rule
application for each scanning of a tape symbol by the corresponding Turing machine
plus whatever shape rule applicalions are necessary lo expand the lape during the
generalion The shape generated by a shape grammar constructed in this manner is
the output tape of the corresponding Turing machine.

The construction method presented works for both deferministic and non-
deterministic Turing machines. If the Turing machine is deterministic and eventually
haits given the inpul tape, the language defined by the corresponding shape
grammar contains one shape If the Turing machine is non-delerministic, the
language of the corrsponding shape grammar may contain multiple shapes, ie, one
for each of the possible output tapes of the Turing machine.

This example shows the general compuling power of unrestricted shape

grammars.
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1.8 Related work

Since the early 1960's there has been & considerable amount of work on
developing grammars that define languages of pictures rather than sirings. Much of
this research has been directed toward finding formalisms that are useful for the
automated analysis of various lypes of pictures. This work is usually included
under the heading “synlactic pattern recognition™ or “linguistic pattern recognition™.
Reviews of early work in this field can be found in {Miller and Shaw 1368] and [Fu
and Swain 18711 A short review of more recent papers is included in [Rosenfeld
1973a]

There seem to be as many varieties of picture grammars as there are papers
on the subject. (indeed, this paper upholds that tracition) It is difficult to classily

all the formalisms, but most seem to fali under one of four general categeries.

1.8.1 Array grammars

An array grammar defines a language of n-dimensional {n usually is 2) arrays of
symbols. The earliest array grammar, 3 grammar that generales a language of
isosceles righl triangles, was developed by Kirsch [1964] A formal definition of
array grammars is given in [Migram and Rosenfeld 1972] Normal forms and a
number of interesting formal properties of array grammars appear in [Rosenfeid
1873k}
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An array grammar that generales & language of isosceles right triangies is
shown in Figure 16a This grammar, which is simpler than Kirsch's, is taken from
[Mercer and Rosenfeld 1973] An array grammar is specified by & guintuple where
the first element is the set of non-lerminal symbols, the second element is the sel
of terminal symbols, the third is the blank symbol, the fourth is & set of
productions, and the fifth is the initial symbol. The initial array consizis of a single
instance of the initial symbol surrounded by & field of blank symbols. Productions
are rules for substituling sub-arrays. if during the generation process the array
contains & sub-array identical to the left side of a rule, the right side of the rule
may be substiluled for that sub-array. A derivalion using this array grammar is
shown in Figure 16b. This array grammar is an example of an isotonic array
grammar [Rosenfeld 1971} which is an array grammar in which the left and right
sides of & production refer lo identical eslements of the array. Parsliel array
grammars are arrgy grammars in which every instance of the lefl side of a rule is
replaced by the right side, rather than just one instance. A paralle! array grammar
that defines the same Isnguage as does the (serial} array grammar of Figure 16a is
shown in Figure 18¢. This grammar is also from [Mercer and Rosenfeld 1973]

There is a substantial body of literature related o array grammars. Array
grammars have been used to specify languages of polygons [Dacey 1570}, [Dacey
1871] and crystallographic patterns [Siromoney et al. 1973] Cenway's popular
“game of life” [Gardner 1570] can be defined using paraliel array grammars as can
related work on recursively defined growlh palterns [Schrandt and Ulam 1367}

For piclure processing, parallel array grammars can be used lo define mos! local
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operators for edge-finding, noise elimination and skeletonizalion There is a
package of Fortran procedures for simulating array grammars [Mercer and
Rosenfeld 1373] Turing machines defined on multidimensional taces {Blum a=nd
Hewitl 1967] have been relsled to array grammars [Milgram and Rosenfeld 1872],
as have cellular automata [Smith 1571] and Markev algorithms [Maggiolo-Schettini
1973]

1.82 Graph grammars

There are several varielies of grammars that generate different types of
graphs. Perhaps the best known of these formalisms is the web grammar [Pfaltz
and Rosenfeld 196S] A web is a labelled directed graph, i.e, 3 directed grapr
where each node is lsbellcd and/or each edge is labelled [Pfaltz 1872] Web
grammars generate languages of webs A very simple {node-labelled? web
grammar is shown in Figure 178 This example is taken from [Plaltz and Rosenfeld
1968] A web grammar is defined by & vocabulary of non-terminals, a vocabulary
of terminals, an initial web, and & set of web rewriling rules. A web rewriting rule
is @ iriple where the firs! two elements are webs and the third element is an
“embedding” which specifies how to substitule the second element for the first
element when the rule is applied The embedding in the example, £ - {palip.A) L,
states that if a node, "p", is connecled to node "A” in the hos! web before rule

applicalion 1o node "A", node “p” is connected 1o the neéwly added node “a” after
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ruie application An examplie of the generation of 3 web using this web grammar is
given in Figure 1 7b.

Web grammars have been refated to varicus types of graphs [Montanari 1970]
and maps [Rosenfeid and Strong 1871] Context-sensitive and context-free web
grammars [Plaltz and Rosenfeld 1363] and parallel web grammars [Plaltz 1572] can
be defined In [Rosenfeld and Milgram 1872}, normal forms for web grammars are
developed and equivaiences are cstablished belween classes of web grammars and
classes of automals with graph-siructured tapes. In [Plaltz 1972] the utility of
web grammars in piclure processing is discussed in lerms of using webs to
represent properties ond relationships of elements of pictures and 3 program for
parsing pictures of “neurs! networks” is described

Paviidis [1972] has defined a formalism for graph grammars that is similar to
web grammars but thal uses o different method for determining embeddings in rule
application  Schwebel [1872] has impiemented s computer fanguage for graph-
structure transformations.  Mylopouios [1972] has investigaled the relation
between graph grammars and graph automata

A plex grammar [Feder 1871] can be considered & variety of graph grammar,
A plex grammar generates a language of plex structures, which are structures of
“n-attaching point entities™ {or "NAPEs™. A NAPE is a symbol that has an arbitrary
number of points where it can be atlached to other symbols Plex grammars are
part of a farge body of work in syntactic pattern recognition in which pictures are
described in terms of primitive ¢lements that are attached to each other at certain

places. This approach has been used by Eden [1568] for handwriling, Narasimhan
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[1966] for English letters, Lecley [Lediey el. al. 1565] for chromosome outlines,
and Shaw [1968, 1970] for spark chamber pictures, among many, and is reviewed
in [Uhr 1971}

Shaw [1972] gives & good general review of graph grammars and their use in
piclure processing

Tree grammars are grammars that generate languages of various types of
trees. Brainerd [1969] has investigated tree grammars and their relation to tree
automala The use of lree grammars in pattern recognition is discussed in [Fu and

Bhargava 1872] and [Williams 1873]

1.8.3 Picture description grammars

There is a substantial bedy of work on using grammars te specify pictures in
terms of descriplions of the piclures These grammars are usually called pattern
grammars or piclure description grammars. Frequently the picture descriptions are
made in {erms of primilive elements of the pictures (such as line segments or
circies) and predicates or relalions {such as “inside”, “above”, or “iarger than™
defined on those elements

A very simple example of a piclure description grammar is shown in Figure
18a. The grammar specifies a class of primitive line-draw'ngs of faces, such as the
one in Figure 18b This example is taken frem [Evans 1971] The primitive

picture elements for this grammar are circles, squares, line segments, and dots.
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Figure I%a. A siople picture dascription grammar.

Vigure 1Ch. A face speciiicd by the picture description grarcar,

{Figure 18 [s from [Evans 1571]).
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The predefined predicales are inside{xy] {meaning object x is inside object y),
iett[x,y], above[x,y] and horizixy] x and y are dummy variables. The first rule in
the grammar, “face = {xy): featuresix), headly): inside[x,y]" can be read as: A
“face” iz an object with lwo constituents {(called x and y) where x is of object type
“feslures”™ and y is of cbject lype “head™ and x is inside of y. This grammar is
extremely simple; normally the rules are recursive.

Evans [1965] has written a program that accepls a grammar such as the one in
Figure [18a as inpul and andiyzes an input pallern in terms of the grammar by
producing “structural descriplions” of the pallern Evans [1871] has aiso wrilten a
program that infers g grammar which uses 3 fixed se! of primitives for a given set
of inpul patterns. Olher formalisms for picture description grammars have bean
developed by Menninga [1871] who siso implemented & program for the top-down
anaiysis of pictures using the grammars, Clowes [1969), and Narasimhan [1570]

The line belween picture description grammars and other types of grammars is
fuzzy because just about any type of grammar can be writlen as & piclure
descriplion grammar given the proper primilives For example, phrase struciure
grammars can be encoded using only a single predicate, adjixy], whith it true if
the subsiring x is immedalely lett-adjacent to the subsiring y; lhe phrase
structure production "C = AB" can be encoded "C - (xy): Afx), Bly): adj[xy]
[Evans 1971] A case in point is Shaw's [1970] picture description grammar for
spark chamber piclures, which 15 an encoding of & lype of graph grammar which

specities how certain primilive elements can be atlached to each olher in a picture.



1.8.4 Grammars with coordinates

In grammars with coordinates, terminal and non-terminal symbols have
coordinates associsled wilh them The rewriting rules contain functions which
compute the coordinates of the new symbois from the coordinales of the old anes.
The formalism was first developed by Anderson for & program that analyze: two-
dimensional mathemalical expressions [Anderson 19B8] and was subseguently
investigated by Milgram anc Rosenfeld [1870] The formalism is defined precisely
here becsuse it provides the basis for the symbolic characterization of shape
grammars given in the next section

The feliowing definition s taken directly from [Milgram and Rosenfeid 18701 A
graphical rewriting grammar {"grammar with coordinates™ is a 6-tuple <T, N, O, n,

P, g> where

T is & tinite se! of terminal symbols

N 15 a finile sel of non-terminal symbols, TA N = #

D i1s an infinite domain of "coordinates”

nis & positive integer, the number of coordinates used

P is o finile sel of "productions”, each of which is a 4-tuple <b, ¢,
n, {2, where

b is & j-tuple of symbols for some | 2 1
¢ Is & k-lupie of symbols for some k 2 |

™ is a predicale with k arguments, each of which is an n-
luple of coordinates

1 is & j~tuple of funclions, each having k argumenis; the
arguments and funclion values are n-tuples of
coordinales
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g ¢« Nis a special symbol, called the "goal” or initia! symbol.

A set S, of symbols and associated n-tuples of coordinstes is said to directly
reduce into another such sel S, if there exists a production <b, ¢, n, 1>, for which
E is a subsel of §;,; its coordinates satisfy n; the coordinates of the symbols of b
are oblained from those in E by applying the funclions in f; and Siqq-EUubes,
Similarly, S” is said to reduce into §' if there exist 5" = 5., 5, |, ., 5,5, = §
such thal S; directly reduces inte 5, ,, I i < n Finally, S is said to be a
sentence of G if it reduces 1o (g} {with some associated coordinates). The set of
all sentences whose symbols are all terminals is calied the terminal language of G.*
{Milgram and Rosenfeid 1570] 'Milgrm and Rosenfeld point out that there is no
gain in generalily in laking n>1, ie, any grammar with n>] is equivalent {0 a
grammar with n=1.

In his program lc recognize lwo-dimensionas!l malhemalical expressions,
Anderson used six coordinates for each terminal and non-terminal symbol: xmin,
ymin, xcenler, yc‘anter, xmax, ymax, whare (xcenler, ycenter) is the lypographical
center of the symbol The graphical representation of one of Anderson's
productions is shown in Figure 19a This produclion is used 1o reduce 2
mathematical expression like the one in Figure 190 [Anderson 1968] A similar

formalism and program was developed by Chang [1870,1971]
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productions (from [Anderson 1968}),

a“rb

Figure 1Gb. Mathematical expression to which the production
is applicable,
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1.9 A symbolic characterization of shape grammars

The definition of shape grammars in Seclion 1.1 is designed io provide a
straight-forward means of specilying & shape in terms of its underlying structure.
The definition is visually oriented rather than symbolically oriented as this approach
seems more natural considening the subject matter -- shapes. (For an interesting,
if rather extrem:st, discussion of visual thinking vs. symbolic thinking see [Arnheim
18639 Shape grammars are designed lo be easily used and understood by people
without the aid of a computer. it is however possible to characterize shape
grammars symbolically; such a characterization is described here.

lre this formalism, a shape s characterized as & set of symbois with associated
parameters for specitying location, orientalion, size, etc. Each symbol wilh
associaled paramelers in such & sel represenis & different occurrence of & terminal
or marker in the shape Two disjoint sets of symbois are defined initially, one for
the symbols representing lerminals and one for the symbols representing markers.
A shape rule is characterized as & predicale and a function The predicale
determines whether the shape rule 15 applicable to part of a shape. The function
delermines the effect of applying the shape rule if the shape rule is applicable.

The formalism for grammars with coordinates described in the las! section
provides the basis for the symbolic characterization of & shape grammar as & 5-

tuple <T, M, D, n, P, | > where

T is & finite set of terminal symbois

M is a finite set of non-terminal {or marker} symbols such that T
NnMe=4¢
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D is an infinite domain of parameters

n is a positive integer, the number of parameters 1o be
asscciated with each symbol

P is a finite set of productions, each of which is a 4-tuple <b, ¢,
n, > where

b is a j~tuple of symbols for some j 2 |
¢ is a k-tuple of symbols for some k > §

n is 8 predicale wilh k arguments, each which is an n-tuple
of parameters

t is a j-tuple of functions, each having k arguments; the
argumenis and function wvalues are n-tuples of
paramelers

I is & sel of pairs, each pair of the form <sp> where s ¢ TU M
and p is an n-tuple of paramelers
Using this characterization, & shape S is a set of symbols and associated n-tuples of
parameters, i.e, a shape is a sel of pairs where each pair is of the form <s,p> with
s« T UM and p an n-tuple of paramelers. A production can be applied to 3 shape
S only if S contains k symbols with associaled parameters such tha! the symbols
are idenlical to the symbels of ¢ in the production and the associated n-tuples of
parameters satisfy the predicale n of the production. A preduclion is applied 1o &
shape by replacing those k symbols and associaled parameters by the j symbols of
b with associated parameters as calculaled by the | functions of f. A shape is
derived by beginning with | and successively applying productions. A shape is in
the language if it can be derived from | and contains no non-terminal symbols

Nole that in this formalism productions are applied to the initial shape to oblain &
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sentence in the language, whercas in Anderson's formalism productions sre applied
to 3 sentence in the language to rediuce it to the goal symbol Note also that the
word “parameler” is used instead of “coordinate™ as it seems more descriptive.

in the symbolic characlerization of 3 two-dimensiona! shape grammar there

would be one symbol in T for each shape in V, and one symbe! in M for each shape
in V.. The number n would be five The five paramelers sssociated with each

symbol would include one for the x location of the symbel, one for the y location,
one for the crienlation, cne for the scale, and one 1o indicate mirror image. For
each shape rule there would be one production k would be equal 1o the number of
terminals and markers in the ieft side of the shape rule. ¢ would contain the symbol
for each of those terminals and markers. The predicate in the production would be
true only if the subse! of the shape under consideration were identical to the ieft
side of the shape rule. | wou'd be equs! to the number of terminals and markers in
the right side of the shape rule. b would contain the symbel for each of those
terminais and markers. The | funclions of f would calculate the proper parameters
te associale with the j symbols in b to make the added shape the equivalent of the
right side of the rule. [ would contain one symbol with associaled parameters for
each terminal and marker in the initial shape of the shape grammar.

While this formalism may seem fairly complicated and it might be difficult to
understand a shape grammar presented solely in this format, it does facilitate
wriling compuler programs thal! make use of shape grammars. In particular, this

characterizalion underiies the computer program described in Section 3.1.2.



SECTION 2 ANALYSIS OF SHAPES USING SHAPE GRAMMARS: A PROGRAM THAT
USES A SHAPE GRAMMAR TO SOLVE A THREE-DIMENSIONAL PERCEPTUAL
TASK
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Shape grammars can be used in the analysis, as well as the generation, of
shapes. Shape grammars provide & means for the explicit specification of the
structure underlying shapes; it follows thal shapes can be analyzed in terms of this
structure. Animportant fealure of the use of shape grammars as an analytic too! is
that it aliows for the analysis of complicated shapes that may never have been
seen Defore, just as phrase structure grammmars can be used in the analysis of
complicated and previously unknown strings of symbols (e.g. Algo! programs).

in the past, piclure grammars (of the wvaricus types) have been used
exciusively in the analysis of pictures of an essentially two-dimensiona! nature {see
Section 1.Bl. While shape grammars may weil be useful in the analysis of pictures
of this lype, this problem s not investigated here Instead, the more interesting
question of the use of shape grammars in the analysis of pictures of three-
dimensional objects is investigated. There has been some discussion on the utility
of picture grammars in the analysis of pictures of three-dimensional objects, but to
my knowledge, there previously have been neither actual computer programs that
analyze pictures of three-cimensional objects in ferms of explicit picture grammars
nor concrete suggestions as to how to do this

in this seclion, a compuler program thal uses shape grammars fo scive a
perceplual task involving the anaiysis of pictures of & very restricted class of
three-cimensional objects is described This example is not meant i be
exhausltive; only one approach to the use of shape grammars in the automated

analysis of shapes is explored
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2.1 The task

The perceptual task performed by the program was developed by Roger
Shepard and Jacgueline Melzier of the Depariment of Psychology here at Stanford
and is reporied in [Shepard and Melzier 1971] The task can be described as
foliows: given & par of perspeclive line drawings such as those in Figure 20a -
20c, determing whether the drawings porirsy cbjects that are identical to each
othar in terms of three-dimensional shape (ie, the drawings can be considered
different views of the same object! or whether the drawings portray objects that
are three-dimensiona! mirrcr-images of each other. The line drawings in Figure
208 and 20b portray different views of the same cbjects. The ling drawings in
Figure 20c¢ portray objects thal are three-dimensional mirror images of each other.

Shepard and Melzier administered this task to human subjects and recoerded
the amount of time required by the subjects o decide whether the perirayed
objects were “the same” or “mirror image™. Two kinds of “same” pairs were used:
the drawings porirayed two views of the same cbject either rotated in the picture
piane (as in Figure 20a) or rotated in depth (as in Figure 20b}. Their (surprising}
resulls are summarized as foliows:

The time reguired to recognize thal lwo perspeclive drawings
portray objects of the same three-dimensiony! shape is found to
be (i) a lincarly increasing function of the sngular difference in
the porirayed orientalions of the two objects and (i) no shorter
tor differences corresponding simply {o a rigid rotation of one of
the two-dimensional cdrawings in iis own picture plane than for

differences corresponding {o a rotation of the three-dimensiongl
objects in depth [Shepard and Metzler [871]
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Figure 20a. Line drawings portraying identical objects rotated
in picture plane.
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Figure 20b. Line dravings portraying identical objects rotated
in depth.



.

[
P

!\l(
N/

Figure 20¢c. Line dravings
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portraying mirror image objects,
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Figure 20d4. Line drawings portraving structurally diiferent objects,
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These resuils seem to confirm the very subjective notion of soiving the task by
mentally rotating one of the portrayed three-dimensional cbjects at a fixed rate to
determine if it matches the other portrayed object. The resulls sugges! that it is
just as easy lo menlally rolale an cbject in depth as it is in the picture plane and
that these rotations can be done at roughly 60 degrees per second [Shepard and
Metzler 1871]

The task was expanded slightly for the computer program The program is
required lo delermine whelher the pairs of drawings portray (1) identicsl objects
(as in Figure 20a and 200}, (2) mirror images (as in Figure 20¢) or (3) structurally
different objecls (as in Figure 20d). If the pairs are reported as identical or mirror
image, the program also gives the lhree-dmensional axis equivalences. Shepard
and Metzler always used pictures of objects consisting of strings of exactiy ten
cubes; there is no restriction on the number of cubes for the program. The
program successfully analyzed the pair of line drawings shown in Figure 21 as well
as those in Figure 20 It should be noled at the outset that there was no intention

of simulaling the processes used by peopie in solving this task
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Figure 21. Another pair of line dravings successfully analyzed
and crmpared by the program.
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2.2 Frogram overview

The program that sclves the perceplual task is writlen in SAIL [Vanlehn
1973] and runs on the Stanford Artificial Intelligence Laboralory POP-10. Input to
the program are two files prepared using Geomed [Baumgart 1973] a geomelric
editor. Each file is 8 specification of a perspective line drawing of an object.
Namely, each file is @ list of the two-dmensional coordinates of the endpoints of
each line segment occurring in the line drawing There are four possibie outputs
for the program: (1) & siatement that the cbjects portrayed by the line drawings
are identical and an indication of the three-dimensional axis eguivalences of the
cbjects, (2) & statement that the objecls porirayed by the line drawings sre mirror
images and an indication of the three-cmensional axis equivalences of the objects,
{3} & statement thal the cbjecis porirayed by lhe line drawings are completely
different, or (&) a statemen! indicating the failure of the program to successfully
analyze one of the line drawings

The program has three parls: (1} preprocessing, in which the verlices of the
line drawing are classified, a dala struclure is constructed, and the three-
dimensional axes are determined, (2] enalysis and medel building, in which the
shape rules of the shape grammar are applied 1o the line drawing and & mode! of
the objec! is constructed, and (3) comparison of models, in which the models
constructed for the two objects are compared The firs! lwo parts are spplied to
each line drawing independently, the ides being 1o construc! & model of the three-
dimensional siructure of each porirayed object. In the thirgd part the two models

are compared lo determine the relaticnship belween the objects
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The process of anslysis and mode! building in the progrom is the process of
extracting the three-dimensionat siruclure of the porirayed object frony the two-
dimensional line drawing Tne model is constructed during application of the shape
rules of the shape grammar to the line drawing Each lime & rule of the shape
grammar is applied, somelhing new is added 1c the model. This process can be
likened to the syntactic snalysis component of some compilers The preprocessing
is similar to the lexical scan Applying & shape grammoyr 10 & line drawing is similar
to parsing & symbol siring using a phrase siruciure grammar. The model
constructed for the porirayed object is nol dissimile 1o the tree representation
that might be constructed by & compiler for an arithmalic expression Jus! as the
tree embodes the siruclure of the expression, the madel embodies the structure
cf the object.

in the next three seclions, 3 delailed descriptian of the program is given
The particular shape grammar used and mode! consiruc’ed are presented in Section
2.4
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23 Preprocessing

The preprocessing stage of the program includes building the dals structurs,
classifying the verlices, and determining the three-dimensional axes.

The LEAP associstive dats structures [Feldman and Rovner 1965) of SAIL are
used to represent the line drawing in the program For esch line segment of the
line drawing, lwo associstions of the form

ENOPONT e L s V,
and ENDPOINTe L, = V,

arc added where L, is an item representing the line segment and V, and V, are

items representing the verlices of the line segment. Esch vertex has s one-
dimensional array of length two as & datum The array contains the x and y
coordinates of the verlex in the line drawing. As the sssocistions are added, the
coordinales of the verlices are compared with the coordinstes of previously added
vertices. Vertices thalt are localed within & cerlain thresheld distance are
considered idenlical and the data struclure is construcled accordingly.

After the associations for the line segments have been added, each vertex is
classified in terms of the number of lines thal meet atl the verlex and the angles
between the lines. Vertex classification roughly follows that of Guzman [1968]
Seven veriex types are sliowed: L, W, T, Y, Psi, X, and 5. The definilion of vertex
types is given in Figure 22 Verlices of type T are further classified as either T1
or T3 using local information If a T vertex is contained in & paralielogram of

vertices (see Figure 23) it is classified as type T3 and is still considered a vertex



Type W: A vertex where thres lines
meel with one ungin > 180
degrees

Type T: A vertex where thras lines
meet, one pair colinear (see
Figure 23 for further
classification)

ot
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\ Type S A vertex where five lines
/S meel

Type Y: A verlex where three linses
meel with all ansles < 180
cegrees

Type P2ii A verlex where four lines
fenl, cne j!ﬂil’ colinesr

Type X: A vertac whara {our linses
me=i, two pairs colinaar

Type L A vertex where bwo lines
meet

Figure 22. Definition of vertex types.
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Figure 23. Classification of type T vertex into type T35 or type Tl.

Figure 2.. The two allowable vertex configurations for the inftial
double-circled vertex.
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of three lines. If a T vertex is nol contained in a parallelogram of vertices, it is
classified as type Ti, considered a vertex of cne line (ses Figure 23), and the
ENDPOINT associations are changed accordingly. For each vertex, an association of

the form

VIYPE « V, = vertex_lype

is added, where V, is the item for the verlex and vertex_type is the item for ils

vertiex type

Cne of the vertices of the line drawing is distinguished by surrcunding it with
an extira circle. Intuilively, this verlex is the central verlex of one of the end
cubes of the object. The verlex is either of type Y or type Psi The possible
vertex configurations for this distinguished vertex are shown in Figure 24 If, as
normally occurs, twe different verlices of the line drawing qualify, ie. one on each
end cube, one of these verlices is chosen arbitranly.

After the verlices are classified, & three-dimensional axis system for the line
grawing is determined using the distinguished verlex If this vertex is of type Y,
the orientalions of the three line segmenlts radiating from the vertex are
calculated If the vertex is of lype Psi, the orientations of the three line segments
that would form a type Y vertex are caicuialed These three crientalions are
assigned directions +x, +y, and +Z in & counter-clockwise order. This insures that
the axis cystem is & lefl handed system The axis sysiem will be used in
specilying the model ¢ astructed for the porirayed object.

The eifect of preprocessing on a line drawing porlraying an cbject composed

of six cubes is shown in Figure 25
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Figure 2%.

The eifect of preprocessing on a sinmple line draving.
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2.4  Analysis and model bulding

The heart of the program is the parl thal applies the shape grammar to the
line drawing with classified vertices and constructs the model.

The shape rules of the shape grammar thal is used to analyze the line
drawings are shown in Figure 26. The nonterminais of the shape grammar are &
circle and the symbols for the different vertex types. The terminal is a straight
line. The shape grammar conlains nine shape ruies. The initial shape is the line
drawing (with classified verlices) lo be analyzed Rather than beginning with a
simple shape, adding terminals and markers during shape rule aspplication, and
generating the shapes of interes!, this shape grammar begins with a shape of
interest and erases termingis and markers during rule application unlil none remain
This approach elfeclively elides the parsing problem for shape grammars. The
approach seems straightforward since the shape grammar will be used only in the
analysis of shapes and never in the generalion of shapes. A similar approach was
taken by Anderson in the formalism described in Section 1.8.4

A word should be said here obout the parsing problem for shape grammars.
The parsing problem can be delined as: given & shape and & shape grammar,
determine whether the shape is in the language defined by the shape grammar and
if it is, find & generalion thal yields the shape. The parsing problem is difficult for
shope grommars for two reascns. Firsi, for & given shape and a given sel of
terminals in a shape grammar, there may be many ways of dividing up the shape
into terminals Second, almost all interesting shape grammars {and all shepe
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grammars presented in this disserlation) are mn!e.xt'sensﬂivﬂ in the sense that
terrminais are present in the left sides of shape rules. There are na known
efficient and general parsing algorithms for contex!i-sensilive phrase structure
grammars; there is no reasen !¢ believe the problem is any easier for shape
grammars It should be noled thal for non-erasing shape grammars (see Seclion
1.2}, the parsing problem is sclvable by enumeralion, in theory.

Returning to the shepe grammer for the Shepard-Metzler figures, notice that
the lett sides of ihe shape rules contain different veriex configurations that can
portray an end cube These different verlex configurations resull from the various
possible three-dimensiona! siruclures of the objects and the various viewpeoinis
from which these objects can be seen The right sides of the shape rules are the
vertex configurations that resull from the removal of the end cube  As usual, the
“generation™ process begins wilh the initigl shape, the line drawing wilh classified
verlices, and consisis of the repealed application of the shape rules During the
process of shape rule application, the line drawing 18 erased one cube &t a lime
The process terminales when no rules are applicabie  In the preprocessing stage,
one of the vertices of one of the end cubes was marked with an extra circle The
left side of each of the shape rules contains a double-circlegd vertex Thus each
shape rule is only applicable to the portion of the line drawing conlaining the
double-circled vertex Each gpplication of a shape rule resuits in the elimination of
the vertex contiguration which porirays the end cube with & double-circied verlex,
the placement of an extra circle sround & vertex of the next cube, and the filling in

of edges and verlites which were cbscured by ihe erased cube
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The shape rules shown in Figure 26 are sclually shape rule schemala In the
application of the rules, the exac! angies pelween the lines a! easch vertex are
ignored within the bounds of the definilion of the vertex type. All tha! matlers is
the vertex configurations. Also, sirictly speaking the marker indicating vertex type
within each circle should be in & standard enentalion reiptive 1o the lines that meet
at the vertex For convenience, these veriox markers are drawn vertically in the
figures. As with all chape grammars, the transformalions of rotation, scale,
transiation, and mirror image may be applied to the lefl and righ! sides of the rules
during rule appication

The rules cof the shape grammar are empbodied in SAIL cede in the program
First the code establishes which rule 1s applicable by delermining which vertex
configuration of the left side of a rule exisis in the current shape as specified by
the current associations. The rule is applied by changing the associations o malch
the right side of the rule. This may resuit in the addition, as well as the deietion,
of line segment and vertex iems and associstions. This section of code is
repeated unlil no rules are applicable it at this poin! no line segment or vertex
items and associations reman, the program has succeeded in analyzing the line
drawing. If no rules are apphicable butl some items and associations remain, the
program has faled

If thes part of the program consisted colely of an implementaticn of the shape
grammar, the program could be used only as an ecueplor. Namely, the program
could make a binary choice: i could delermine whether or nol a line drawing does

indeed portray a Shepard-Metzier object (as defined by the shape grammar) by
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classilying the vertices and checking if the shape grammar could be applied until no
terminals or markers remained Bu! the lask invoives extiracling the three-
dimensiona! structure of the objects portrayed by the line drawings. To do this, a
model of the porirayed object is constructed during shape rule application

The model used consists of a one-dimensional array of characters which
specifies the skelelon of the porirayed object. The skeleton can be thought of as
the sequence of line segments connecting the cenlers of the cubes. The model
consisis of the sequence of directions of the skeieton, where the directions are the
axis gireclions determined during preprocessing. There are six possible directions:
+x, =X, +y, -y, +2, -2 The model is construcled by recording the direction of the
extra circle. Each time a3 rule is applied (except for the final application of rule 9
the axis direction closes! 1o the direction of molion of the exira circle is added to
the model The length of the model is one less than the number of cubes in the
porlrayed object

An example of this process s shown in Figure 27 for the iine drawing of
Figura 25 The modei consiructed for the object portrayed by this iine drawing is
+y =2 -2 -z -x The modeis constructed for the cbjects porirayed by the line
drawings shown in Figure 20 and 21 are shown in Figure 28. In the construction of
the modeis in this figure, the convenlion that the uppermost of two eligible
vertices is dislinguished as the initial double-circled vertex is used in

preprocessing.
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25 Comparison of models

After the preprocessing and model building routines are applied to each line
drawing independently, the medels that were constructed for the pertrayed objects
are compared The model comparison has two stages

The first stage determines whether the two modeis represent simiar (ie
identica! or mirror image} objetls or completely different objects. Recall that each
model is a one-dimensiondi array of axis direclions where the possible directions
are +x, =X, +y, -y, +7, and -z. Firs{, the lenglhs of the two models are compared
if the lengths are unegual, the objects are declared lo be different and the model
comparison routine is lerminated If the lengths are egual, the program attempls to
find axis equivalences for the +x, +y, and +2 direclions of the first model.

An axis direction d; of the first model is considered equvalent o an axis

direction d of the second model (wrillen &, = &) iff

{1} the posilions in which d, oceurs in the first model are
identical to the positions in which d, occurs in the second model
and

(2) the positions in which -d, occurs in the first model are
identical to the pesitions in which -d; occurs in the second model.

For example, in the modeis shown in Figure 28 derived for the line drawings
of Figure 20b, the axis equivalences for the +x, +y, and +2 direclions of the first
model are +x = #y, +y = -2, and +2 = -x Note that by the definition of axis
equivalence, if d; = d; then -d, s -d,.

If an equivalence can be found for each of the axis direclions then the
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porirayed objects must be similar (identical or mirror image) and the second stage
of the model comparison routine is entered If an equivalence for each of the
directions canno! be found, no fina! conclusions can be drawn The objects siill
could be simiiar if the initial doubie-circled verlices were localed in preprocessing
at different ends of the objects This occurred, for example, with the construction
of the models in Figure 28 for the line drawings in Figure 205 To determine if the
porirayed objects are similar or different, the second model is reversed and axis
equivalences for the +x, +y, and +z directions of the first mode! again are searched
for. To reverse the second model, each entry in the model is first negated and the
sequence of direclions is reversed For example, the reverse of the model +z +2
+y +y =X =x =X +2 +2 for the right line drawing of Figure 20a {see Figure 2B} is -2
-z 4x *X 4X =y -y -2 -z This new model is the model that would have been
constructed if the initial double-circled verlex had been located at the other
(lower) end of the object and the model had been consirucled in reverse order. i,
again, an &xis equivaience cannol be found for each of the directions of the first
model, the objects are declared differenl and the model comparison routine is
terminated |f eguivalences are found, the objects must be either identical or
mirror image and the second stage is entered

The second slage of the model comparison determines whether models with
axis equivalences poriray idenlical or mirror image objects. In the program +]
represents the +x direction, =1 represents -x, +2 represents +y, -2 represents -y,
+3 represents +2, and -3 represenis -z Integer array EQUIV[1:3] is defined The

value of EQUIV[1] is the axis equivalence of the +x direction of the first model,
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etc. By the definition of axis equivelence, the array EQUIV can have 6:8+2 = 48
different permutations of assigned values. For the models of Figure 20b, EQUIV[ 1]
= +2, EQUIV[2] = -3, and EQUIV[3] = -1. Half of the 48 permutations represent
axis equivalences that would occur if the second line drawing portrayed simply a
three-dimensional rotation of the object porirayed by the first line drawing The
other haif of the 48 permutalions occur if the object portrayed by the second line
drawing is a mirror image of the object portrayed by the first. The following SAIL
subroutine determines whether the line drawings poriray objects which are
identical or mirror image:
INTEGER PROCEDURE SAME_OR_MI {INTEGER ARRAY EQUIVY
BEGIN
INTEGER {, MINUSAXES, DIFFAXES;
MINUSAXES ~ DIFFAXES - O;
FORI~ 1,2 300
BEGIN
iF ABSIEQUIV{ID # ! THEN DIFFAXES «~ DIFFAXES+];
IF EQUAV[I] < O THEN MINUSAXES ~ MINUSAXES+|;
END;
IF (MINUSAXES = 1) v (MINUSAXES = 3}
THEN RETURN (IF DIFFAXES = 2 THEN SAME ELSE M)

ELSE RETURN (IF DIFFAXES = 2 THEN M! ELSE SAME);
END;

The subroutine determines whether the axis eguivalences can be effected
with just a three-dimensional rotation of the first object or whether an axis
inversion (mirror image! is required Recall that the method for determining the
axis directions in preprocessing insures that both axis systems are ieft handed

The subroutine delermines whether after transforming the first model into the
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second model the resulling axis system would be leit handed or right handed. if
the axis system would still be left handed, the line drawings poriray identical
objects from possibly different viewpoints. If the axis system would become right

handed, the line drawings poriray objects that are mirror images of each other.

2.6 Program resulls

The range of line dranings that the program can analyze is defined effectively
by the shape rules of Figure 26. The program has successfully compared over a
hundred pairs of line drawings of objects

It may be of interesi {o compare the performance of the program with the
performance of pecple on (he same task

The program canncl analyze many line drawings that are analyzable by
people. In particular, there are three types of views of an object for which the
program fads: {1} a view of the object in which & substantative part of the object
is obscured (as in Figure 29a), (2} & view of the object in which two different lines
mee! and appear to be one or iwo different verlices appear lo coincide (as in
Figure 290}, and (3} a degenerate view of the object in which only one face of &
particular cube is observable {as in Figure 29¢). Seme of these problems could be
fixed by nol loo complicaled program palches. In particular, mos! degenerale
views (of iype 3) probably could be analyzed successfully with the addition of

some rules 10 the shape grammar.
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Figure 20a.

A view in vhich a
substantive part
is obacured.

Figure 20b.

A view in which two

different vertices f i
appear to coincide.

Figure 239¢c.
& degenerate view,

Figure 29, Toree line drowings vhich the program cannot analyze.
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The program succeeds in analyzing some line drawings which are very difficult
for people, namely line drawings of objects containing many cubes, such a3 the line
drawings in Figure 21. There is essenliaily no limil to the number of cubes in a
line drawing that can be analyzed by the program As Shepard and Melzler only
used line drawings of objects containing ten cubes, no informalion was coliected as
to the limit of the number of cubes in line drawings analyzable by people.
Personally, the solution of the task for the pair of line drawings in Figure 21 seems
very much more difficuit than thé solution for the pairs in Figure 20. Mentally
solving the task for line drawings poriraying twice as many cubes as those
portrayed in Figure 21 seem: cut of the guestion for me using the normal, non-
anaiytic, mental rotation technigue

Shepard and Melzier were interested in the amount of time needed to solve
the task As noled in section 21, the amount of time reguired by people varies
linparly with the angular differonce of the portrayed orientations of the two
objecls. The amount of time taken by the program is independent of the angular
difference cf the porirayed orienialions and is relalively constant for line drawings
of objects of a fixed number of cubes Indeed, where pecple would immediately
recognize that two identical line drawings portray identical objects, the program
wouid take about the same amount of *ime to soive this partizular task as any
other.

The input format for the program is different than that used for people.
People are shown the line drawings. The program is given g digitized encoding of

the line drawing made in terms of the coordinates ¢f the endpoints of the line
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segments. A front end program could have been written lhat made use of a
television camera and & line finder aigerithm It is interesting to note that the
program would take substantially longer to soive the task if shown the actual line
drawing rather than given the cncoded version while 3 person would certainly lake
longer 1o soive the task given the encoding rather than shown the line drawing
itself. Shown the line drawing, the program would first encode it in terms of the
coordinates of the verlices. Given the encoding, a person would first draw the
picture.

All of this discussion must be tempered by the obvious fact that the program
can solve only this one perceplual task while a person is & very general perceplual

system

2.7 Limitations and possibic cxtensions

The task domain of the program was carefully chosen The lask has some
imporiant restrictions that greatly facilitate its solution For example: The program
is given encodings of perfect line drawings. Each line drawing porlrays exactly one
object. The range of objects the line drawings can poriray is limited to objects
composed of linear strings of cubes. The task can be solved using only structiural
information extractable from the line drawings.

A first extension to the program might be 1o add shape rules thal would allow

a cube to be attached to more than lwo other cubes. The objects to be analyzed
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would no longer be restricted to strings of cubes but could be arbilrary assemblies
of attached cubes A one-dimensional array of directions would no longer suffice
as a model of the objects. The new model consiructed using this shape grammar
might be a connected graph where the nodes would represent the centers of the
cubes and the arcs of the graph would indicate adjecency or attachment of the
cubes and be labelled as !o the gwis direclion belween the cubes. This model
would still be & representation of the skeleton of the object. The madel used in
the program could be considered a speciai case of this connecled graph model
More generally, the cbjects could be composed of nol just cubes but & variely of
primitive cbjects, e g wedges, prisms, oclahedrons. The models censtructed would
be connected graphs as above bul with each node Igbelled to indicate the type of
cbject represented Using this scheme, the process of delermining whether two
pictures portray different views of idertical objects would consist of analyzing the
pictures using the shape grammars, constructing the graph medels, and delermining
whether the two graphs represent skelelons of identical objects To help insure
that shape rules are na! applicable in unintended situations, 3 labelling technique
such as the one described by Waltz [1572] might be used to lebe! the portrayed
edpes of the object as concave, convex, etc. The lines belween verlices in the
shape rules would be labelled accordingly. Perhaps, lines between vertices could
be allowed 1o be curves as well as straight lines.  How large a class of objects can
be analyzed using this lype of technique is an open question

The ma,or advantage of this technique is that line drawings porlraying a large

number of objects can be analyzed, including line drawings portraying objects which
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may never have been previously seen, using & fixed se! of rules Instead of
requiring an object to be analyzed 1o be a member of & smali, fixed ciass of
objects, it is only required that the cbject be decomposable inlc instances of a

fixed set of primilive objects attached in certain ways.
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Shape grammars were developed originally &s the basis for a formalism
{"generalive specifications™ for generaling non-representalional, geometric
paintings [Stiny and Gips 1972] ODuring the past four years, dozens of paintings
have been specified using generalive specificalions and constructed using
iraditional artistic lechniques The process of using a generalive specification lo
generate a painting has been implemented on the compuler. Hundreds of paintings
have been defined and displayed using this program

This application of shape grammars is of interest (1o me, at least) for two
reasons:

{1} | like the painlings. | enjoy creating the paintings, iooking at
them hanging on my walis, and locking at them on the
computer display. The paintings are of interest in
themseives

(2) The paintings provide & geed inilial problem domain for
studying aesthetics and design

The use of shape grammars in generating paintings has led 1o & study of
aesthetics [Gips and Stiny 1973, submilted for publication] An attemp! has besan
made 1o deline a formalism {“aesthelic systems™) tha! can be used in specifying
aesthetic viewpoints. A particular aesthetic system has been deveioped for
paintings definable using generative specifications end has been implemented on the
computer. The computer can evaluale paintings it displays in terms of this
aesthetic viewpoint. Plans for an automslic design program are discussed. This
work is intended as & siep on the long path toward Arlificial Intelligence programs

of the type Firschein, el al [1973] call & “Creation and Evalualion System”, namely
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programs “capable of crestive work in such areas as music, art (painting, scupture,
architecture), lieralure (essays, novels, poelry), and mathemalics and able to
evaluate the work of humans™ {and presumably other programs).

This section is divided into two parts. In Section 3.1, a formalism which uses
shape grammars to generate painlings is defined, ils computer implementation is
described, and several examples are given In Section 3.2, resulls of an
investigation of aesthelics are presenled and some of ils ramifications are

discussed

3.1 Specification of painting using shape grammars

3.1.1 Generative specifications

A generative specification is & complete specification of a class of non-
representational, geometric paintings. The primary component of & generative
specification is a shape grammar. The painlings defined by generalive
specifications can be considered material representations of shapes generaled by
two-dimensional shape grammars

A generalive specification has four parts: (1) a shape gramar which defines a
language of two-dimensional shapes, (2} 8 selection rule which selecls shapes in
that language for painting, {3} & list of painling rules which determine how the

areas contained in the shapes are lo be painled, and (4} a limiling shape which
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determines the size and shape of the canvas and where the shapes are (o be
painted on the canvas.

in Sections 3.1.1.1 - 3.1.1.8 the four parts of & generalive specificalion are
defined and explained The painting Triad, shown in Figure 308, and its generalive

specification, shown in Figure 31, are used as an exampie

3.1.1.1 Shape grammar

Shape grammars used in generalive specificalions are generally non-erasing
{see Section 1.2} and may be either serial or parallel. Recall that a serial shape
grammar is denoted SGn and & parallel shape grammar PSGn (see Section 1.3).
Ser:ial shape grammars used in generative specificalions are usually unimarker.

The shape grammar in the generative specification of Figure 3la has one
terminal, a 60 degree arc of & crcle, and one marker, lwe equal line segments
joined at a 60 degree angle There are four shape rules. The initial shape
consisls of six terminals which form a circle and one marker. A generalion of a
shape in the language is shown in Figure 3lb. The shape grammar is somewhatl
similar 10 the (serial} shape grammar for the Snowfiake curve shown in Figure 10
and discussed in Section 1.6.1. During the generation, rules 1 and 2 cauze the
marker to trace clockwise around the most recently added closed curve of
terminals. Rule | is applicable when the marker is on the convex side of the next

terrinal arc. Application of rule | causes four terminsls (ie, a 240 degree ars) to
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Figurs %0a. Triad.
Colors are blue, Tod,

yellow, and white
{darkest to lightest}.

Figure %0b. Eve.
Colors are blue and white.

Tigurs *0¢. Yellow Cross.
colors are hlue, red,
yellow, and white
{darkest to lightest).

Tipure %0. Three paintings defined using generative specilications.
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be added and the marker io be moved ahead Rule 2 is applicable when the
marker is on lhe concave side of the nexi lerminal arc. Application of rule 2
causes two lerminals (ie, a 120 degree arc) 1o be added and the marker 1o be
moved shead. Rules 3 and 4 are applicable to the inilial shape and aller the
generation of each levei of closed curve of terminals. Application of rule 3 causes
the marker to be reduced in size and turned, thus forcing the generslion to be
continued for another level Application of rule & erases lhe marker, thereby

terminating the generation and adding & shape 1o the language.

3.1.1.2 Selection rule

Painting requires a small ciass of shapes that are not beyond ils techniques
for representation Becsuse a shape grammar can define & language containing &
potentially infinite number of shapes ranging from the simple to the very linfinitely)
complex, a mechanism (seleclion rulel is required to select shapes n the language
for painting. The concept of level provides the basis of this mechanism and also
for the painting rules discussed in the next section

The level of & lerminal in a shape is analogous to the depth of & constituent
in a sentence defined by a context free phrase structure grammar. Level
assignments are made to terminais guring the generalion of & shapa using these

rules:

{1} The terminals in the instial shape are assigned leve! 0.
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{2) 1f a shape rule is spplied and the highest level assigned to
any terminal used in the left side of the rule is N, then sach
terminal added by the application of lhe shape rule is
assigned level N+,

{3} No other ieve! assignments are made.

The assignment of leveis 1o the terminals in the example is shown in Figure
3ic. Notice that a new level is effectively begun each time rule 3 is applied

A selection rule is an integer which specifies the minimum level required and
the maximum leve! alicwed in a shape in the language for it to be & member of the
class to be painted The selecticn rule determines the depth of generation of the
shape grammar reguired {o produce a shape 1o be painted Theoretically, several
shapes in the language defined by a shape grammar could have the same maximum
level. A generalive specification defines a class of paintings. However, in every
generative specification discussed here (and ever invesligated) the language
defined by the shape grammar contains only one distinct shape with any given
maximum level, Thus, the seleclion rule normally specifies one shape to be painted
from the language and each generalive specificalion normally specifies exactly one
painting.

The seiection rule in the example, 2, specifies exactly the shape generated in
Figure 31b.
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3.1.1.3 Painling rules

Painting rules indicate how the areas contained in 3 shape are {0 be painted.
In applying the painting rules, the generated shape is trealed as if it were a Venn
diagram as in naive set theory. The lerminals of each level in a shape are laken as
the oulline of a set in the Venn diagram Levels 0, 1, 2, .. n are said 1o define sets

Los Lis Loy o L, respectively, where n is the selection rule. A painting rule has twe

sides separated by a double arrow { => ). The left side of & painting rule defines &
set using the sels determined by level assignment and the usual set operators, e
union, interseclion, and compiementalion The sels defined by the lefl sides of the
painting rule must parlilion the Venn diagram The right side of a painting rule is a
rectangle painted in the manner the sel defined by the left side of the rule is 1o be
painted  The rectangle gives implicitly medium, color, texture, edge definition, elc.
For convenience, the rectangle contains the name of the color the ares is to be
painted instead of & sample of the painted canvas. It is assumed that acrylic paint
is used and the areas are painted fial ond have 3 hard edge. Because the left
sides of the painting rules form a partition, every area of the shape is painled in
exactly one way. The sel notation ensbles the specification of how areas are to
be painled 1o be indepondent of the actual shapes of the areas Notice that any
ievel in & shape may be ignored by excluding the corrsponding set from the left
sides of the rules

The painling rules in Figure 3la in the generative specification for Triad are

an example of a painting rule schema thal has been frequently uses For a
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seleclion rule of n, there ars in general n+l basic “sels” defined by level

assignment and, following this schema, n+2 different panting rules of the form:

L => color;
Loy P ~{L.} =» color,
bap 0 ~IL UL => golory
Ly 0 o~ilu wen UL, UL => golor,
Ly M ~1LULU «oo UL, L) «> color,,,
~ LUl Ul U wee 0l UL ) => color,,s

Using these painting rules, the color an area it panled depends cnly on the highes!

jevel of a terminal boundary surrounding it. The ares encicsed by set L, is painted
color,. The ares enciosed by set L, but not by sel L, is painted color,, etc

The perceptual effect of painting rules following this schema is lc make the
painting appear as i! opaque versions of the areas bounded by the successive
levels were placed on top of each other.

A second painting rule schema has been used This schema is more difficuit

1o shaw for a selection rule of n and so will be shown for a selection rule of 2:

Lol i, => coler,
Lol Nalol U HLg~l i) U falghi Nl ) «> color;
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The effect of these painting rules is to count set overlaps. The ares

enclosed by all three sels is panted color,. The erea enclosed by exactly two of
the sets is painted colory, by exactly one of the sels colors, and by none of the
sels color; The perceptuai effect of painting rules following this schema can be te

make the painting appear as if identically tinted, transparent versions of the areas

bounded by the successive levels were placed on top of each other

3.1 1.4 Limiting shape

The limiting shape defines the size and shape of the canvas on which & shape
is painted  Traditionally the limiting shape is & single rectangle, but this need not
be the case. For example, the limling shape can be the same as the outline of the
thope painted or it can be divided into several parls. The limiting shape is
designaled by broken lines, and ils size is indicaled explicitly. The initial shape of
the shape grommar in the same scale is located with respect 1o the limiting shape.
The limiling shape in the example is 3 32 in x 32 in square which contains all of
the generated shape  As seen in the example in the next section, the initial thape
need nol be lecated within the limting shape. Informally, the limiting shape acls as
& camera viewfinder or a cookie cutter The limting shape determines what part

of the painted shape is represented on a canvas and in wha! scale.
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3.1.1.5 Example: Eve

The generstive specification cf the painting Eve (shown in Figure 30b} is
given in Figure 32 The shape grammar in this generalive specificalion contains
two lerminais and a marker. The first terminal can be decomposed into ten B0
degree circie arcs, six of radius R and four of radius R/3. The second terminai can
be decomposed inlo seven 60 degree arcs, all of the same radius. Beth of the
shape rules have the same left side. The inilial shape consists of one lerminal and
one marker. The shape grammar is similar to the shape grammar for inscribed
squares in Figure i. The shape in the language specified by the seleclion rule in
the generative specificalion is generated by applying rule 1 four times and rule 2
once. Both rules are applicable under identical circumstances The effect of
applying the first rule is o add an instance of the first terminal and to move the
marker and shrink it by a faclor of three, thereby forcing the continuation of the
genecration precess. The effect of applying the second rule is 1o add an inslance of
the second terminal and to erase the marker, thereby halling the generalion
process and producing & shape in the language The terminal added by each
successive application of & rule is assigned & new level The effect of the painting
rules is to paint the areas enclosed by alternate ievels of 1erminals the same color.
These painting rules can be considered & special case of each of the two schemals
described previously. The painting rules take advantage of the fact that cach area
enciosed by the terminal of & given level is compleiely contained in the area
enclosed by the terminal of each lower levei The limiting shape in the generalive

specification is a rectangle thal does not completely conlain the inlial shape.
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3.1.1.6 Example: Yellow cross

The generative specification of the painting Yellow Cross (see Figure 30c) is
given in Figure 33a The shape grammar in this specification is a paraliel shape
grammar. Therc is one terminal, & rectangle, and one marker, & circle. The shape
grommar has iwo shape rules Note that the right side of the first shape rule
contains wo overlapped terminals (rectangles) and two markers pius the terminal
of the left side of the shape rule. The initial shape conltains four markers and four
overiapped terminals that form a diamond with & square hole. Recall that in the
generation using & parallel shape grammar, when a shape rule is applied, it is
applied everywhere it is applicable. Both rule 1 and rule 2 are applicable under
identical circumstances. Apphcation of rule 1 adds a new level of terminals ang
forces the continuation of the generation; application of rule 2 erases the markers
and halts the generation In the example, rule 1 is applied 3 times before the
genoration is halted with an application of rule 2. The terminals sdded with each
paraliel rule application are assigned & new level The outline of the terminals
added by each rule application and assigned each level is shown in Figure 33b. The
initial shape (level O} is composed of four terminals (rectangles). Eight terminals
are added in the first parailel application of rule 1 (level 1), sixteen in the second
application (level 2), and thirty two in the third application (laevel 3). The painling

rules foliow the first schema given in Section 3.1.1.3 except the set L; is ignored
Because the sel Lg is nol mentioned in the painling rules, the lerminai shapes

assigned level O (ie. the initia! shapel do not appear in the final painting. The

limiting shape is a square that wholly contains the generated shape.
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3.1.2 Computer impiementation

A compuler program thal implements generalive specificalions has been
written in SAIL {VanLehn 1873} and runs on the POP-10 at the Stanford Artificial
intelligence Laboratory.

The program allows generalive specificalions for reclilinear paintings o be
defined interactively using @ keyboard and Data Disc or {ll dispiay. Once the shape
grammar and selection rule of @ generalive specification are defined, the program
gencrates and displays the line drawing of the specified shape. From the line
drawing, an image of the painting itseil can be displayed via a video synthesizer in
shades of grey (or green) on the Data Disc displays or in full color on the color
television connected lo the POP-10. Hard copy of the line drawing or a low
contast shades of gray version of the painling ¢an be oblained using the Xerox
Graphics Printer (XGP).

The gencral structure of the program is diagrammed in Figure 34. The
program has lwo monitor stales, which are indicaled in the diagram by reclangies
with curved corners. The shape grammar is consiructed in the first monitor state.
When the program is in this stale, the user is prompled by an "+". Operalions to
be performed by the program are indicated by lyping a single character and then
typing any additional information requesied by the program  Detals of the
commands available to consiruct the shape grammar are given in Section 3.22.1.
After a shape grammar has been defined, "G™ is typed and in response to the

request by the program, the level of generation desired {i.e, the selection rule} is
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iyped. The specified shape is generaled (Seclion 3.1.22) and the program enters
the seconc monitor stale. When the program is in this siate (Section 3.2.2.3), the
user is prompied by a ™". From this monitor stale, different leveis of the
generated stale can be displayed, an cutput file for the XGP can be prepared, and
a bit file image of the painting can be prepared for color display (Sections 3.1.24
and 3.1.25). Additionally, by typing A", the painting can be evaluated using the
aesthetic system developed in Seclion 325 The sesthetics program itself is
described in Section 3.26.

3.1.2.1 Interactive definition of shape grammar

A shape grammar can be defined using the program only if it meels these

requirements:

{1} There is only one termina which is a closed shape composed
of straight lines.

{2} There is one marker.

{3} There are two shape rules. The left side of each shape rule
containg one terminal and marker. The right side of the first
shape rule contains the terminal in the left side plus some
number of addilional terminals and markers. The right side
of the second shape rule contsins just the terminal in the
lefl side of the rule and no markers.

{4) The inilial shape contains an equal number of lerminals ar.
markers.

{5 The shape grammar is 3 paraliel shape grammar.
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While this is g fairly severe reslriclion on allowable shape grammars, the class of
shape grammars that fulfill these reguirements seems sufficiently large and rich in
shape grammars of interest for generative specifications. After a year of running
the program and after the definition and generalion of hundreds of paintings, this
class of shape grammars is far from exhausted The shape grammar in the
gencrative specification shown in Figure 33a of the painting Yellow Cross is &
member of this ciass and is used as an example in this section

The shape grammar in the generative specification is defined by interactively
constructing three shapes - the lerminal shape, the rule shape, and the initial
shape. Shown in Figure 35 are (i) parts of the shape grammar of the example, (2)
the corresponding terminal shape, rule shape, and initial shape, and (3} the intarnal
representation of these shapes.

The commands avaiable for constructing these shapes are shown in the table
in Figure 356. Whenaver the program is in this monitor state, the current version of
one of the three shape is displayed The shape that is displayed is the shape thal
the commands atfect. The user can swilch 1o working on the terminal shape, the
rule shape, or the initial shape by typing "a%, "7, or "A" respectively.

The termina! shape is the terminal of the shape grammar (ie, the shape in V)
and is composed of siraight lines. Al the oulsel, the lerminal shape consists of a
single horizontal line with endpoints al coordinates (+200,0) and (-200,0). For all
display purposes, the screen is considered a 1024 x 1024 rectangular coordinate
system with the origin in the center. Commands are available {o add and delete

lines. The lines are numberced One of these lines is the current line and it is this
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line that is altered by the commands to enlarge, shrink, move, rolale, and fasten
(see table in Figure 36). Any line can be specified as the current line by using the
“C* command During the construction of the terminal shape, the terminal shape is
represented as a 4 x 1 two-dimensicnal integer array where 1 is the maximum
number of lines allowed in the terminal shape. Each line is represented by four
numbers - the x and y coordinales of the endpointz. For the generalion of a shape
(see next seclion), this representation i1s changed lo take advantage of the
recuirement that the terminal shape uﬁtimﬂeiy must be closed ODuring shape
gencration, the terminal shape is represented by the sequence of coordinates of
verlices encountered in a counter-clockwise trace around the shape, beginning with
the first vertex of the first line

The rule shape represents the lerminals added in the right side of the first
shape rule in the shape grammar 8nd is composed of instances of the lerminal
shape  The terminal on the left side of the firs! shage rule is always a single
instance of the terminal shope. The rule shape is displayed superimpased on the
terminal shape This forms the terminals on the right side of the first shape rule.
At the outset, the rule shape consists of a single instance of the terminal shape
Commands are available for adding and deleting instances of the lerminal shape.
The instances of the lerminal shape are numbered One of these instances is the
current shape and it is this instance that is allered by the commands to enlarge,
shrink, mave, rotate, invert, and fasien (see table in Figure 368 Any instance can
be specified as the current shape using the choose command.

The initial shape represents, as the name implies, the intial shape of the
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shape grammar and is also composed of instances of the terminal shape. The
commands for mampulating the terminais in the initial shape sre just aboul identical
te the commands for manipuiating the terminals in the rule shape.

For both the rule shape and the initiai shape, each instance of the terminal
shape is represonted internally by five paramelers: the x dispiacement, the ¥
displocement, the scale s, the counter-clockwise rotalion in degrees 6, and mirror
image m These paramelers delermine the coorcinstes of the particdar instance of
the terminal shape. If (OLDX, OLDY) are the coordinates of & vertex in the terminal
shape and XDIS, YDIS, SCALE, THETA, and INVERT are the paramelers of an instance
of the terminal shape in the rule shape, the new coordinates (NEWX, NEWY) of the

vertex in the rule shape are computed by :

IF INVERT # O THEN OLDX - -0LDX;

IF THETA # O

THEN BEGIN
TEMP ~ OLDX = COS(THETA) - OLDY s SIN(THETA);
OLDY = OLDX « SIN{THETA) « OLDY = COS(TRETA);
OLDX = TEMP
END;

NEWX « SCALE » OLDX « XDIS;

NEWY «~ SCALE + OLOY + YOIS

This defines the transformations that are used but is not the precise algorithm, e.g.,
cos and sin are precomputed ond stored in @ table and the origina! values of OLDX

and OLDY are not destroyed Notice that the order the transtormations are applied
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makes 3 difference in the efiect of specific paramaters For & good discussion of
iwo-dimensional {and three-dimensional) lransformations see [Newman and Sproull
1873}

The five paremeters that represent each instance of the terminal shape in
eiiher the rule shape or iniliail shape can be considered Lo defing & new coordinale
system The transfcrmalions just presented give the mapping from the original
gereen coordinate system 1o this new coordinale system Il the numbers of the
shapes are displayed {(see the "M" command in Figure 36}, the rumber of each
shape is dispiayed at the crigin of the new coordinate system defined by the
shape, t.e. at (XDIS, YDIS) in the screen coordinale system il the operation of
rotation {“turn™} or inversion iz specified for & shape, the operslion is performed
relative to the coordinate system defined by the shape, g the shape is rotaled
about its own origin rather than the origin of the screen coordinate system On the
olher hand, the operations of {ransiation {x end y displacement} are performed
relative to the scresn coordnale sysiem These conventions may appear to be
arbitrary, but in practice they seem meost natural.

Once 5 shape grammar {ie {erminal shape, rule shape, and initial shape) has
been conslructed, it can be saved on the disk using lhe write command and
subsequently reinstated using the read command (see Figure 36} Teo generate a
shape using & constructed shape grammar, "G is typed and then the desired lavel

ol generation (seiection rule) is specified
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3.1.22 Shape generalion

A shape grammar of the restricted type sliowable for the program always has
two shape rules. Application of the firs! shape rule during a gencration always
resulls in the addition of a new leve! of lerminals, the addition of new markers, and
the continualion of the gencralion precess. Application of the second shape rule
always results in the addition of no new terminais, the erasure of all markers, the
terminalion of the generglion process, and & shape in the language. If the selection
ruie of & generalive specification is n, the shape o be painted is the shape in the
language generaled by the shape grommar which conltains terminals assipned a
maximum level of n Using & shape grammar of this restricted type, a shape
confaining terminals assigned a maximum level of n always can be gencrated by
recursively applying the first shape rule to {he inilial shape n times and then
applying the second shape rule

For the progrom, the shape grammar is defincd completely by the three
shapes - lermingl shape, ruie shape, and initial shape - described in the previous
section The terminal in the ieft side of the first shape rule consisls of 3 single
instance of the terminal shape. The paramelers of this instance of the lerminal
shope are implicitly x=0, y=0, s=1, =0, and m=0 The lerminals in the righ! side of
the first shape rule are given by the rule shape The relative focations of the
markers in the first shape rule are given implicitly by the specific parameiers of
the rule chape. The terminals of the right and left sides of the second shape rule

are identical and consist of singie instancos of the terminal shape. The terminals of
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the initia! shape of the shape grammar are specified by the initiai shape
constructed using the program: The markers in the initial shape are given implicitly
by the specific parameters

The program generates 3 shape by recursively applying the transformations
specified by the rule shape lo the initial thape. The shape thal is generated
consists of muitiple instances of the terminal shape.

Assume there are r instances of the terminal shape in the rule shape, !
instances of the terminal shape in the initial shape, and the selection rule {level 1o
pe generated) is n Level O of the generated shape is the inilial shape and o
consists of 1 instances of the terminal shape. Level | is generaled by applying the
shape rule to each instance of the terminal shape and so consists of rt instances of
the terminal shape Level 2 is generated by applying the shape rule to each
instance of the terminal shape in level | and so consists of rét instances of the
terminal shape, etc. Level n consists of r"t instances of the terminal shape. Thus
the generated shape consists of 1 + rt & r2t « _ « r"t instances of the terminal
shape. This is a geometric series the sum of which is equal to (n+1t if r=1 and
t(1=-r"13/(1-r) for r>1. In the example (see Figures 30c, 33, and 35), r=2, t=4,
and n=3. Level O contains four instances of the termina! shape, level | contains
eight, level 2 sixteen, and ievel 3 thirly two. The generated shape contains sixty
instances of the terminal shape.

The terminal shape must be a clesed shape After its construclion is
completed, the terminal shape is represenied as & sequence of (xy} pairs where

each pair gives the coordinstes of one of the verlices. Each instance of the



123

terminal shape in ihe generaled shape is represented internally by the five
paramelers - x, ¥, 8, 5, and m - described in the previous seclion The terminals
of level i are generated from the terminals of level i-1 by applying each of the r
sets of transformations in the rule shape o each of the !t instances of the

terminal shape of level i-1 to produce r'l new instances of the terminal shape in
level i For cach lermingt in level i=1, r new terminais of level | are generated If
RXDIS, RYDIS, RTHETA, RSCALE, and RINVERT are copies of the parameters of one
of the r terminal shapes in the rule shape and OLDXDIS, OLDYDIS, OLDTHETA,
OLDSCALE, and OLDINVERT are the parameters of one of the r'It shapes at level
i=1, then the parameters NEWXDIS, NEWYDIS, NEWTHETA, NEWSCALE, and
NEWINVERT of the resulling terminal shape of level i are given by the algorithm :

IF OLDINVERT

THEN BEGIN RTHETA = -RTHETA; RXDIS « -RXDIS END;

NEWXDIS « OLDXDiS + OLDSCALE + (RXDiS « COSIOLOTHETA)
- RYOIS + SINNOLDTHET A

NEWYDIS = OLDYDIS + OLDSCALE = (RYDIS + COS(OLOTHETA)
+ RXDIS « SINNOLDTHETA)),

NEWTHETA ~ OLDTHETA « RTHETA;
NEWSCALE = DLDSCALE s RSCALE;
NEWINVERT ~ (OLDINVERT +» RINVERT) MOD 2;

Thus the generaled shope consisls of mulliple instances of the lerminal shape
where each instance is specified by five poramelers. To obtain the coordinales of
the verticas of & particuler instance of the termina! shape, the algorithm given in

the previous seclion is used
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The pregram sllows the generation of much more intricate shapes than | had
patience to generate by hand Shapes conlaining over S000 lines have been
generated using 10 - 15 seconds of CPU time. Flicker is not a preblem if a Data
Disc display (a rasler-lype display) is used A few examples of the {ypes of
shapes generated are given in Sections 3.1.27 - 3.1.28

3.1.23 ODisplay of line drawing

After the line drawing is generaled, it is displayed and the program enters
the second monitor stale The commands available in this monilor stale are shown
in Figure 37.

if the user wants to change the sk pe grammar and generale & different line
drawing, lyping "Q" returns the program 1o the shape grammar construction monitor.
The dispiay command "D enables one level or & series of levels lo be displayed by
itself. The commands in this monitor state operate on exaclly the levels thal are
displayed when the commands are typed Recall that in the painting Yellow Cross
used as an example, level O (the imitial shape} is ignored and just fevels | thru 3
are used. To oblain the shape used in this painting, the shape grammar of Figure
35 is constructed, used fo generate & shape fo level 3, and the shape is displayed
{from ievel | to level 3

To specify a limting shape, "B" is typed For the program, the limiting shape

is always a rectangle located around and culside the generaled shape After "B" is
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typed, the program asks "BORDER = " The pesilive number lyped in response by
the user is the distance from the minimum and maximum x and y codrdinales of the
generated shape that the rectanguler limiting shape is 1o be iccated

To get a hardcopy drawing of the shape dispiayed, "0” is typed This causes
a display file 1o be wrillen on the disk. This file can later e used for printing on
the Xerox Oraphics Printer {or piotling on the Caicomp). Since the x:y aspect ratio
of the XGP is not normally | {e.g squares ge! drawn as reclangiesl, provision is
made for the user to specity the current XGP aspect ratio and for the program to
automatically correct for this

So far, the line drawing of the genersted shape has been displayed This
corresponds to the implementation of the shape grammar and seleclion rule. In the
generative specification, the coloring rules define how the areas contained in the
shage are 1o be painted This operation in the program is done in two parts, which

are described in the next lwo seclions

3.1.24 Transformation of line drawing to image of the painting

To display a colored image of the painling on the color television, an image
file 1s first generated Tihus file contans three bils for each point in the piclure to
be displayed The oclal number assigned to earn point indicales the coior al the
point. Because the color television on which the painting wiill be displayed is
considered to have a 512 x 512 grid, an image file can contain up 10 D12¢312:3 =

76Ek bits or approximately 21k words
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To create an image file for & displayed line drawing, "T" is lyped from the
monitor state jus! described I no border has been specified (see pravious
section}, the program reguests one. Because the line drawing is defined in a 1024
x 1024 coordinate system and the image in a 512 x 512 cocrdinale system, each
coordinale in the line drawing will be divided by two. An array large enough to
contain the image of the painting is defined and zerced Recall that the terminal
shape is required 1o be & ciosed shape and that the generaled shape is composed
of instances of the terminal shape. The terminal shapes in the generated shape are
taken one at a time, begirning with the shapes at the lowest leve!l (usually the
initial shape) and concluding with the terminal shapes of the highest level. For each
shape, all the coordinates conlained in the shape are determined For each of
these points, the corresponding three bils in the image array is assigned the value
{level_of _shape + 1) MOD 8 independent of the previous content of those bils.
Al the complelion of this process for the shapes of all levels, ali of the points
contained in the highest level are assigned (highest_level + 1) MOD 8. All of the
coordinate points contained in terminal shapes assigned the second highest ievel
but not in the terminal shapes assigned highes! level are assigned (highest_level)
MOD 8. All of the coordinale points in the third highest level shapes but not in the
two highest are assigned (highes!_level - 1) MOD §, etc. The coordinate poinis
contained in none of the genersled terminal shapes slili have value @ Hf more than
seven levels of shapes have been generated, & highly unusual occurrence, there
will be an overlap in the values assigned This algerithm implements the first

painting rule schema described in Section 3.1.1.3 and used in the examples of
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Sections 3.1.1.5 and 3.1.1.6. All generalive specificalions defined using ihe
program are assumed (required) to have painting ruies thal foliow this schema.

The various devices on which the picture can be displayed have different xuy
aspect ratios. Before the image file is generated, the user is asked the x:y aspect
ratio of the display device to be used

The image file created and written on the disk using the T~ command has a
format designed for use by the program described in the nexi section but different
than the standard piclure file formats in use on the system By typing "&" instead
of “T", an image file in standard hand-eye format is produced This file can be
used by the various system programs for dispiaying shades-of-gray pictures on the

Data Disc displays or printing them on the XGP.

3.1.25 Dispiay of painting

A separate program, TVES, is used to display the image file constructed for a
painting. The commands available to the user of TVDIS are shown in Figure 38.

The program allows an image hile to be read from the disk. The file contains
an octal number for each coordinale point in the painting This octal number
indicates the number of the coior the point is to be displayed The specific celer
associated with each number is determined by the user of TVDIS using the "C”
command Colors are specified in terms of red, blue, and green intensily values.

The intensity of each color compenent can range from O to 63, so there are 256k
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different possible colors in theory. The program aulomalically transforms these

red, blue, and green values into the Intensity and two coler components (X and Y)

standardly used in color television broadcasting using the following formulas :
INTENSITY «~ (RED + BLUE + GREENI DIV 3

XCOL ~ RED - INTENSITY » 32
YCOL ~ GREEN - INTENSITY + 32

Because some of the extreme combinations of red, blue, and green values cause
the values assigned to XCOL and YCOL to fall outside of the range O to &3, there
are somewhat less than 256k different colors allowable. The current coler
components assigned lo the points of each level can be shown using the "S"
command

Display on the coler television requires twelve Dala Disc channels, a large
resource which is normally availsble only at night. The program uses the the input
image file and the coior components specified for each leval numbar 1o construct
the twelve Data Disc files which are then displayed

The painting can aiso be displayed in shades of grey (or greeni on the Data
Disc displays This reguires only six Data Disc channels and is more frequently

possible.



137

3.1.26 The number of memory words used 1o represent a generative specification

To review, the process of defiming & generative specification and generaling
and displaying the resulting painting is as follows :
{1} The termnal shape, & ciosed shape which is composed of
straight lines, is constructed

i2) The rule shape, which is composed of instances of the
terminal shape, is consiructed

{3} The initial shape, which is also composed of inslances of the
termina! shape, is consirucied

(&) The selection rule is specified and the resulling shape is
generated

(5) A sub-sequence of the leveis of the generaled shape is
chosen and displayed {optlional)

(6} The border is specified and the image file is gencrated
{(7) The colors for cach of the lovels and the background are
specified and the painling is displayed.
The shape grammar is specified in sleps {1} - (3], the seleclion rule in step (8}, the
painting rules in steps (3} and (7}, and the limiting shape in step (B).

How many words of memory are used by the program 1o represent each
generative specification® This is imporlant for the compuler implementation of the
acsthetic system (see Section 326} and may as well be answered here.

{1} Let NVT be the number of vertices in the terminal shape
The internal represeniation of the terminal shape uscs two
words for each ve-'~x (one word cach for the x and y
coordinatest and one word to specity the number of

verlices for 3 totul of 2aNVT+1.

{2) Let NRS be the number of instances of the terminal shape in
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the rule shape. Each instance uses five words of memory,
ene for each parometer. One word is used for NRS. The
total number of words used for the rule shape is SsNRS+1.

{3} Leit NIS be the number of instances of the {erminal shape in
the inilial shape. The inlernal representation is the same as
the rule shape. Tolal for the intial shape is S:NIS+1.

{4} The selection rule uses one word

{5} To specify the sequence of leveis of the generaled shape to
be used in ihe painting, one word (in adgition 1o the
selaclion rule} is used

{6} The border uses one word

{7} Let the number of levels of the generated shape to be
painted, as specified in (&) and (3}, be NLEV The
specification of the color a level is 10 be painted uses three
words, one each for the red, blue, and green components
The number of words used {o specily the colors is three for
each level of the shape 1o be painted plus three for the
background for & tolal of 3sNLEV+3

The grand total is 2¢4NVT « SeNRS » DeNIS « 3:NLEV -+ §

For the painting Yellow Cross used as &n example: The number of verlices in
the terminal shape (NVT) is & The number of instances of the terminal shape in
the rule shape (NRS) is 2 The number of instances of the terminal shape in the
initial shape (NIS) is & The number of levels of the generated shape displayved in
the pamnting (NLEV) is 3. Thus the number of words of memory used to represent

this generalive specification is 36
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3.1.27 Example: Urlorm

The paintings shown in Figure 39 are defined by the generalive specification
of Figure 40 using a selection rule of 0, 1, 2, and 3 respectively. These paintings,
and the paintings shown in the next lwo sections, were cregled using the program;
the pictures of the paintings sre photographs of the compuler dispisy While il
may not be apparent from the black and white pholographs in Figure 38, each
individual leve! is colored idenlically in all paintings in which it occurs. The
paintings in Figure 39 sre a varialion of the paintings used as an examp'e in [Stiny
and Gips 1972]

The terminal in the shape grammar is an "L” shape tha! consisls of six straight
lines The righ! side of the first shape rule contains seven terminals and markers in
addtion to the terming! present in the left side of the rule The initia! shape
contains lwo termingls and markers In the construction of the shape grammar using
the program, the terminal chape consists of six siraigh! lines, the rule shape of
seven instances of the terminal shape, and the intial shape of two instances of the
terminal shape. The shape generated using 3 as the selection rule contsins BOO

instances of the terminal shape.
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3.1.28 Example: Star

The paintings shown in Figure &le are defined using ihe gencrslive
specification of Figure 42 with a selection rule of O, 1, 2, and 3. Each indiviaual
level is colored identically in all paintings in which it occurs, &g the background is
colored light blue in all the paintings in Figure 41. The terminal in the shape
grammar is composed of six straight lines. The right side of the first shape rule
contains five lerminals and markers in addition to the lerminal thal occurs in the
left side of the shape rule. The inilial shape is composed of six overiapping
terminals and six markers. In the definition of the shape grammar using the
program, the terminal shape is composed of six lines, the rule shape of five
instances of the terminal shape and the initial shape of six instances of the terminal
snape. The shape generated using & seleclion rule of 3 contains 536 instances of
{he terminal shape.

The paintings shown in Figure 4lb are defined using variations of the
generative specification of Figure 42 These gencralive specificalions are identical
to the generative specification of Figure 42 except for the inilial shape. In the
generalive specificalion for the first of these painlings, the six lerminals in the
imtial shape do not overiap, bul are aligned langentislly to form & six pointed star.
in the generative specification for the second of these painlings, the initial shape

consists of @ single instance of the terminal shape.
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3129 Example: Aleatory

The shape grammars shown previously in the specification of painting have
been carefully constructed o insure that the generated terminals of each level are
aligned This enables the details of the shape gencraled using a relatively high
selection ruie 1o be discernible when the shape or painting is dispiayed The shape
grammars need not be so carefully construcled

The painlings shown in Figure 43 were generated using a rather arbitrary
shape grammar, which is shown in the generative specification in Figure 44 This
generative specification defines the most complicated painting in Figure 43 The
other paintings can be defined using the same gencrative specification, but with a
selection rule of 1, 2, 3, or & Again, each individua! level is colored identically in
ali the paintings in Figure 43 in which it occurs. The terminal in the shape grammar
is a reclangle. The right side of the first shape ruie contains iwo terminals and
markers in addition to the lerminal in the left side of the rule The inilial shape

contains one instance of the terming!l shape and one marker. Because the set L

does nat occur in the left side of any of the painting rules, the inilial shape is
ignored in the paintings.

This concludes the section describing generative specificalions and their
computer implementation The use of generative specilicalions ied directly to the

invesiigation o! aesthelics reported in the next secticn
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3.2 Aesihelics

3.21 Original motivalion

The investigation of sesthetics tc be described was motivated by & curiosity
about criteria used lo evaluale pannlings defined by generalive specifications
Whenever a generative specificalion was cresled and the resulting painting
generated, it inevitably would be evaluated COperationally, the evaluation either
could take the form of explicit stalements of approval or disapproval of the
generalive specification and painting or else could be implicit in the final status of
the generative specificalion and painting. Namely, some of ihe genreralive
specifications and resulling (skelches of) paintings would end up in the
wastebaske!, some would be saved, seme actually would be painted With the
impiementation of the computer program jus! described, the process of cresting
generative specificalions was facilitaled and the process of generating and
displaying the resulling painlings was automated The human evaluation of the
paintings remained Some of the generalive specificalions were forgollen, some
were saved on the disk. Some of the displayed painlings were photographed The
process of evalualing the painlings was intriguing, 1o say the least. What criteria
were being used o evaluate the generalive specificalions and paintings” Could
these evalualive crileria be specified” Could a compuler program be written to do
the evaluation” On invesligaling these gquestions, il soon became apparent that
they could nol be answered in isolation Some very fundamenial issues about

aesthelics had to be examined first,



148

3.2.2 General cbservations on sesthetics

The first observation that mus! be made is the great variely of aesthelic
viewpoints that exist, viewpoints which are frequently mutually inconsistent.
Different people may like different works of art, The same work of arl may be
liked by someone and dislikec by someone eise. One person may consider a work
of art 1o be a masterpiece while another considers it to be at best mediocre. To
some extent, there may be & shared aesthelic viepoin!, but this viewpoin! may
change over lime or from culture o culture or from art form to art form. Given
the multiplicity of aesthelic viewpoints, it would be foclish to sitempt to define any
absolule and universal aesthetic viewpoint. What does seem feasible is to
characterize the logical properties and components ol coherent, consistent
sesthetic viewpoints. The variely of aesthelic viewpoints does not preciude the
possibility of precisely staling aesthetic viewpeints. Crystaliizing the notion of
aesthelic viewpgoint seems key.

A second observalion is that the evaluation of & work of arl is logically
dependent on the interpretation of the work of art. For example, & painting of the
type shown in the preceding seclions may be interpreted by & viewer in many
different ways, eg. in terms of the colors of the painling or the structure of the
shapes used in the painting or some gssociation or emaolion evoked by the painting
The painting may be interpreted as & political stalement or &s an abstraction of a
face. How the painting is interpreted radically effects how it is evaluated To
specify an aesthelic viewpoint it is necessary o specify dolh the interpretstive

convenlions and the evaluative criteria of the viewpoint.
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Again, there are a greal varietly of interpretalive conventions that are used
Most of the literature in art theory and crilicism seems to be abou! interpretalive
conventions, e.g discussions about specific interprelalive cenvenlions or
descriptions of how parlicular works of arl can be interpreled An intriguing
distinction between two lypes of interprelalive conventions keeps resurfacing in
the literature. This is the distinclion between interprelalive convertions which
deal with the "internal coherence™ of works of art and interpretative conventions
which deal with the “external evocations™ of works of art. The terms Tinternal
coherence” and “external evocalions” are original  Relsled, but somewhat
discredited, terms are “form™ and “content”. Beardsley [1858] aistinguishes
belween "critical description” and “eritical interpretation™ Frye [1957] contrasts
“inward or centripelal” and “outward or centrifugal” interpretation The distinctions
made in the literalure are nol identical, but the ides is common There is a
difference belween interpretation concerned with the internal structure of works
of ar! and inlerpretation concerned with their axternal meaning. Internsl coherance
describes interprefative convenlions dealing with composition, form, siructure,
organization, internal logic. Focillon [1548] and Arnheim [1854] provide interesting
discussions of internal coherence in the visual arts. Interpretation concerned with
internal coherence deals with inira-cbject relalionships, perhaps with the
relationships of parts of the cbject lo each other and to the cbject as a whole.
Interpretation of the paintings of Section 3.1 in terms of their shape grammars and
generative specifications would deal with inlernal coherence. External evocation

denotes interprelative conventions thal deal with what a work of art means, whal
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objects, scenes or evenls are represenied, what associations are made, what
emotions are aroused or expressed Gombrich and Goodman provide interesting
discussions of external evocation in the visual arls in terms of expression
[Gombrich 1963] [Goodman 1968] and representation [Gombrich 1960] {Goodman
1968] Interoretation concerned with external evocations deals with exira-object
relationships, with the relationships of the object and the outside world. Of course,
all aesthetic viewpoints do not have intergretative conventions that are purely of
one type or the other. Many authors (eg [Arnheim 1954]) stress the importance
of using interprelative conventions that combine both internal coherence and
external evocation But the distinclion is common and useful.

Returning to evaluation, it has been observed that the evalualion ¢f & work of
art is no! absolute and universally agreed upon but relalive to a specific aesthelic
viewpoint and in particular that evaluation depends on interpretalion A striking
feature of the iiterature on asesthelic evaiuslive criteria is the ubiquily of the
terms “unity” and “variely” and related terms such as “order” and “complexily”.
The notion of aesthelic value being related to "unily in variely” secms lo dale
back to the Greeks. A modern trealment of this notion is giver in [Beardsley
1958] An important work on this subject is the book Aesthelic Measure by the
mathematician G. D Birkhe!f [1932] Birkhoff defines the evaluative criteria
M = O/ C, where M is aesthetic measure, O is order and C is complexity. Birkhotf
applies this measure to severa classes of cbjecls, eg Greek vases, polygons,
music, poelry, by defining formutas for measuring the order and complexily of

elements of sach of the classes. For example, for polygons order is defined as
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G=V+E+R+HV-F, where V is & measure of verlical symmelry, € is a
measure of “equilibrium”, R is a measure of rotational symmelry, HV is & measure
of the relalion of the polygon to a horizontal-verlical nelwork, and F is & general
negative factor which takas into account e, angles loo near O degrees or 180
degrees and toc small distances between vertices. Complexily, C, is defined as the
number of indefinitely extended siraight lines required to contain all the sides of
the polygon The ratic of the amount of order messured to the amount of
complexily measured for each object is the sesthelic value assigned to the object
reiative 1o the class. This measure is then used to sesihelically order the objects
in the particular class. The aesthelic measure defined for poiygons was applied to
ninety different polygons. Birkhoff's work can be crilicized in terms of the lack of
attention paid to the notien of interpretation, the arbitrariness of the way crder
and complexity were measured in the different classes of objects, and the belief
that a single formula would be universally applicable, bul it certainly is
praiseworthy for ils exaclness, s quaiily nolably missing in the rest of the
literature. It iz also notable for being universally ignored in the aesthelics and art
literature.

To reilerate: There is a2 mulliplicity of aesthetic viewpoints. It is infeasible to
define a single, absolule, universal gesthelic wviewpoint, bul the logical
charactenistics of aesthetic viewpoinis can be explored Perhaps an example of an
aesthetic viewpoint can be specified precisely. Works of art can be evaluated only
relative to an aesthelic viewpoint. Evaluation depends on interpretation An

aesthetic viewpoint contains both interprefalive conventions and evalualive
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criteria  Two kinds of interprefalive converiions have been distinguished, those
concerned with the internal coherence of works of art and those concerned with
their external evocations Evaluation {requently has been discussed in terms of
“unily” and “variely™ or, similarly, *order” and "complexily™ With few exceplions,
the literslure is remarkable for ils genersdl imprecision

The final observation lo be made is that aesthetic viewpoint is invoived in
the synthesis (designt of & work of art as well as the analysis of & work of art.
Both the artist and the viewer/crilic have an sesihelic viewpeinl. In gynthesis, an
object which ¢gn be interpreted in such & way that it has & high aesthetic value
from some aesthelic viewpont is conslructed In analysis, & given cbjec! is
interpreted in such & way that it has as high an aesthelic value as possibie. In the
{ollowing sections a methed is daveioped that allows an aesthelic viewpcint lo be
specified in terms of its logica! components and their inlerrelationships, independent
of whether it is 1o be used for analysis or synihesis

First, aesthelic system is defined Aesithelic systems provide & logical
iramewaork n which the interprelalive conventions and evaluative criteria of
individuat aesthelic viewpoints can be specilied precisely A preliminary discussion
of aesthetic systems is given in [Gips and Stiny 16731 In latter sections, & specific
sesthetic system for paintings definable by gencralive specifications and ils
implementation on the computer is descrined Aesthelic systems are related lo
Kolmogorov's formulation of informalion theory. Their applicability in the sciences
is touched upon Finally, the use of sesthelic systems in the anslysis and synthesis

of works of art is investigatea
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3.23 Acsthelic sysiems

The definilion of aesthelic system provides & logical framewerk in which
divers aesthetic viewpeoints can be formalized The definition is an hypothesis
about the underlying structure of possible aesthelic viewpoinls. The assumplion is
tha! while the contents of specific aesthelic viewpoints may vary widely and be
mulually inconsistent, the abstract organization of fermalizations of these
viewpoints may be the same. Each pesthelic system is a formalizalion of a
particular aesthetic viewpoint. Given the multiplicily of aesthelic viewpeints and
the inconsistency between different viewpoinls, a universal aesthelic sysiem is
neither expected nor desired The aesthetic system lc be defined for painlings
having generative specifications is a formalization of just one of many possible
aesthelic viewpeints for interpreling and evalualing lhese paintings. While the
definition of aesthelic system was develioped as & framework in which this specific
aesthetiz viewpoint cou'd be formalized, it is hoped thal the definition provides a
logical framework adeguate for the formalization of many different aesthetic
viewpoints for & wide variely of art forms

it must be emphasized at the oulset thal the definition of aesthelic systems
provides only a framework fur formalizing different aesthelic viewpoints, There is
no intention to gloss over the exiremely difficull problems invoived in specifying
individual aesthetic viewpoir s in terms of aesthelic systems There is no magic
here. The difficull par! ¢t specilying aesthelic viewpoinis remains after the

general definition of aestheti: syslems is given How io specify the components of
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an aesthelic system so thal the aesthelic syslem corresponds to @ particular
sesthetic viewpoint held by & person is & very open question thal is likely lo
remain open for a long time.

An aesthetic system consists of four parts: (1) & set of interpretaticns I,
defined by an algorithm A, (2) a reference decision algorithm R which determines if
an interpretation in 1, refers 1o & given object, (3} an evaluation function E which
assigns values to interpretations in 1, and (4} an order O which orders the values
assigned 1o interpretations by the evaluatien funclion Formally, an aesthetic
system is given by the 4-tuple <I, RED>

For each aesthetic system, the sel of interpretations [ is defined sbstractly
by a fixed, deterministic algorithm A [ 4 containg all possible input-output pairs
<ax,3> for the algorithm A, where both o and § are finite, non-emply sequences of
symbols from possibly different finite alphabets The pair <af> is an
interpretation in the sot I, if and only if when given input sequence o, A
terminates with output sequence 5. Membership of an interpretation in 1, is
independent of actual objects, depending only on the sequences o and £ and the
aigorithm A. 1, is a potentially infinite set of finite interpretations. Intuitively, [,
contains all interpretations tha! possibly could refer 1o objecls from the aesthetic
viewpoint specified by the sesthelic system

An interprelation has two parls, = and 8. Gernerally, one is a descriplion of
an cbject end the other is & specification of how that descriplion is undersiood

Two basic iypes of interpretalion are distinguished which correspond (o the

iraditional division belween external evocalion and internal coherence (see
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previous seclion). In an interprelation examining the external evocalien of an
object, the description of the object is paired with the response evcked by the
object. In an interprefation examining the interng! coherence of an object, &
specification of the underlying structure of the object is paired with the description
of the object. To make this more precise requires a distussion of the reference
decision algorithm

The reference decision aigorithm R when presented with an interpretation in
|, and any reai-worid object decides whether the interpretation refers to the
object. The notion of “cbject” is used here in its widest possible sense to include,
for example, musical or theatricai performances as well as paintings or novels. Or
elephants for that malter. The general form of the reference decision algorithm is
shown in Figure 45 R contains 3 sensory input transducer, S, which provides an
interface with the object. The object is presented o the sensery inpul transducer
{which for painting migh! contain & high resolution color television camera) while an
interpretation <a 5> in I is given as input. The output of R is True if and only if
the interprelation refers 1o the object In general, there are many interpretations
in [ 5 which do not refer 1o aclua! objects. It is possible that for a given aesthetic
system, every object would have some interpretation, however minima!, that would
refer to it. Alternatively, for a given aesthetic system only a3 very limited class of
objects (&g, paintings of & certain resiricted type) might have interpretations
which refer to them A discussion of reference in the context of azesthelics is
given in [Goodman 1968]

The reference decision algorithm sllows for the precise definiticn of “work of
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art™: for & given aesthelic system, an object is a work of art if and only if there is
an inlerprelalion in the se! of inlerpretations which refers to il

Additional structure for R can be specified In particular, the use of the
reference decision aigorithm schema of Figure 46 resulis in interpretations which
deal with either the external evocations or internal coherence of objects o which
they refer. For an interpretation <o B>, either o or 5, but not both, is used as
input for the determination of reference in this schema. The first part of the
schema, shows 3 sensory input transducer, S linked 1o an aigorithm which produces
a finite and discrele canonica: descriplion, 3, of the presented object. For
axample, in music, drama, literature, or architecture ) could resemble the score,
script, {ex!, or plan A is the complete description of the object in the sense that
only those attributes identified by X are considered in inferpretations. Different
objects producing idenlical A are indistinguishable for interpretation in & given
aesthetic system of this type. This can aliow & single interpretation to refer lo
muitiple reproductions of a painting, copies of a novel, or periormances of &
concerto. Or, in a given aesthelic system, i can allow a single interpretation o
refer to all Bartok piano pieces or all Jackson Pollock paintings. The second part is
a comparator which has as output True if X is identical to the input component of
the interprelation and False otherwise This reference decision aigorithm schema
gives an operalional definition of the canonical description, A, of an object. The
two cases of this schems, i.e, where a=X and where (=X, are paradigmatic for the
two basic lypes of inlerprelalion distinguished above.

Aesthetic systems in which o in interpretalions <a.5> is the description of an
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object, e g, a=A in the reference decision algorithm schems of Figure 46, may be
considered to deal wilh the exiernal evocalions of cobjects referenced by

interpretations in 1. For interpretations in these systems, (8 is a specification of

the response evoked by this description Given a, the algorithm A delermines
explicitly the entire content of this response. The descriplion of an cbject is the
inpu! to the algorithmy the response to that descriplion is the oulput of the
algorithm  For exampie, # may be 3 symbolic encoding of the associalions or
erotions evoked by the descriplion of the object. The algorithm A embodies the
interpretative conventions of a specific aesthetic viewpoint which determine what
associations or emolions are attached o the descriplion of an object. Discussions
of an object in terms of content, representation, expression, elc. can be based on
interpretations of this type. Some possible gesthelic systems which deal with the
external evocations of paintings definable by generalive specifications are
discussed in Section 329 Again, it must be smphasized that the definition of
aesthelic systems provides only a framework for specilying aesthelic viewpoints
Construcling an aesthelic syslem that corresponds to a particular aesthelic
viewpoint held by a person {especially a viewpoint of the type just discussed) can
be exiremely difficull.

Aesthetic systems in which § in interpretations <o 8> is the description of an
object, e.g, £=X in the reference decision algorithm schema of Figure 46, may be
considered lo deal with ihe inlernal ccherence ol objects referenced by

interpretations in 1. For interpretalions in these systems, a is & specification of
f, the description of the object, in terms of its synlaclic or semantic struclure. «o

is & sequence of symbols which when protessed by the algerithm A produces
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exactly 5, the description of the object. The algerithm A determines implicitly the
nslure of acceplable underiying slructures for the description of the object. For
example, O couid be specified by o consisting of & symbolic encoding of rules of
consiruction or principies of organization based on the occurrence of patterns,
molifs, or themes. The aigorithm A embodies the interprelative conventions of &
specific aesthelic viewpoint which delermine how the description of an object can
be constructed from a. Discussions of an cbject in terms of form, composition, ete
can be based on interpretations of this type. The aesthelic system for paintings
having generalive spacificalions presented in section 3.24 is an example of this
kind of aesthetic system

An aesthelic system which deals wilh internal coherence and an aesthetic
system which deals with external evocations somelimes can be composed o form a
single aesthelic system A preliminary discussion of this construction is given in
{Gips and Stiny 1873} a detalled ciscussion is given in [Stiny, in preparation] This
new aesthelic system deals with both the internal coherence and externs!
avocations of objecis referenced by interpretations In this system, o in an
interprelation which refers 1o an object is & symbolic encoding of the rule of
construction or organization of the object; {§ gives the evocations of the cbject.
The new algorithm A is the compesition of the algorithms of the two criginal
sesthelic systems and produces the description of the object internally. in
practice, mos! aesthetic viewpoinls seem lo be of this type, desling with both
internal coherence and external evecations

A set of interpretations [, and & reference decision algorithm R are a
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formalization of particular interpretative conventions. I, defines the potentisl

scope of thse conventions; R delermines their empirical extenl. Any inlerpretative
conventions are allowable if A and R can be constructed to conform to them

The evalualion funclion E is defined on the sel [, and assigns an aesthetic
value to each interpretsiion in [;. There are many possibilities for evaluation
functions. An evaluation function for interpretations <a,3> may be defined in terms
of just o, just B, or both The function may consider the content of an
interpretation, eg, the occurrence of specific symbols in a or {3, or the general
characteristics of an interpretation, eg, the lengths of @ or 8. O is an order
defined in the range of E and may be partial or lotal. The evaluation function

together with the order ranks elements of [, Nole thal direct sesthelic
comparisons can be made only wilhin 2 given aeslhelic syslem
An interesting evaluation function for aesthelic systems is given by
Ez(<a ) = L(B)/L(a)
where L{n) is the length of o and L(0) is the length of 0. The total order O
naturally asscciated with E; would rank two interpretations such that the

interprelation assigned the higher vaiue is aesthelically superior.
Because the evsiuation function £; is defined in terms of the lengths of o and

§ occurring in interpretations, €; and O; c¢an be combined with any set of
interpretations 1, and reference decision sigorithm R to form an aesthelic system
For a given [, the evaluation function E; assigns high aesthetic values to

interpretations <o, 5> in which @ is an economical specification of § with respect to

A, i.e. in which a is much shorter than (5.
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For aesthelic systems which deai with external evocation, in an interpretation
<t 3> which refers to an object, o is & description of the object and 5 is an
encoding of what is evoked by this description {see Figure 46). In this type of
aesthetic system, an interpretation <a,5> is assigned & high aesthetic value by E; it
the symbolic encoding of the evocations, 5, of the cbject are very long relative 1o
the description, o, of the object. Here the descriplion may have muiliple, lengthy
evocations. The input to the sigorithm (i.e. the description of the object) is much
shorler than the outpul. An interpretalion in this lype of aesthelic system is
assigned iow aesthetic value by E; if the descriplion has minima! evocations.

For assthetic systems which deal with internal coherence, in an interpretation
<> which refers to an object, o is & specification of 8, the description of the
object. In this type of aesthetic system, an interpretation <x,0> is assigned high
aesthetic value by E; if the rules of crganization or construclion, o, is very short
relative 1o lhe description, 3, of the cbject. Here, the description of the object
has & brief encoding in terms of the algorithm A, The inpul to the algorithm is much
shorter than the output (i.e the detcription of the object). The description of the
object has high internal coherence relalive to A An interpretation in this type of
aesthetic system is assigned low sesthetic value if the rules of organzation, o, are
lengthy compared to the description, {

The use of the evaluation function E; in sesthelic systems concerned with
internal coherence can be considered & precise formulation of the iraditional
notions of “unity™ and “variely” in aesthetic evaluation {see previous section). In

this context, the “unity” of the object is measured by L(n} as it indicates the
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brevily of the rules of construclion or principles of organization required to obtain
B, the description of the object, using A The smailer the length of a, the greater
the “unity”. L(0), the length of the description of the object, provides & messure of
the variely of the cbject. The greater the length of 3, the greater the “variety”™
Using this characlerization, if an object has “unily™ and “variety”™ relative fo an
aesthelic system, then an interpretation which refers to if conlains a short o and &
long § and therefore is assigned high sesthetic value by E;.

There are other possible evaluation functions thal are genmersily applicable
and are of interest. For exampie, it has been suggested that the amount of
computation required for the algorithem A to output O given o as input should be
taken into account in evalualing the interpretation <a > The idea is that, in
general, interpretations in which relatively brie! computation is reguired to
compute {§ given a are aesthelicelly preferred A firs! approximation of an
evaluation function that combines this notion with the evaluation function E; might
be Epsl<a0>) = Eji<afo)/tafl = Loi/Lid)et (a0l where t.(a () is some
measure of the lime required for the algorithm A to compute 0 given o Notice
that this evaluation function is dependent on the exact nature of the algorithm A,
whereas E; is dependent only on the characteristics of the input-output pairs of
the algorithm Left unspecified are exactly how %, is o be computed and the
relative weighls to be assigned E; and 1, The idea ot including & measure of the
computation lime in the evaluation function will not be pursued further here, nor
will other possibie evaluation furclions be explored The evaluation function g

will e used in most of what follows
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3.24 Aesthetic systems and information theory

During the past twenly-five years there have been numerous attempls to
apply resulls in information theory (and related earlier rasuits in thermedynamics)
to sesthetics and art theory, eg [Arnheim 1371] ang [Meyer 1858] This work
has been hampered by two serious problems. First, the notions of aesthetics have
been exiremely imprecise. Second, the work has atlempted to apply a
statistically-oriented formulation of information theory to individual works of art.
These problems can be remedied by using the pracise notions of aesthetic systems
just described and the algorithm-criented formulation of information theory
developed by Kolmogorov {1968), Sociomonct! [1964] Chaitin [1870] and cthers.
This new formulation provides for the computation of the information-theoretic
entropy of an individual sequence of symbols in terms of the iength of the shortest
algorithmic specification of the sequence instead of the likelihood of occurrence of
the sequence among ali possible sequences The entropy of an individual sequence
can be calculsted in terms of its own structural properties independent of the
content and statistical properties of the full set of possible sequences.

Assume thal o and § are defined over binary alphabets snd that A is 8
universal compuling algorithm  The entropy of the sequence [ with respect to the

aigorithm A, H.(0), is defined by Kolmogerov [1968] to be the length of the

shortest sequence o which when used as input to A produces cutput 3. When this

sequence @ is shorter than 0§ (ie Liod = Hifl < LIB) J, & must have some

structural regularity or periodicily. When this seguence o is the same length or
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longer than a (long) sequence { (ie. L{o) = M 2 LB ), £ has no struture!
regularity or periodicity and may be considered random [Kelmogorov 1868]
[Martin-Lof 1965] Note that ne sequence {3 can have entropy much greater than
its fength as @ can always be the instruction “write out 87 It is easy to show that
there are reialively few sequences with iow entropy and that almost ali sequences
have nearly maximai entropy [Martin-Lof 1965] .
The application of these resulls {o aesthetic systems is siraightforward and

provides insight intc the evaluation function £5. For an interpretation <a 83> in a
set of interpretations [, in an aesthelic system using the evaluation function Ej, if
x is the shortes! inpul sequence which produces oulput § when processed by A,
then E; computes the ratic of the length of £ to its entropy (ie Lin) = H,{3) and
Ex(<af>) = LG /Lia) = L{BIMH5) ). The aesthelic value assigned this
interpratation is approximalely the entropy of & random sequence of length L(D)
divided by the actual entropy of 5. This expression can be considered the
reciprocal of the relative entropy [Shannon and Weaver 1948] of 0. Any

interpretation in 15 thal is assigned aesthelic valus greater than 1 by E; must

contain O that is not random If the sesthelic value assigned an interprelation is
grester than I, the eniropy of O must be shorler than ils length Any

interpretation in [ thal contains § which is rendom is assignea low sesthelic value
(£1) by E;. These resulls are especially interesling for aesthetic systeras in which

{3 is the descriplicn of an object. In this case, ail interpretations wilh object

descriptions thal sre random sequences are assigned low aesthelic values by E;.

From the final senternce of the preceding paragraph it follows thal a sel of
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interpretations 1 is, in general, very sparse in interpretations to which E; assigns

high aesthetic vaiue (i.e. for which Exl<ad>) >> 1)

325 An aesthelic system for paintings definable by generalive specifications

An acsthetic system which contains interpretations which refer to the
paintings specifiable using the program for generalive specifications described in
Geclion 3.1.2 has been developed and implemented in part on the computer.

in an interpretation <af> in this aesthetic system o is 3 generstive
specification that can be defined using the program 8 is a straightforward and
exhaustive description of the resulting painting mede in terms of the shapes and
colors of the different painted sreas of the panting. {3 takes into account only the
most obvicus shape and color redundancies that occur in paintings of this type.
The key to {3 is that it can be constructed from just sn image cf ihe painting as
well as from a generative specification

{ in an interpretation in this aesthelic system consists of three tables - a
shape table, a color table, and an occurrence table The format of these tables is
shown in Figure 47.

The shape table specifies the different shapes of the painted areas in the
painting. There is one enlry in the shape tabie for each geometrically non-simiar
shape. For exampls, if any of ihe areas of the painlings are squares, exactly one

entry in the shape table would be & square.
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The color lable sparr fies the different colors of the areas in the painting
There is one entry in the color table for each color. For example, if some of the
areas in the painting are panted & carlain shade of bln._:a. axactly one entry in the
color table would be that zolor. Entries in the color {abie for & painting normally
are identical 1o the colws specified in the right side of the painting rules of the
generative specification of the painting.

Each enlry in the occurrence table corresponds uniquely to a distinct colored

area occurring in the pairing Each enlry has seven parls: i, is the index of a
shape entry occurring in 2 shape lable and specifies the shape of the sres; i, is

the index of a color entry " <curring in the color table and specifies the color of the

ares; x, ¥, 8, s, and m are ‘ra~sformations which map the shape indexed by i, from

the shape table coordinale system to the painting coordinale system, whera x an
y determine {ransiation, 3 determines rotation, s delermines scale, and m
determines if the mirror in ige of the shape is used For example, assume & blue
square occurs in the top r ght corner of the painling. This means that cne of the
entries of the shape lable is & square and one of the eniries in the color table
specifies tha shada of blua In the entry in the cccurrence lable that specifies this
particular colored shape, i, is the index number of the enlry for sguare in the
shope table, i_ is the index number for the entry for blue in the color {able, and x,
y, 8, 5, and m specify the sxact iocation of the sguare in the painting

An example of the shepe, celor, and occurrence tables for an actual painting is
given in Section 3.2.7

interpretations in thic aesthetic system deal with the interng! coherence of
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paintings. o, a generative specification, is an indication of the underlying structure
of the painting. £ is a descriplion of the painting. The algorithm A, given an o as
input, produces the corresponding § as outpul.

The reference decision algorithm R in this sesthelic system can be
construcled to correspond with the [ form of the reference decision aigorithm
schems of Figure 46. The sensory input transducer S would be & color television
camera The algorithm linked to S would contain a color oriented edge-following or
region-growing routine. The description A constructed by this algorithm for the
cbject would have the lable format of §. The § of any inlerpretation which refers
to an object would be identical to the description A constructed for the object in
the reference decision algorithm The reference decision algorithm has not been
impiemented on the computer because it is nol necessary for the specific task
which the program performs.

in this aesthelic system, the evaluation function Ej(<a,B>) = L{a)/LID) is used
as is the associated order Op. In the calculation of aesthetic value using Ez, the

lengths of o and @ are defined 1o be the number of words of memory used lo
represent them in the computer implementation



170
3.26 Computer implemenlalion

Parts of the aesthetic system just descr.bed have been impiemented on the
computer. The aesthelics program has been incorporated into the program for
generative specifications described in Section 3.1.2. The nel resull is that an
aesthetic value can be caiculated by the program for the interpretations of many
paintings definable using the program Lookin~ at the whole program in aesthelic
system terms, the program is given o (s gener:tive specification) and can be asked
to (1) use the algorithm A {o consiruct the rasulting O (lables), (2) evaluate this
interpretation <a 8> using E;, and (3) construc ' an object (display the painting) to
which the interpretation refers. Thus the alg -ithm A and the evaiualion funclion

E; have been implemenied The reference oecision algorithm has not been

implemented because It is assumed that th program works, namely that the
constructed interpretation really does refer 1= the displayed painting The order
O; has not been implemented because ths program works with only one
interpretation and one painting at & time. The user must make any comparisons of
aesthetlic value

The aesthetic program can be called frum the monitor level descriced in
Section 3.1.2.1, i.e. after a8 generative specificelion hes been defined and & shape
generated using lhe shape grammar and selection rule. Given s generative
specification and specified shape, the zesthetics program (1) constructs the shape,
color, and occurrence tables (ie, () for llw' painting and {2) calculates the ratlic of

the length (number of words of memory used in the compuler representalion) of
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the iength of G (the tabies! i the length of a (the generative specification) 1o
obtain the aesthetic value assigned by E;.

To construct the shape and occurrence tables, the acsthelics program must
first derive the outline of the dilferent colored areas of the final painting The
shape generaled by the shape grammar consisls of mulliple instances of the
terminal shape. To delermine the oulline of the areas in the final painting, the
effect of the painting rules must be laken into account. For example, terminals at
ithe same level may overiap and have {oc be merged Parts of shapes at the lower
levels may be hidden by shapes of & higher level. This part of the program makes
use of varialions of the algorithms reporied in [Eastman and Yessios 1872] for
performing Boolean operations on shapes. The implementation is quite involved and
uses 3 lemporary butl lengthy dals structure of nodes and pointers. Because of
this, there is & lim! on the number of lines and shapes in paintings for which the
aesthelic program can be run Also, the current program does not work properly
for some painlings containing shapes with complicated configurations of holes. It is
expecied that these resirictions will be alleviated in fulure versions of the
program

The intarnal representslion of the shape, color, and occurrence lables is
important for the calculation of aesthetic value in this aesthelic system The
evalustion function E; is defined as the ratio of the length of § to the length of x,
where the lengths of o and [ are the number of words of memery used to
represent them in the program The number of words of memory used to

represent o, a generative specification, in the program is described in detlsil in
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Section 3.1.26. The number of words used lo represent § is the sum of the
number of words used lo represent ils three compeonents - the shape iable, the
color table, and the occurrerce {abie

Each entry in the shape lable is & closed, reclilinear shape The

representation of each enlry is construcled as follows:

{1} Find the shortes! edge of the shape and cail its length 100
{2} Trace around the shape counler-cicckwise beginning al the
vertex afler the shortest edge. Al each verlex record the
angle belween the edges Al each edge record the length
of the edge assuming the shortest edge is 100, Stop the
trace after reaching the next to last edge. The trace can
be stopped here because the shape is known o be closed
and reclilinear so the final angles and edge length are
redundant.
In step (1), if there is more than one edge of the shortest length, the tie is broken
by beginning & counter-clockwise trace from eath of the short edges and
successively comparing each angle and edge length encountered The short edge
that is followed by the smaliest angle (and if that is & tie, the smallest edge, elc) is
selected If an entire trace is made and the lie is nol broken, which short edge is
chosen does not matler: the shape i1s symmetric. Thus, each closed, rectilinear
shape is represented as & iist of {angle, dislance) pairs. The representation must
also include one word which gives the number of pairs listed An example of the
representation of & shape is given in Figure 48 For 3 shape with a hole, tws

identical edges are added inilially belween a verlex on the inner boundary and &

vertex on the outer boundary so that the trace around ithe shape is continuous.
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The number of words of memory used 1o represent sach entry in the shape lable
i this format is 1+2(V-2} = 2V-3, where V is the number of edges of the shape.
This representation was chosen because it is invariant under the transformations of
transiation, rotation, and scale and thus facilitates comparison of two shapes of
arbilrary position, crientalion, and size. The number of words used to represent
the shape table is the sum of the number of words used for each enlry plus one
word which gives the total number of entries in the table.

Each entry in the color table is 3 color and is represenied by three words,
one each for the red, blue, and green intensity components of the color. These
three components correspond to the way color is specified for the pregram that
displays gencrated paintings on the color television (see Section 3.1.25). The
number of words used lo represent the color table is three limes the number of
entries (number of colors in the painting! plus one word which gives the {olai
number of entries in the table

Esch erlry in tha occurrence table hat seven parls: i the index of the shape
in the shape table, i_ the index of the color in the color table, and x, ¥, 8, 5, and m

the parameters which specily the localion of the shage on the canvas Each entry
is represented by seven words, one for each parf. The number of werds used lo
represent the occurrence lable is seven limes the number of eniries (the number
of different painted areas in the painting} plus the usual one word which gives the
tota! number ol entries in the table.

When the aesthetics program is called frem the monitor, the program displays
the outline of the areas of the final painting, oulputs the lengths of o and {8 and the

value assigned by E7, and then returns to the monilor level from whence it came.
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3.2.7 Exomple: Anamorphism i = Vi

Six paintings, Anamorphism | -~ Vi, are shown in Figure 49. In this seclion,
intarnrgialions are given for these paintings and these interpretations are ranked
This example was done using the program Specifically, generative specifications
for these paintings were defined using the program and the shapes generaled The
aesthelics program then conslructed the associaled shape, coler, and occurrence
tables and calculated the aesthelic values assigned by E;. These values can be
ordered using O;. The pictures of the paintings in Figure 49 are photographs of
the compuler display of the painlings.

The generalive specification of Anamorphism | is shown in Figure 50. The
generative specifications for Anamorphism i -~ Vi can be oblained by substifuting
the ruies shown in Figure S1 for the first rule in the shape grammar in the
generative specification for Anamorphism L Additionally, the limiting shapes of
Anamorphism V and Vi are slightly different than the otlhers bcause of the
differences in length and width of the generaled shapes in these painlings The
generative specilicalions of these six pantings differ primarily in the location of
the markers fcircles) in the right side of the first rule in the shape grammar.

The lengths of the computer representations of thess generslive
specificalions are the same In the computer representation of each of these
generalive specifications: The lerminal 1s & rectangle; the number of vertices in the
terminal shape (NVT) is 4 Two terminals are added by the right side of the rule;

the number of instances of the lerminal shape in the rule shape (NRS) is 2. The
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Anamorphiss I Anamorphiss 11

tnasorphis= 11 Anamorphis=s IV

=

B

S ime—

Anamorphism ¥ Inamorphisa VI

vigure 43, Anasorphism T - VI. Colors are blue, red, green, light blue
(darkest to lightest).
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initial shape contains ona lerminal; the number of instances of the terminal shape in
the inilial chape (NIS) is 1. The number of ievels displayed in the painting (NLEV)
is 3. In facl, the compuler representations of the generalive specifications differ
only in the exact values of the @ (rotation) and m (mirror image} paramelers of the
terminal shapes in the rule shape. Using the formuls developed in Section 3.1.2.8,
the total number of words used o represent each of these generalive
specifications is 2sNVT + SNRS « SeNIS + 3eNLEV + G = 204 « 562 « Su] « 343 »
g = 41,

Since the lengths of the o in the interpretations that refer 1o Anamorphism § -
Vi are the same, the aesthetic value assigned by E; lo each interpretation is
directly proportional to the length of § in the interpretation

The  (shape, color, and occurrence tables) constructed for Anamorphism | is
shown in Figure 51. The shape table has seven enlries, one for axch of the shapes
occurring in the painting. Calcuiation of the langth of the shape table is shown in
Figure 52. The color tabie has four eniries, one for each color. The occurrence
table has twenty entries, one for each of the distinct colored areas of the painting.
The oulput of the sesthatics program for Anamorphism | is shown in Figure 53,

The number of entries and length (number of werds used in the
representation} of each of the tabies of { for the six painlings are shown in Figure
G543 The sesihelic value assigned each of the interpretations for Anamorphism { -
Vi is shown in Figure S&b.

The ordering determined by O of the sesthetic vaiue assigned by E; 1o the

given interpretations which refer 1o Anamorphism P = Viis, in order of decreasing

aesthetic vaiue, Anamorphism I, IV, I, 15, Vi, V.
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g: 56  terminal shape # lines

- &% length
rule shape g shapes = 2 length
initial shane B shapes = 1] length

selection rule <i,2» length
coloring rules B levels - 3 length
lisiting shape border - 38 length
L{al

fi: shaps table ¥ entries = 7 fength
color table ¥ entries = & fength
occurrence tabie ¥ entries = 28 fength
Lig}
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tength of smallast side = o
tength of border = 205
required spatial resolution = 1713

Figure 5%. Output of aesthetics program for Anamorphiss I.
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Figure 5ib. Calculation of aesthetic values sssigned the interpretations
for Anamorphiisa I ~ VI in rhis aesthetic system.
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3.28 Commenis

The aesthelic system just described deals with the inlernal coherence of
paintings having generative specifications. For interpretations <a5> in this
aesthetic system, = is a specification of the underlying structure of the painting and
8 is the description of the painting The algorithm A embodies the conventions by
which 8, the shape, color, and occurrence tables, can be constructed given o, &

generative specificalion The se! of interpretations 1, contains all possible

generative specifications definable using the program and their associaled shape,
color, and occurrence tables. 5 is easily oblainable from & painting, allowing for &
straightforward construction of a reference decision algorithm R having the § form

of the schems of Figure 46. The evaluation funclion, E7, used in this aesthetic

system assigns high aesthelic vaiue to interprelstions having short generative
specifications and iong shape, coior, and occurrance tables

The aesthelic system is concerned primarily wilh shape. The aesthetic value
assigned 1o an interpretation which refers 10 a painting in this sesthetic system
reflects primarily ihe variely and number of shapes in the painling and the
simplicity of the chape grammar used 1o generate them [t is interesting to note
that lhere is an implicit bias in this aesthelic system agains! symmelric painlings.
The bias resulls because asymmelric paintings tend to have s larger variely and
more occurrences of shapes than symmelric paintings. Thus the shape and
occurrence lables of asymmelric pantings tend {o have more eniries than the

shape and occurrence tables of symmelric paintings and the {3 tend to be longer.
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The sesthatic values assigned to the interpratations given for Anamorphism | - VI
are an expmple of this phenomenom

A (possibly unfortunsle} characteristic of the aesthetic system is that
aesthetic value is invariant under rotaticn of o painting. If 3 painling defined by &
generative specification is turned, say, 30 degrees, this would be considered & new
painting by the sesthelic system This new painting would have a different &
{#hape, color, and occurrence tables) but the new O would be of the same length as
the ( for the original painting, differing only in the values of various parameters in
the occurrence tabla. The o {generative specification} of the new painting can be
obtained by rotating the initial shape and limiling shape of the criginal generalive
specificaticn 90 degrees. This o for the new painting would have the same length
as the original o. So the interpretations for the lwo paintings would be assigned
the same aesthelic vslue in this aesthelic system

in theory, just about any generalive specification can be used 1o define a
painting with an interpretation assigned an arbitrarily high aesthelic vaiue in this
aesthelic system by simply increasing the selection rule {(and adding the
sppropriate painting rules). Increasing the selection rule increases the number of
levels generated by the shape grammar. This generally has the effect of greatly
increasing the lengths of the shape and occurrence tables of g but only minimally
increasing the length of o, the generative specification This does not seem
desirable in the limil. Al some point, | get saturated observing & painting conlaining
a iremendous number of colored areas. For example, if the areas of the painting

get very small (as they often do with & large selection rule), the areas seem to
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blur logelher and have the effect of forming textures rather than distinct areas. Of
course, in practice, the program breaks down wilh & large selection rule. The most
complicated versions shown for Urform (Figure 35) and Star (Figure &1) use the
:ult resources of the programs described in Section 3.1.2 in lerms of siorage space,
computing time, and the spatial resolution of the displays. The aesthetics program
currently works only for less complicated paintings as it needs more memory than
the shape generation and display programs. A remedy for the theoretical
unboundedness of aesthetic value with increasing selection rule might be 1o modily
the evaluation function by taking inte account computing lime (as discussed briefly
at the end of Section 3.2.3) or possibly by normalizing the aesthetic value in lerms
of the number of shapes or shape edges in the painting or the required spatial
resolution. Or, the sesthetic system could be modified in theory o make it conform
with what now occurs in practice. Namely, absolute bounds could be put on
measures such as compulation time, storage space for the tables of g, or the
spatiat resolution required to display the painling.

The rezder may well disagree with the the sesthelic orderings made by the
program. It shouid be re-emphasized that a universally agreed upon aesthelic

system is neither expected nor desired Alternalive aesthelic systems for

\ paintings definable by generalive specifications are discussed in the next seclion

The aesthelic system used does embody & coherent, well-defined aesthelic

\viaw;:oinl that seems like a reasonable first approximation of my own
\

\
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329 Alternstive aesthelic systems for paintings definsble by generative
specifications

The sesthelic system that has been presented is just one of many possible
aesthalic systems possible for paintings definsble by generative specifications {and,
of course, in generall.

The aesthetic system presented is decidedly “shapist”. Interprelalions of
paintings are concerned mainly with shape. The batic component of 3 generalive
specification is a shape grammar. The sesthatic value assigned 1o an interpretation
which refers to & painting is independent of the actual colors used in the painting
If two paintings ditfer only in the colors used, the aesthetic values assigned te their
respective interpretalions are equal.

Aesthetic viewpoints that smphasize color (“coiorist™ asesthelic viewpoints)
are possible and, indeed, have achieved great popularily for non-representational,
geometric paintings in the recent past. “Colorist™ aesthetic systems for paintings
definable by generative specifications could take several forms. A “colorist”
aesthetic system could be defined thal uses the same sat of interpretations and
referance decision algorithm as the aesthetic system described but thal has a
ditferent evaluation function The evaluation function could be based solely on the
colors specified As & very simple example, an aesthelic sysiem could be defined
with 8 decided preference for blue by having the aesthelic value assigned by the
evaluation function be directly proportional to the percentage of the canvas
painted in shades of blue. More interesting would be 1o define an aesthetic system

that deals with the internal coherence of paintings delinadie by generative
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specifications bul 1hat uses a set of interpretations and algorithm 4 based on color
instead of shape. The a in an interpretation which refers to a painting could
specify the structure and interreistionships of the colors used in the painting in
terms of some color system. { in an interpretation which refers to a painting could
specify lhe occurrences of the different colors in the painting The cvaluation

function E; could be used Cerlain combinations of colors would have simple

specifications or generaling funclions a and if these octurred in & painting the
interpretation could be assigned high aesthelic value. Randem {in the sense of
Koimogorov) combinalions of colors would have more lenglthy specifications or
generating funclions {a} and their occurrence in & painting would necessarily resuit
in interpretations assigned low aesthetic vaive

Aesthelic systems with interpretations that deal with the external evocations
ol paintings are also possible In such aesthetic systems, the first par! of sach
interpretation that refers to a painling is & description of the painting.  The second
part is & specification of what is evcked by the painting This specification could
be in terms of images thal are evoked, such as faces. Or, the emotions that are
evoxed, &g by the colors, could be specified Anclther possibility is that the
second part of the interpretation might specify the oplical or three-dimensional
perceplual effects of the painling A painling based on the reversible figure of
Section 1.5 might have an interpretation with high aesthetic valuz in a system like
this. Aesthelic systems with interpretalions that deal with the external evocations
of paintings are easy !o speculale about, bul il seems difficull to really specity

systems of this lype thal weuld reflect the interpretative conventions of people.
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One difficult problem is constructing the algorithm A which given the descriplion of
the painting as input produces the tvncati;m of the painting as outpul. What
characterizes the area of & painting that a person sees as & face? What
characterizes paintings that svoke a particulsr emolion in & person or that
produces oplical or three-dimensional effects? Why do viewers often perceive
sexusl or anatomical meaning in the painting Eve (Figure 30b}? These are difficult
and weighty questions for which there are now, al besl, only the vaguest of
answers. | do believe that the rigor imposed by attempling to wrile algorithms that
solve these problems can engender insights into the nature of these processes.

An intriguing possibility for a8 managable aesthelic system that deals wilh the
external evocations of paintings definable by generative specifications is 1o single
cut shapes that have 5 symbolic meaning in our cuiture. For example, the paintings
shown previously contain shapes such as yin-yang symbois, crosses, and slars. A
list of some symbolic shapes and some descriplion ol their evciations (eg.
associations, meaning, altached emolions} would be made. The first part of an
interpretation which refers to a painling would be 2 description of the painting (e.g.
& shape, color, and occurrence table). The algorithm A in the sesthelic sysiem
would search through the descriplion for symbolic shapes. The second par! of an
interpretation {i.e. the output of the algorithm) would be the evocations of any
symbolic shapes found in the painting. 1f the evaiuation funclion £; were used,
interpretations which refer 1o paintings containing no symbolic shapes and hence no
avocatlions would be assigned iowest aesthelic value. Interpretations of paintings

with short descriplions and lengthy evocations would be assigned high aesthelic
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value. This may or may nol be desirsble. For example, a swaslika might have
lengthy evocations end hence the interpretation of & painting containing & swastixa

might be assigned high aesthetic value by E7. Assigning low (negative 7} sesthetic

value to interpretations of paintings containing shape symbols with displeasing
evocations would be possible with 3 ditferent avaluation funclion

The aesthetic system described in Section 3.25 could be combined with the
aesthetic system just discussed using the previously mentioned methed of
composing an aesthetic system thal deals with internal coherence with an sesthetic
system that deals with external evocations. The first part of an interpretation in
this aesthelic system would be 2 generative specification The second part would
be the evnl:!:tiani of symbolic shapes in the painling. The description of the
painting would occur internally in the algorithm A which would be the compesition
of the algorithms of the two original aesthetic systems. Using £, high aesthetic

value would be assigned to interpretations of painlings with short generative

specifications and long evocations.
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3.2.10 Aesthetic systems and science

" . the concept of complexity might make it possible lo precisely
formulate the situstion that a scientist faces when he has mede
observalions and wishes to understand them and make
predictions. In order to do this the scienlist searches for a
theory that is in agreement with all hs cbservations. We
consider his observalions 1o be represenied by & binary siring,
and a theory lo be & program thal calcuiates this siring
Scientists consider the simplest theory to be the best one, and
that it a theory is foo "ad hoc|, it is useless. How can we
formulate these intuitions about the scientific method in & precise
fashion® The simplicily of a theory is inversely proportional lo
the length of the program that constitules it. That is to say, the
best program for understanding or predicting cbservalions is the
shortest one that reproduces whal the scientist has observed up
1o that moment. Alsg, if the program has the same number of bils
as the observations, then it is use'ess, because il is too "ad hoc’
if & string of observalions only has theories thal are programs
with the samo length as the string cf observations, then the
observations are random, and can neither be cemprehended nor
predicted. They are what they are, and that is all; the scionlist
cannct have a3 theory in the proper sense of the concepl; he can
only show someone else what he observed and say it was this.

“In summary, the value of a scientific theery is that il enables one
tc compress many observations into few theorelical hypctheses.
There is a theory only when the string of observalions isn't
random, that is lo say, when ils compiexily is appreciably less
than its length in bits in this case, the scienlis! can communicale
his observalions lo a colleague much more economicaily than by
just transmitling the siring of cbservalions. He does lhs by
sending his colleague the program thal is hs theory, and this
program mus' have much fewer bits than the original string of
cbservations™ -- G Chaitin [1973]

Aesthetic systems gare applicable to the stiences as well as the arts
Aesthetic systems in science normally are concerned wilth interna coherence and

can be considered to use the O form of the reference decision aigorithm schema of

Figure 46. The objects to which interprelations reler are the phenomens under
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study. The sensory inpul transducer and linked algorithm of the reference decision
algorithm correspond to the data collection mechanism The descriplion of the
phenomensa produced in the reference decision sigorithm schema is the data In an
interpretation <3 0> which refers to phenomena, § is the description of the
phenomens or the dals o is & specification of the underlying structure of 5. n is
an encoding of the scientific laws or theory {and possibly some inilial conditions)
that specify/explain the data The aigorithm A embodies the mathematical
conventions implicit in the theory. Given o as input, A produces § as output.
Before preozeeding further, it should be restated thal aesthetic systems are
designad 1o model the logical properties of a particular viewpoin! and not the
actual processes involved in using or applying & viewpoint The attempt here is to
describe the logical components and their interrelatisnships in & scientific aesthetic
viewooint and nol the aciual process of doing science. Aesthelic syslems in

science frequently use the evalualion furclion E; and associcled order Cs.

Interpretations which refer to the same phenomena have identical § (dala! and

different o (scientific laws or theoryl. Applying the evaluation function £; to these

interpretaticns, the shorter the length of o, the higher the assigned sestihelic value.
The interpretation of phenomena which has the shortesi explanation is assigned the
highest aesthetic value. This is simply a restalement of Occam's razor or the law
of parsimony, the traditional evaluative criteria of science {cf. [Rossi 1966]1. This
formulation of aesthelic systems for science is in full accord with Chaitin's [1973]
discussion of the application of complexily theory to science queted in part above.
The everyday use of the words "beaulifui™ and “elegant™ to describe mathematical
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systems and physical laws is in lhis spirl == parsimonious specification of

seemingly complicaled phenomena.

3.2.11 An asesthetic system implicit in Meta-Dendral

As an example of aesthetic syslems in science, the Meta-Dendral system
{Buchanan, et. al 1871} @& progrem for automalic theory formation in mass-
specirometry, embodies implicitly an sesthelic sysiem "The mass-spectromeler is
an instrumenr! which bembards molecules of g chemical sample with eleclrons and
records the ~elative numbers of resulting charged fragmenis by mass .. Mass-
spectromelry (MS) theory s & coliection of stalements about the fragmentation
patterns of various types of molecules upon electron impact.™ The inpul te the
Meta-Dendral piogram is "s large number of sets of dals (fragment-mass tables)
and the associated (known! molecular structures.” The oulput of the Meta-Dendral
program is "A set of _ rules conslituling & subset of the theory of mass-
spectrometry.” (Quotes from [Buchanan et al. 1871]. Given a chemical sample,
the mass-specirometer reporis the fragment-mass ltabie thal resulls from
bombarding the sample. The Meta-Dendral program is given the fragment-mass
tables tha! are known {o resul! from cerfain samples and outpuls an inferred sel of
rules for the mass~-speciromelry process

Aestnetic systems couid be formulated for mass-speciromelry in severs

ways. The mos! appropriate formulation al the leve! of Meta-Dendral is s follows:
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a in an interpretation is some list of rules for mass-speciromelry. The
algorithm A given the rules of o as inpul applies the rules 1o the known set of
molecular slruclures and outpuls as 0 the fragment- mass tebies tha! would resull.

Thus for each interpretation <a 03> in the set I, = is & list of MS rules and § is the

fragment-mass tables thal would resull for the set of chemical molecular structures
according 1o the MS rules of o o is a theory; { is the predicted data. The 3 form
of the reference decision algorithm schema of Figure 46 is used 5, the sensory
input '-Eran:ducar and associaled aigorithm is the mass-specirometer i'selfl. The
description X (i.e. the oulput of 5, the mass-spectromeater) is the actusl fragment-
mass tables tha! are produced by the mass-speciromeler for the chemical samples.
For an interpretation <a > lo refer to the phenomens, 5, the fragment-mass tables
predicted by the rules of o, must be identical 1o 2, the fragment-mass tables that
actually are produced by the mass-spectrometer. So, each interpretation <a0> in

the set of interpretations 1, contains & possible MS theory (list of rules) as = and

the predicted data as 8. The interprelations which actually refer 1o the mass-
speciromelry dala are the interpretations in which £, the predicted dats, is
identical 1o A, the aclual dala

There may be many interprelations in I, which refer to the phenomens, i
there may be many theories which predict the actual data The evaluation function
E; assigns high aesthetic value to interpretations with short « and long o, All
interpretalions which refer 1o the phenomena in this aesthelic sysiem have

identical 0 bul different x. Thus, among the interpretations which refer to {account

for} the phenomena, E; assigns highest aesthelic value to the interpretation with



195

the shortest o (shorlest MS rules). Meta-Dendra! actually does use an evaluation
function simiar 1o E; to choose among allernalive theories that predict the dals
[Buchanan et. al. 1871}

The sesthetic system does nol indicate the precise algorithms used by Meta-
Dendral. Rather, il provides & logicsl framework in which the task of Meta-Dendral
can be undersiood

The Meta-Dendral problem can be restated as: Find a list of M5 rules that
predicts the fragment-mass tables that actually occurred. If there are more than
one such lists of rules, find the simplest. Or, in aesthelic system terms: Find an «
that produces & f which is identicsl lo the description X consiructed in the
reference decision algorithm If there are more than one, find the simplest such a.
This problem, a common one in science, is & special case of the general problem of

analysis, which is investigated in the naxt section
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3.2.12 Aesthelic sysiems and analysis

An analysis problem arises when we try 1o undersiand an existing object as a
work of arl. The problem of analyzing an object in terms of a particular sesthatic
viewpoint can be stated precisely using sesthelic systems : given an object and an
aesthetic system < REQP, find an interpretation in I, which refers, using the
reference decision algorithm R, to the object and which is assigned an aesthetic
value by the evaluation function £ which is maximal in the sense of the order O
This interpretation indicates the bes! way to undersiand the object from the
aesthetic viewpoin! specified by the aesthetic system

Notice that this problem is different than the problem for which the computer
program was desighed The program is given o (a generative specification) and
acked 1o {1} use the aigorithm A to construct the corresponding 3, (2) evaluate
this interpretation <ax 0>, and (3} construct an object (i.e. dispiay & painting) e
which the interpretalion refers. In the snalysis problem, we are given an object
and asked to find an interpretation with high aesthetic value and which refers to
the object. The analysis probiem is considerably more difficull, as we shall see
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3.2.12.1 The analysis problem for aesthetic systems in general

The analysis problem for & given object and sesthetic syslem is to find an
interpretation which refers lo the objest and which is assigned highest aesihetic
value.

For a given-aesihetic system and & given object, there is some {(possibly
.empty) subset of the set of interpretations I, which centains exactly the
interpretations which refer 1o the object. The compulabilily of this subset
depends on the nature of the algorithm A and the reference decision algorithm R. if
the aigorithms A and R eventually must halt for svery input, then the subset of

interpretations which rafer tc an cbject {and lhe sel 1.} is recursive. If the

sigorithms A and R need not halt for some inpuls, then the subset of
interpretations which refer to an object (and the set 1) is only recursively
enumarable. This latter case would make an anslysis procedure much more difficult
to implement as it would mean there would be no sffective way of testing whether
an interpratation refers 1o an object or even whether a pair of symbol strings is an
intarpretation in ;. A more extensive discussion of the analysis problem from a
computability point of view will be given in [Stiny, in preparation].

Theorelically, an snalysis procedurs is required 1o find the interpretation
assigned highest aesthelic value which refers lo the object. For an arbitrary
avaluation function in an arbitrary aesthelic system, this is nol always possibie
One possible problem is that the subset of interpretations which refer {o an object

can be infinile. A possible practical solution to this problem is to set a threshold
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and seltle for any interpretation which refers to the object and is assigned
aesthetic value above the threshold For aesthslic systems using the evalustion
function E; and containing interpretations with o and 8 defined over binary

siphabels, a natural threshold might be 1 (see Section 3.24). A problem with this
criteria is thal an object might have an infinile number of interpretations which
refer to it, none of which are assigned sesthelic value sbove the threshold A
beller solution might be 1o only consider a finite subsel of the se! of
interprelations and io choose the interpretation in thal subset that refers to the
object and is assigned higheslt aesthelic value. For example, only those
interpretalions where the length of sach compeonent is less than some very high,
but fixed, value {i.e, L{o)<c and L{B)<c } might be considered.
An analysis procedure could have the structure of the following schema:

Step 1: Select a new interpretation

Step 2: Oces the interpretation refer to the object? if no, go to
Step &

Step 3: Compute the aesthetic value for the interpretation

Step 4: Is the computed aesthelic value the highes! yet
computed? If yes, save the interpretation and value.

Step 5: Hait? If yes, output the most recently saved
interpretation and terminate. if no, go to Step 1.
The first four steps in this schema could be constructed using the four components
of an aesthetic system. In Slep 1 the set of interpretations is used, in Step 2 the

reference decision aigorithm, in Step 3 the svaluation function, and in Step & the
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order. Of courss, if the algorithms A and R might not terminate some allowance
must be made for aborling & particular loop through the procedure 3¢ & new o can
be tried

The important part of an analysis procedure of this lype is the first
component, the procedure for selecting a new x. The selection procedure could be
s simple enumerative scheme, but it would be much more efficient if the o were
selected intelligently. Ideally, of course, the very first @ selected would resull in
an interpretation which refers to ihe cbject and which is assigned highest pessidble
aesthelic value and the program would know this and terminate immediately. This
is usually infeasible. The sensory inpul transducer and parts of the reference
decision algorithm could be stlached direclly to the selection procedure. it would
be nice il the selection procedure reacted to the sesthelic values assigned
previous interpretations and honed in on the interpretstion assigned maximal
aesthetic value. Use of this type of analysis procedure can be considered a search
through & space of interprelations with & goal of finding the interpretalion which
refers 1o the object and which is assigned highest aesthetic valus. The key is lo
have an intelligent selection procedure which makes extensive use of problem-
specific knowledge (¢!. [Feigenbaum el. al. 1971 ]

An analysis procedure with the structure of the sbove schems is applicable to
any type of sesthelic system If some restriclions are put on the structivs ~f
components of an aesthelic system, the analysis problem somelimes is simplinica. w
particular, the analysis problem is simplified if the reference decision algorithm

adheres o 1he relerence decision algorithm schema of Figure 46.
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3.2.12.2 The analysis problem for sesthelic systems wilth the o form of the
reference decision algorilhm schems
The analysis probiem is trivial for an aesthetic system wilth & refererce
decision algorithm schema adhering to the o form of the schema in Figure 46. In
this type of sesthelic system, only one interpretation can refer {c a given object.
This interpretation is <af8> = <} A(X)>, where X is the descriplion of the cbject
given internally in R.

3.2.123 The analysis problem for aesthelic systems with the 8 form of the
raference decision algorithm

The analysis problem is extremely interesting for aesthelic systems wilh
reference decision algorithms ﬂ'nereing te the § form of the reference decision
algorilhm schema of Figure 46. In & reference decision algorithm of this type, the
description % of an objec! is produced internaily by the aslgorithm linked to the
sensory input transducer. By definition, tris description is identical tc the § of any
interpretation <a,8> which refers 1o the object. in a given sesthelic system of this
type, thers may be any number of interprelations which refer to a particular
object, but all such interpretations must have identical 5.

An analysis procedure for an aesthelic system of this typpe could have the

structure of the following schema:
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Step 1: Obtain the description X of the object.

Step 2: Find 3 new sequence o that whon used as input to the
algorithm A produces X as oulput.

Step 3: Compute the sesthelic value of the interpretation <a 2>,

Step 4: Is the computed asesthelic value the highest yel
computed” If yes, save the interpretation and value.

Step 5: Halt? If yes, output the most recently saved
interpretation and terminate. If no, go to Step 2

First, the sensory inpul iransducer and linked algorithm of the reference
decision aigorithm are used to obtain the description of the object. The next step
is the interesling parl of this procedure. The oblained description must, by
definition, be identica! to the § of any interpretation which refers to the cbject.
So,  is knowns the problem is to find the possible a. Agein, & sossible cutput § of
the aigorithm A is knowr the problem is to find & possible input a that would
produce that output. The construction of the second step of the analysis
procedure involves the construction of the inverse of the algerithm A,

The problem of finding the inverse of an algorithm is of interest in ils own
right. McCarthy [1956] has investigaled enumerstive lechniques for the inversion
of the partial function defined by a Turing machine. Al the simplest level, this
consists of enumerating all possible tepes thal can be formed using lhe input
vocabulary, using sach of these as input to the Turing machina 1o be inverted, and
determining which of these input tapes produces the given output tape. The
problem is that any individusl computation might not terminate (i.e. the Turing
machine defines a partial function). To remedy this, McCarthy proposes various
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criteria for interieaving lhe compulaticns. Upon invesligating this problem, it
became apparent {hat enumeraling over all possible input tapes is unnecessary. A
method was developed for beginning with an outpul tape and tracing backwards
through the possible computations of the Turing machine to be inveried to obisin
the possibie input tapes. This method takes the form of & simple construction for
obtaining a {(non-deterministic} inverse Turing machine for any given Turing machine.
Details of this construction are given in [Gips 1973] which is included as an
appendix 1o this dissertation Given an sigorithm A {in the form of a Turing
machine) the inverse algorithm A’ can be constructed. Given 3 as input, A® outputs
all possible x that could be used as input to A to produce 8. That is, A0) = x iff
Ala) = 8,

After an interpretalion which refers to the object is constructed, it is
evaluated using the aesthelic evaluation function E and this vaiue is compared to
the highast aesthelic value assigned praviously, If it compares favourably, the new
interpretation and iis aesthelic value are saved The process is repeated until
some lerminslion criteria are met.

Ideally, the first interpretation constructed for the object would be
guaranteed to be asssigned highes! possible aesthelic value. This is possible for
ceriain evaluation funclions and not pessible for others. A procedure for obtaining
input o from output O (based on either of the technigues discussed can be
designed so that the first o produced has certain properties. For example, it could
be guaranteed thal the first o produced is the input to the algorithm A that
produces § in the fewes! steps (ie. in the shortest time). This would automatically
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produce an interpretation which would maximize an evaiuation funclion that assigns
aesthetic value inversely proportions 1o the amount of lime required to get § from
o using A. Similarly, it could be guaranteed that the first o produced is the input
to the algorithm A that requires the least sxira memory {i.e. squares on the lape)
to produce . This would automatically produce an interpretalion which would
maximize an evaluation function thal assigns sesthetic value .nversely proportional
to the amount of exira memory required to gel § from = using A. These two
evaluation funclions correspond to the traditionsl time and space complexily
measures defined for Turing machines [Hopcroft and Uliman 1969] These
avaluation functions are defined in terms of the computational resources required
to get (3 from & using A Untortunalely, there is no way of aulomatically finding an
interpratsiion <af> gusrantees to maximize the avaluation function E;. Given an
algorithm {that might not terminate) and an output, it is not slways pessible to find
a sequence guaranteed tc be the shortest input to the slgorithm that would
produce the output The equivslent problem, which is also in general unsolvetie, is
given a non-deterministic algorithm and an input, find the shortest output. (If this
problem were soivable, the construction in the Appendix could be used to solve
the previous problem). The difficully is ihat the shortest output might lake an
arbitrarily Tong amount of time to compute and might require an arbitrarily large
amount of lemporary memory.

There is a guaranteed solution for the analysis problem for aesthetic systems
of this type ii the evaluation function is based on the amount of lime or memory
required in the computation of {3 trom = using A If an evaluation function such as

E; is used, there is, in generdi, no guaranteed sclution. Heuristics must be used.
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3.2.124 The analysis problem for the aesthetic system for paintings definable
using generative specifications

The analysis probiem for the aesthelic system described in Section 325 for
paintings definable by generalive specificalions is a special case of the problem
just discussed The preblem is given a painting, find the shortest possible
generative specification for the painting. From personal experience, this is &
difficult problem For example, the painting Anamorphism | {see Figure 49) was
first generated using the generative specification shown in Figure 55 Only after
repeated use of lhe painting was it realized that the shorter generative
specification of Figure 50 wlso could be used The length of the generalive
specification of Figure 55 {ie. L{a) ) is 45 and the aesthelic value assigned the
interpretation containing this generative specification is 5.64. This compares with a
length of 41 and an aesthetic value of 6.20 using the generative specification of
Figure 50. The ditference is accounted for by the different terminal shapes: an "L”
{which is composed of six siraight lines) in the generative specification of Figure
S5 versus & reclangle in the generative specification of Figure S0. The {5 (shape,
color, and occurrence tables) produced by the two generalive specificalions are of
course identical. This again iliustrates thal evalualion depends on inlerprelslion,
or, more specifically, that it is inlerpretations thal aclually are evaluated Cf
course, it could be said that the highest aesthelic value found by an analysis
procedure for an interpetalion which refers to an object is the aesthetlic value
assigned lo the object by the analysis procedure.

The problem of finding a generalive specification for a painting is essentially
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the problem of finding & shape grammar {hat generales the shapes lhat appear in
the painting. In this sense, the problem is a version of the grammalical inference
problem [Feldman el. al. 1963] [Biermann and Feidman 1972] [Feldman 1572] but
for shape grammars instead of phrase siruciure grammars. Evans [1371] has
written a program that infers & type of picture descriplion grammar (see Seclion
1.8.3) given a set of descriptions of input pictures. Because the evaluation

function E; is used in the asesthelic sysiem, the problem is generally to find the

shortes: possible shape grammar thatl generales ine shapes in the painting,

Finally, it should be noted that if the full range of shape grammars is allowed
rather than the resiricted lype that can be defined using the compuler program
{see Seclion 3.2.1}, then a generalive specificalion can be trivially constructed for
any painting. The shape grammar in such & generalive specificalion would have one
shape rule for each color {except the background) used in the painting. In the
generation of the shape in the painting, each rule in the shape grammar is applied
exactly once and results in the addition of all the shapes painted a particular color.
This shape grammar would lake info account none of the shape redundancy in the
painting. A generalive specification of this lyps would be reialively lomg and
therefor the interpretation which includes this generative specification would be
assigned minimal gesthelic value by E;. The shape, color, and occurrence tables
thal describe a painting that has no generalive specificalion shorter than a trivial
generalive specification of this lype can be considered random in the sense used in
Section 3.2.4.

in the analysis of paintings in terms of interpretations contairing the full range
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of generative specifications, it is easy lo construct an interpretalion which refers
to the painting and which is assigned minimal aesthelic value. It is difficult 1o find
the interprelation which refers to the painting and which is assigned highest

gesthelic value by £

3.2.13 Aesihelic systems and synthesis

A synthesis problem grises when we lry to produce & new work of art. The
syrthesis probiem for an aesthelic system is symmetric to the analysis problem and
can be stated precisely : given »7 gesthelic sysiem <} RED>, consiruct an object
for which Tharz s an interpretation in [, that refers, using the reference decision

algorithm R, to the object and that is assigned aesthelic value by E that is maximal
in the sense of the order 0. The synihesis problem for asesthelic sysiems
containing subsets of the set of interpretations in the aesthelic system described in
Section 3.25 is be investigated here. A more ganﬁrai discussion of synthesis and
aesthetic systems will appear in [Stiny and Gips 1974}

Suppose some constraints are put on sliowable generstive specifications. For
example, the basic shape {see Section 3.1.2.1) might be required to be a rectangle,
the rule shape mighl be required o consist of two instances of the basic shape,
the initial shape migh! be required to consist of one instance of the basic shape,
and the selection rule migh! be requred to bl: 3. The problem is to find and

display a painting with an interpretation that is assigned maximal aesthetic value
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and thal contains a generative specification with some given constraints. The set
of interpretations containing generative specifications with some such consirainis
forms & subset of the set of interpretations in the sesthelic system of Section
3.25. This reduced set of inlerpretations together with the reference decision
algorithm, the evaluation funclien (E), and the order (O;) of the original aesthetic

system can be considered 1o form & new aesthetic system. The problem of
interest is the synthesis problem for such reduced sesthetic systems.

This 'éa;oblem can be divided inlo two parts. The first part is 1o find &
gencrative specification with the given constrainls which is part of an
interpretation that is assigned highest possible sesthelic value. This can be
considered the design problem for the aesthelic system One possible approach to
writing programs that perform this part of the synthesis problem is discussed in the
next section The second parl is lo actually construct and display the painting
specified by the generative specification Programs that perform this part of the
synthesis problem are described in Section 3.1.2.
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3.2.14 Design as search

"All arl presupposes s work of seleclion .. To proceed by
elimination = to know how to discard, as the gambler says, that is
the great technique of selection And here again we find the
;girch for the One out of the Many” -- Stravinsky {1947, p.

A design program for paintings definable by generative specificalions could be
iormulated as a search through a space of generative specifications. The goa! of
the search would be 1o find a generalive specificalion from some restricted class
1hat defines a painting that has an interpretation assigned maximal aesthelic value.

The space tc be searched can be defined in terms of & subsel of the
generative specificalions that are definable using the program and a coliection of
operators. Each point in the space is & generative specificalion The operators
transform one generative specification into anolher and thereby allow transitions
belween points in the space. The natural sel of operalors lo use are the user
commands for changing the lerminal, rule, and initial shapes of the gencralive
specification as described in Figure 35 A space of this type can be regarded as &
state space [Nilsson 1S71] for the design problem and can be conveniently
represented as & directed graph The nodes in the graph represent generative
specifications. Arcs between nodes indicale aliowable transitions using the
operators.

A simple example of a space of generslive specificalions is shown in Figure
56. The space is composed of sixteen generative specifications and two operators.

The nodes labelied N1 - NE& represent lhe generative specifications for



210

43 €s <1 +
0O 0.
C@Q le @t eh,
al | | d | u

_ t
Ei ‘!Ei

. t
O
| &
$ 1
L

r

1

!
&
)
_
5

-

Figure 56. Space of sixteen generative specifications which
contains generative specifications for Anmamorphism I - VI.
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Anamorphism | = VI shown in Figures 50 and 51. The other len nodes represent
varistions of thesa generstive specifications. The nodes lsbelied Ni' - N&
represent generative specifications that specify paintings that are mirror images of
Anamorphism | = V. The nodes labelled N5’ - N5™ and NB' - N&™ represent
alternative generalive specifications for Anamorphism V and Anamorphism Vi
respeclively. The space thus conlains sixteen points representing sixteen
generative specifications that specify ten distinct paintings. In this example, there
are savere consiraints on allowsble generative specifications. The sixieen
generative specifications differ cnly in the locations of the markers in the right side
of the first rule of the shape grammar (cf. Figure 51}, ie. the computer
representations of the generative specifications differ caly in the values of the 6
and m parameters of the rule shapes (see Section 3.1.2.1). The lwo operators are
turn (1) and invert {i), as defined in Figure 35 for the rule shapes The arcs
between lhe nodes in the figure show the transitions defined by applying the
operators. The effect of applying 1; to a generative specification is to rolate
(turn} the first (left) shape of the rule shape 1BO degrees (ci. the rule shape in
Figure 36). Applying !> rotates the second {right} shape of the rule shape 1BO
degrees. Applying ij inverts the first shape of the rule shape. Applying i inverls
the second shape of the rule shape. The eifects of these operalors can best be
seen by comparing iha transitions in the space belween points NI - N6 with the
shape rules for Anamorphism | = Vi in Figures 50 and 51.

The space could be expanded (ie. the constraints could be weakened) by
allowing more of the commands for changing the terminal, rule, and initial shapes
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specified in Figure 36 1o be used as operalors. For example, using the commmand
turn 90 degrees as an operator instead of turn 180 degrees would double the size
of the space. |f operstors were allowed for x and y transistion of the rule shapes,
the size of the space could be increased by 2 faclor of thousands. Successively
larger spaces could be obtained by allowing operators to change the scale of the
rule shapes, 1o add or delete rule shapes, and finally to siter the terminal and initial
shapes as weil. |f all the commands were allowed as opersiors, the space would
contain all of the generative specifications definable using the program

Spaces of generative specifications defined in this manner can be exiremely
large. Much computation time can be required lo evaiuate & given node
{generative specification} in such & space. Because of this, exhaustive search
through such spaces is not only undesirable but usually infeasible. The spplication
of heuristics to guide lhe search is & possible remedy to this difficuily. Two types
of heuristics would be helpful. Heuristics of ihe first type would restrict the
number of nodes visiled in lhe search, thereby precluding exhaustive enumeration
Good heuristics of this lype would direct the search so that most visiled points are
associated with generative specifications likely to be soiutions to the design
problem Heuristics of the second type would limit the amount of computation at
visited nodes. Good heuristics of ihis lype would hall compulalion al & visited
node os soon as it became apparen! thal the generalive specificalion associated
with the node was uniikely o yield 3 solution to the design problem. Where
heuristics can greatly reduce the amouni of compulation required for the search

procedure to identify & solution to the design problem, the danger exists that the
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heuristics may be inappropriste and may resul in the search missing the best

solutions.

A design procedure based on & heurislic search of & space of generative

specifications could have the structure of the following schema:

Step 1:
Step 2:

Step 3:
Step 4:

Step 5:

Step &:
Step 7:

Step B:

Select a new generative specification

Is this generative specification a suitable candidate? It
ne, go to Step 8.

Generate the shapes to be painted

Is it worthwhile to continue with this generative
specification® If no, go to Step &

Construct the shape, color and occurrence lables
associated with this generative specification

Compute the sesthelic value of this interprelation

Is the compuled asesthetic value the highes! yel
computed? If yeas, save the interpretation and value.

Halt? If yes, output the most recently saved generalive
specificalion and terminate. If no, go to Step 1.

In the first step of this schema, a new generative specificalion o be

investigated is selected This seleclion procedure could be based on & depth-first

search procedure, a breadth-first procedure, elc. [Nilsson 1571] combined with

heuristics of the first type just described Or, the selection procedure could be

based on hill-climbing methods, e.f the next generative specification is constructed

by applying operstors to the best generalive specification found yel. The

operators should be chosen heuristically o attempt to cerrect any identifiable
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defecls in that generalive specification Hopefully, the selection procedure would
be intelligent enough o avoid regions of the space especislly sparse in good
generative specifications. Al least the procedure should avoid regions of the
space, ey lhe bottom row of the space in Figure 53, conlaining generative
specifications which produce duplicates or mirror images of the paintings specified
by other generative specifications.

Once a new generative specification is selected, heuristics of the second type
would be used to determine whether the generstive specification is & likely
candidate. For example, if the generative specification obviously specifies a
symmetric painting, it might be skipped as symmetric paintings tend toc have
interpretations assigned lower aesthetic value (see Section 3.2.9). It is expensive
computationally to generate a painling from & generative specification. it is best to
eliminate generative specifications with poor prospects as early as possible.

if the generative specification passes the inlial tests, the shape grammar of
the generative specification is used to generate the line drawing of the shapes to
be painted Once the line drawing is generaled, new heurislics are used to
estimate the aesthelic value that would be assigned. A crude estimale of the
jength of § might be the number of lines that have been generated. The generated
line drawing might be required to be asymmelric to be investigated further. Again,
investigating a node fully is expensive and the space is large. Al each successive
stage, more is known about the painting specified by the generative specification at
the node. Nodes lhat have poor prospecis of having high evaluations should be

eliminated as soon as possible
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If the line drawing passes these tests, § (the shape color, and occurrence
tabies) is constructed and the interprelation is ev~'uated If the assigned sesthetic
value is the highest yet, the generative specification and aesthelic value are saved
The output of the design procedure is the best generative specification found.
This generalive specificalion can then be used to generste and display & painting
using the programs described in Section 3.1.2

A crude design procedure thal would search through relatively small spaces
could be implemented fairly easily given the programs thal exist already. This
would enable different search techniques and heuristics 1o be tried experimentally.

Research in the immediate fulure will be focused on automating the synthesis
of paintings defined using generative specifications. A synthesis program would
automatically construct and display a8 new painting which, given the consiraints on
silowabie generative specificalions, is guaranteed 1o have an interpretation
assigned highest possible aesthelic value relstive o the specified aesthetic

system.



APPENDIX: A CONSTRUCTION FOR THE INVERSE OF A TURING MACHINE
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{The problem of finding the inverse of an algorithm srose in
connection with the analysis problem for a certain type of
aesthelic system {see Section 32123). A general and relatively
afficient solution to this problem is described below. This
appendix criginally appeared as a Stanford Computer Science
Report [Gips 1873] Since this work was completed and the
roport appeared, | have learned that & similar construclion
technique was used by Fischer [1965] in proofs about classes of
restricted lypes of Turing machines with multiple tapes. Eennett
[1973] s recently reported interesting resulls on the related

probiem of the logical reversibility of computation ]

Problem

Given Turing machine M that for input tape | produces output tape O, ie
M{ 1} = 0, construct an inverse Turing machine M’ such that MYO) = |. M should
be non-deterministic so that the set of output tapes of M’ given O is exactly the
sel of all possible input tapes to M that would produce 0.

McCarthy [1356] has investigated enumerative techniques for the inversion of
the pa:t.al funclion defined by & Turing machine. In this paper, a simple method for

the direct construction of M’ given M is presented
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Conventions

The Turing machine conventions used are basically those of [Mincky 1967]

A Turing machine is a set of quintuples of the form {old-state, symbol-scanned,
new-stale, symbol-written, direction) or (g, %, ;s 5, O)- The stales are q;, Qp -
Q..;» halt, with g, the initial stale. The tape symbols are s, S .. S, The
directions are left, right, and ™ - = Each quintuple is of one of three types:

{H {qg. Spe T S jeft} interpreted as "if in slate q, and scan

symbal s, then enter state g, wrile symbol s, and move
tape head left”.

(2} {a, s Q) S0 right) interpreted as “if in slate q, and scan
symbol s,, then enler state q, wrile symbol 5., and move
tape head right”

(3 (qy s, halt, 5, =} interpreted as "if in state g, and scan
symbol s,, then write symbol s, and hall in place”.

An output tape of a Turing machine it & tape that exisis afler 3 quintuple of type
3 is applied

Construction algorithm

Given Turing machine M with m tape symbols, n siales, and p quintuples, a new
Turing machine M’ with m tape symbols, 2n states, and 2p+c guintuples, where ¢ is
the number of quintuples of M with the initial siate as the first elemant, is
constructed. The tape symbols of M’ are the same as the tape symbois of M. I
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the states of M are q,, Gz - Q.5 hail, the siates of M’ are begin, g,", 9", o5, @;",
e Gy Qo halt. The initial state of M’ is begin

For each gquintuple in M iwo quintuples are added {o M' as follows:

{1} For each quintuple (R S G5 Sy left) of type | in M the
quintuples {g’, s, qu'. s,, right} and (q j‘. S Qg Sy lefl)
are added to M.

{2) For each quintuple (Q 5y Q¢ 5, right} of type 2 in M the
quintuples (q;", 5, Q," &, right) and (q;", s, 4" s, left)
are added to M\

{3) For each quintuple (qg, s, hait, 3., - } of type 3 in M, the

quintuples (begin, s,, o, %, right} and (begin, s,, q,", sy,
lefl) are added to M.

Additionally, one quintuple is added 1o M’ for each quinlupie in M that contains

the initial state, q,, as its first element (cid-state} as follows:

(1} For each quintuple (q,, 5., q;, 5, left} of type 1 in M, where
q, is the initial state, the quintupie (q.', s, hell, s, - ) is
added 1o M".

(2} For each quintuple {gq, %, q; %, righti of type 2 in M,
where q, is the inilia® state, the quintuple {qj". s,, hall, 5,
- } is added to M".

{3} For each quintuple (q,, s, hall, s, ~ } of lype 3 in M, where
Gy, is the initial slate, the quintuple (begin, 5., hall, s, - ) is
added 1o M'.
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Descriplicn

The guntuples of M are constructed by transpesing the cdd-state and
symbol-scanned of each quintupie of M with the new-stale and symbol-wrilten of
that quintuple so that M’ reverses the possible computations of M.

in the first part of the construction, the mw-st‘ate and symboi-wrillen of each
quintuple of M becomes the cid-stale and symbol-scanned of lwo new quintuples
of M. If the new-stale of the guniluple of i.jl i3 halt, the old-state of the
quintuples of M is begin If the direclion of the quintuple of M is left, the
old-stale of the guintupies of M 1s primed; if the direction is right, the clid-state is
double primed The old-state and symbol-scanned g! each quintuple of M becomes
the new-state and symbol-written of the two added] quintuples of M'. In one of
the new quintuples of M’ the direction is right and the new-state is primad; in {he
olher the direction is left ond the new-stale is double primed Informally, M’
continually looks to the left and lo the rnight to determine what quintuples of M
could have been applied to resull in the current slale and lape configuration The
primes of the state of M" keeps track of which direction M’ is currently looking.

In the second part of the construction, & quintupie with hall as the new-siale
is added o M for each guintuple of M with the indial stale as the oid-sigle
Again, the new-state and symbol-wniten of the guintuple of M becomes the
old-state and symbol-scanned of the guintuple of M. If the new-state of the
quintupie of M is hail, the old-stale of the quintuple of M’ is begin If the direction

of the quintuple of M is left, the old-state of the gquintuple of M iz primed; if the
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direction is righl, the old-stale is double primed The symboi-scanned of the
quintuple of M becomes the symbol-written of the quiniuple of M'. Informally, an
output lape of M is produced &l each pont that M could have begun a
computation

M is designed to trace backwards through ali possible computations of M that
couild result in output lape O Each computstion of M has the same length as the
corresponding computation of M Further, the sequence of tape conligurations for
each compulation of M’ is identics! {o the reverse of the sequence of lape
configurations for the corresponding computation of M, except for the locations of
the tape heads. The sequence of stales for each computation of M is equivalent
to the reverse of the sequence of stales for the corresponding compulation of M
excep!t for the first state of each sequence (which is always the initigl stale) and

the fina! slale o! each seguence (which is always hait) if stales g’ and q." in M’

are considered equivalent to stale g, inMfor | < x = n-l.

Remarks

In genm"ai. the construction method does not resuit in quintuples in M for
every possible circumstance (i.e. every possible old-stale : symboi-scanned pair).
Some of the compulations of M’ may run inlo 8 dead-end, a silualion where no
quintuple is applicable. Il an inverse machine M’ does run inlo & dead-end, it

simply means that M’ is nol retracing & computation that cduid have been done by
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machine M. [f dead-ends are displeasing then quintuples can be added to M' for
avery siate ;: symbol pair nol occurring as an old-stale : symbol-scanned pair in M.
The new-stale of these added gquintuples would be an extra stale that if entered
resulls in M' looping forever. For praclical use of the construclion, dead-ends
seem desirable as their use would increase the efficiency of & serial, deterministic
encoding of M".

Some of the computations of M' may not terminate. Recall that the goa! for the
construclion is that the set of all oulput lapes of M’ (e all tepes that exist afier
M' enters the hall state) for inpul tape O is exactly the sel of possible input tapes
for M that would resull in O as an output tape

Example

As & simple example, censider Turing machine M, with four tape symbols: X, E,
0, and b, where b is the symboi for "blank™; three states: q,, g, and halt, where

q; is the initial stale; and four quintuplies:

{q,, X, gy b, right}
{ay X, q, b, right}
{q,, b, hall, E, -}

{ﬂa :b, h‘". 0. - }

M; is & Turing machine thal calculates the parily of the string of X's extending 1o
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the right of the initial position of the lape head, erases the X's, and writes E if the

parity is even and O if the parily is odd

Sample input lape for Mg
.. BBX XXX Xbb ...
af
Resulling output tape:

bbbbbbboOb ...
T

The inverse Turing machine, M,’, has the same four tape symbols; six stales:

begin, q; @™ Gz Q2 and hall; and ten quintuples:

{q,", b, q,"y X, right} from the first quintuple of M,
{q," b, q," X, lett} from the first quintuple of M,
(q,", b, q;' X, right) from the second quinluple of M,
{q;", b, q;" X, left} from the second quintuple of M,
{begin, E, q,, b, right} from 1he third quintupie of M,
(begin, E, q;", b, left} from the third quintuple of M,
{begin, 0, q;" b, right} from the fourth quintuple of M,
{begin, O, q;™, b, left} from the fourth quintuple of M,
(g™ b, halt, X, =) from the first quintuple of M,

(begin, E, hall, b, - ) from the third guintuple of M,.
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The first eight quintuples resull from adding iwo gquintupies to M," for each
guintuple in M,. The final 'twol quintuples resull from adding one quintuple to M,

for each quintuple in M; with the initial state as its first slement.

Sample input tape for M,"

.. bbbbbbboOob ...
T

Resulling outpul 1apes:

... bbbbbbEXbEDL ..

T.
EbbbXXXbbE ...
1-
cve BB RXXEXXXEXELD ..
; o
alc

Applications

Where this investigation was molivaled by & problem in & forma! system for
aesthetics, the construction seems widely applicable, e.g. in the theory of automatic
programming. f M is & universal Turing machine then M’ produces the possibie
input tapes and (specifications of) Turing machines that could produce & given
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output tape. In particular, the consiruction can be used to cblain 3 Turing machine
that produces (specifications of) il the possibie Turing machines for & perticular

set of input tape : output tape pairs.
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