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## ABSTRACT

Each programming language that handles data structures has its own set of rules for working with them. Notions such as assignment and construction of structured values appear in a huge number of different and complicated versions. This thesis presents a methodology which provides a common basis for describing ways in which programming languages deal with data structures and references to them. Specific concern is paid to issues of sharing.

The methodology presented here consists of two parts. The base language model, a formal semantic model introduced by Dennis, is used to give the work here a precise foundation. A series of "mini-languages" are defined to make it simpler and more convenient to expness and describe the semantics for a variety of constructs found in contemporary programming languages.
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## Chapter 1

## INTRODUCTION

### 1.1. General Goals

Students of computer science are confronted at a very early stage with a great variety of general-purpose programming languages. Descriptions of these languages place heavy emphasis on common features such as assignment, procedures, conditionals, input/output and block structure. Aside from variations in notation, there are numerous rules, exceptions and special cases which make for differences between comparable constructs in different languages. For example, the body of a DO-loop in FORTRAN must be executed at

| FORTRAN | PL/ 1 |
| :---: | :---: |
| $\begin{gathered} N=1 \\ \text { DO } 50 I=2, N \\ \cdot \\ {[\text { body }]} \end{gathered}$ <br> 50 CONTINUE | $\begin{aligned} & \mathrm{N}=1 ; \\ & \text { DO } \mathrm{I}=2 \mathrm{TO} \mathrm{~N} ; \\ & \cdot \\ & {\left[\begin{array}{c} \mathrm{bOdY}] \\ \quad \end{array}\right.} \\ & \text { END: } \end{aligned}$ |
| body executed once | body not executed |
| Fig. 1.1-1. Looping fea | re in two languages |

least once, while in PL/l it is to be skipped if the index is out of range (figure 1.1-1). Such differences can be studied by examining the semantice of different programing languages. The semantics of a programing language is the ${ }^{1}$ study of the meaning of its constructs, or in other words the effect of executing programs in the language. The particular concern of this thesis is the notion of data structures and the semantics pertaining to them as they appear in programming languages.

There are many areas of application in which the use of atructured data is both helpful and convenient in problem solving. Some example areas are symbol manipulation, artificial intelligence, computer graphics, end simulation studies: Generally peaking, a data structure is an aggregate data object contalning other data objects as components. Typical inetances of deta structures include arrays, sequences, vectors, tuples and lists. We will not dwell on the characterietics peculiar to each of these different vari-. eties of data structurfe our emphasigwinl be on more general propertiag selating to data strueturen and their components.

Typically, a programming language provides two basic
operations for handling data structures: component objects of a data structure can be individually accessed and manipulated, and data structures can be constructed from designated objects as components. These operations interact with the assignment operation of a programming language in performing several other tasks, such as assigning structured values to identifiers, or updating components of a structure. There is a great similarity in appearance among constructs for performing such tasks in various programming languages. On the surface, from a casual examination of language descriptions, distinctions between analogous constructs in different languages appear to be mostly notational. But we shall see important semantic distinctions, particularly in the area of data being shared between different structures.

Since each programing language has its own set of rules for dealing with data structures and sharing, it is desirable to seek a rigorous method for describing what happens. Our goal, then, is to gain a more precise understanding of the semantics of data structures. This will provide a unified and coherent viewpoint for describing the different approaches to data structures as they are found in
programing languages. We will pay apecific attention to the difficult and important issue of properties of sharing. These issues depend ultimately on the concepts of cells (which model computer memory locations) and references to cells. References are also comonly known as pointers. We will first discuss general questions of programming language semantics, and then move towards a more specific treatment of data structures and references.
1.2. Bechrpoumen Fommal Semantien

A progranaing language provides a notation in which the programer can model computational processes and the information on which they operate. Programing language semantics deals with the relationship between programs and the objects they represent. A formal somantics for a programming language is a precise description of such a relationship. There has been much study of formal semantics of programing languages. Wegnar [Weg 72a] distinguishes three classes of formal memantic models:
(1) Abotract semantic models. In this approach, the objects being modeled are treated an mathematical entities independent of any particular representation. Models of
this class aim towards providing a formal mathematical description of the computational notions being studied. One well-known example of this approach to semantics has been the use of the lambda calculus as a semantic model for programing languages. The lambda ealeulus, which is described in [Der 74, Morr 68, Weg 68], is basically a mathematical formalism for the definftion and application of functions. It is ideally suited for describing so-called applicative features of programming languages, such as evaluation of expressions, use of procedures, and block structuring. Landin demonstrated its usefulness in these areas [Lan 64] and presented a scheme for extending the lambda calculus formalism to model the language ALGOL 60 [Lan 65]. More recently, different extensions of the lambda calculus have been devised for describing data types [Reyn 73].

A second major example of the abstract approach to semantics is found in the work of Scott [Scot 70, Scot 71]. Scott makes use of the mathematical theory of lattices [San 73] to construct sets which are the domains of functions that represent the behavior of programs. The Scott formalism has been used recently to describe the semantics of ALGOL 60 [MOs 74].

We can briefly summarize abstract semantic models by saying that they characterize the action of programs as functions over various domains:
(2) Input-Qutput models. Models of this class use statements of mathematical logic an anstions about the state of a computer syatem at various points during the axecution of programs on it. The semantics of a program is viewed as the relation between input assertions (the state: of the system before execution) and output assertions (the state atter the program is run). This approach to semantics, more frequently called the axiomatic approach was developed by Floyd [Ploy 67] and Hoare [Hoar 69, Hoar 71]; there has been much further work on it. Axiomatic semantics is moat; useful in proving correctness of progrtme, i, e.establishing that the effect of executing a program fulfills mathematical conditions the program is supposed to satisfy.
(3) opmational models. This approach to semantics concern itself specifically with modeling the changing states of a compater system performing computationg. Such a task is usually accomplished by mean of a state-transition syatem, in which a state of the model representa the information in the computer system at a given time. The effect
of a program on its input data is reflected in the sequence of transitions of the model. It is important to observe that given a state-transition system corresponding to some program, the sequence of states that models the execution of this program defines the action of an interpreter for the program. For this reason, the approach to formal semantics using operational models is called interpretive semantics.

We can describe the way in which an interpretive semantic model gives the semantics for a program written in some source language. A translator transforms the program into an equivalent program in another language which we call an abstract language. Programs in an abstract language are acted upon by an interpreter; this action results in a sequence of state transitions of the model. The semantics of the original source-language program is given by such a sequence of transitions. One reason we make use of translators is that source programs are usually represented as character strings rather than as data objects suitable for processing by the interpreter.

Although the use of interpreters to implement programming languages was (and still is) commonplace, McCarthy [MCC 62] was the first to use an interpreter to define a
language (LISP). The semantics of LISP is given formally by an interpreter written in LISP. Landin [Lan 64, Lan 66b] uses an interpreter called the SECD machine to define the lambda calculus, even though the lambda calculus is a mathematical formalism with a rigorous definition of its own. A more recent discussion of definitional interpreters is found in [Reyn 72].

Of these three approaches to formal semantics of programing languages, the interpretive approach is best suited for our goals of understanding the semantics of data structures and references. In order to properly explain the semantics of a program that handles data structures, we will need to know how the data structures are formed, their composition, the relationships between the structures and their components, sharing properties, and other items of information. The best way to get a handle on this kind of information is to consider the state of the system at various moments during the execution of the program. The interpretive approach is the only one which lends itself directly to working with states of the system. Both of the other approaches are better suited for proving assertions about prograty matablishing their correctness; but these
issues are outside our main concern here. A treatment of data structures from the viewpoint of axiomatic semantics may be found in [Lav 74]. We will work towards developing an interpretive model to be used as a semantic foundation for dealing with the important issues of data structures and references.

The most prominent interpretive model for semantics is the VDL model. VDL, the Vienna Definition Language, is a metalanguage for writing interpreters of programming languages. VDL interpreters have been written for languages such as ALGOL 60 [Lau 68], PL/1 [Walk 69, Luc 69], BASIC, and PDP-8 machine language [iee 72]. An elementary introduction to VDL may be found in [Weg 72b]. Just as. LISP works with lists, VDL works with tree-like data objects (which we call labeled trees). The basic operation of the VDL model is as follows: for each source language whose semantics we wish to describe, we define a translator and an interpreter. The translator transforms a source language program into an abstract program, which is a form of labeled tree suitable for manipulation by the interpreter (for each source language the corresponding abstract language will be some set of labeled trees; the structure of an abstract program varies
from language to language). The interpreter, which consists of VDL code, accepts a labeled tree as input and interprets the effect of the program on its input data. For different languages, different interpreters are defined.

The fact that VDL uses treelike data objects reduces its desirability as a semantic model for our work on data structures. We will be studying data structures in which components may be shared between different objects; VDL's labeled trees do not directly admit sharing of any kind. Thus in order to model in VDL structures such as we will study, it would be necessary to go through the inconvenience of simulating the memory of a computer. Since the study of sharing is fundamental to our work, it is desirable to work with ohjects in which sharing is represented directly. We therefore prefer for our goals a semantic model that : manipulates data objects of a more general nature than VDL's labeled trees.

In [Denn 71], Dennis outlines an ipterpretive gemantic model called the base language podel. The data objecta manipulated by this model are variants of directed graphs and can directly model sharing. As with VDL, for each language whose semantics we wish to describe, we mast specify a
translator which transforms programs in the language into data objects suitable for conamption by the model. These objects are called procgdure gtructuren in the base language model. Procedure structures, like NDL's abetract programs, are acted upon by the interpreter to produce state transitions. But the base language modeldiffers from VDL in that the composition of a procedure structure generated by the translator from some source program does not depend on the language in which the program war written. As a result, there is no need to define a separate interpreter for each programming language. There is a single, pre-supplied interpreter for the base language model which accepts arbitrary procedure structures and interprets them as programs, Thus we see that the translators for the base language podel translate programs from their respective source languages into a single, conmon language. We call this language the base lanquage. A procedure structure represents a program in the base language, which consists of a sequence of instructions. The individual base language instructions specify the fundamental state transitions of the model.

In order to achieve the language-independence of the interpreter in the base language model, the translintors mast
do more work than their VDL counterparte. A VDL translator simply converts a program from character etring to labeled tree, while a translator for the base language model must perform functions similar to those of eompiler. Thus, once we specify the semantios of the base language, i.e. decide on a fommal specifieation of the actions performed by the interpfeter in the base language model, the semantics of a particular programing language is deternined by its translation into the base language.

The base language model is extremely well suited for our work. The primitive instructions of the base language are particulacly convenient for manipulating structured objects and dealing with sharing. We can view the base language as the machine language for a computer with heapstructured memory and symbolic address space. In this respect, programs in the base language will be similar to conventional assembly language programs. This similarity is a source of further convenience in using the base language as. a programming tool.

Amerasinghe [Amer 72] described the translation of a block-structured language BLKSTRUC into the base language. In Buks inve, procedures are "first-class objects" [Stra 67]
which can be used in contexts as general as objects of other types. BLKSTRUC's treatment of procedures is more general than ALGOL 60's. The action of a translator for a language with non-local goto's is described in [Amer 73]. Translators for the languages SNOBOL 4 and Simula 67 are discussed in [Dra 73] and [Cou 73]. These works show the use of the base language model in describing the semantics of various powerful programming languages. We will be using a version of the base language model as the semantic foundation for our study of data structures.

### 1.3. Plan for the Thesis

We outline here the topics covered in the rest of this thesis. Chapter 2 describes the base language model as we will be using it. The action of the interpreter is given by describing the effect of the instructions of the base language. The approach in Chapter 2 is informal; a more rigorous treatment is found in the Appendix. Once the behavior of the base language interpreter is known, we have a handle on the semantics of the programing-language constructs that interest us. All that will then need to be done to supply a formal semantic definition is simply to
describe the action of a translator which produces base language code.

In the remainder of this thesis we will be using the Dase language model as a semantic foundation for describing the different ways various programing languages deal with data structures. We want to make clear distinctions between comparable constructs in different languages. Although the semantics of data structuring constructs can be precisely expressed by using the base language model, there is a certain respect in which the model is less than ideal as a descriptive vehicle. Data structures. ${ }^{\text {a }}$ they are found in programing languages are tied up with the notions of variables and values. We would like to make use of these notions in talking about the semantics of data structures. But the descriptive level of the base language is only equipped for talking about primitive transformations on the objects which comprise the interpreter states. In this sense the base language is too "low-level" for describing data structures in a manner suitable for our purposes.

To provide a better descriptive mechanism, we will follow the approach taken by Ledgard [Led 71] in defining a series of "mini-languages." Mini-languages provide de-
scriptive levels appropriate to our needs, yet at the same time avoid the syntactic and semantic complexity of fullscale programming languages. The primary advantage of the mini-language approach is that we can isolate the concepts we wish to describe by eliminating all the conceptually extraneous notions that are needed in a full-size language. Accordingly, in a mini-language for describing data structures, there are no procedures, conditional expressions, loops, goto's or operators. Mini-languages are not meant to be viable languages for actual programing; they are used for descriptive purposes only. The syntax and semantics of a mini-language are simple enough to be readily understood on an informal basis; the semantics can then be formalized by specifying translation into the base language. In this manner, the semantics of data-structuring constructs in fullscale programming languages can be given by describing how to express these notions in a suitable mini-language.

Chapter 3 presents mini-languages for describing the notions related to assignment, data structures, pointers and sharing. These mini-languages are then used to describe the data structuring semantics of several full-scale programming languages.

In Chapter 4, we treat the additional notion of static typechecking, which has a direct bearing on the semantics of data structures in many important programang languages. This notion of static typechecking differs from Ledgard's in that it deals with etructured types, where Ledgard [Led 71] deals with functional types and the types of arguments and returned values. As in chapter 3, we treat the data structuring facillties of three full-size languages; in these langunges the concept of static typechecking is directly tied in with the semantics of data structures (speciflcally aseignment).

Chapter 5 presents a sumary of what we cover in this thesis and suggeets extensions for further study.

## Chapter 2

THE BASE LANGUAGE MODEL

### 2.1. Overview of the Model

We have chosen as the semantic foundation for our work a version of the base language model set forward in [Denn 71] and [Amer 72]. The base language model centers around a base language interproter, which is essentially a statetransition system that we shall use to express the meaning of computations. The interpreter specifies the behavior of an entire computer system. We represent a computation by a sequence of interpreter states. A state of the interpreter will be a certain kind of mathematical object embodying the information contained in the computer system at a particular point in time. We shall define a base language called BL each of whose programs consists of a sequence of instructions. Each instruction specifies a functional transformation between interpreter states. The language BL is adapted from the rudimentary language described by Dennis in [Denn 71].

We represent interpreter states by mathematical objects known as BL-graphs. Suppose we are given a set ELEM
of elementary objects and a set SEL of selectors. (For our purposes, ELEM consists of integers, real numbers and strings; SEL consists of integers and strings.) Then a BL-graph is a variant form of directed graph; it consists of nodes and arcs. Each arc connects two nodes in a specified direction and is labeled with a selector. We may associate an elementary object with each node from which no arcs lead out. There mabt also be a distinguished subset of the nodes (called the root nodes) from which each node of the graph can be reached along some directed path of arcs. We give a formal mathematical definition of BL-graphs in the Appendix.

A BL-graph with a single root node is called a BL-object. We identify a BL-object by its root node. Specifically, for any node $\alpha$ in a BL-graph $G$, we associate with $\alpha$ the subgraph of $G$ whose nodes and arcs are accessible from $\alpha$. This subgraph is a BL-graph with $\alpha$ as its root node; we call it the object of $\alpha$.

If there is a directed path from one node of a BL-graph to another node, then the second node is called a descendant of the first node. All nodes in a BI-graph are descendants of some root node. A node from which no arcs emerge is
called a leaf node, An elementary object attached to a leaf node is called the value of that node. If there is an arc from a node $\alpha$ to another node $\beta$, then $\beta$ is called a component of $\alpha$, and the object of $\beta$ is called a component of the object of $\alpha$. Components are named by the selectors on the arcs leading into them. If an object is a component of two distinct objects, it is said to be shared between them. Nodes in a BL-object are denoted by pathnames. A pathname for a node is a sequence of selectors labeling a directed path to that node from the root node. If the object of a node is shared, then the node will have distinct pathnames. The property of sharing is of major significance; we will have much to say about it.

We will be making heavy use of pictorial representations of BL-objects. An elementary object is drawn as an encircled value (figure 2.1-1).

For a general BL-object, the nodes are drawn as heavy dots. The root node is at the top. Arcs emerging from a node are

drawn downwards from a horizontal lime attached to the node. Selectors are written across the arcs that they label. If a
selector is a string, we do not enclose it in quotes. Elementary objects attached to root nodes hang downwards from them. Thus our pictorial conventions for BL-objects differ slightly from those used in [Denn 71].

Sample BL-objects are pictured in figures 2.1-2 and 2.1-3. The object in figure 2.1-2 has three components, named $k$, $c$ and a. The c-compon-
 ent is empty, The $k$-component has two componenter, both of which are leaf nodes. The leaf node with value 9 has pathmpme k.c. The leaf node with value ' hi' is shared between nodes $k$ and a and has path-

names $k . \dot{u}$ and a.6. In 35 figure 2.1-3, the object with value 1.6 is s! shared between the objects $s . b$ and $s$ and has pathnames s.b. 5 and s.4. The object
between the object of the root node and the object c.y. Since the node $c$ is a descendant of itself, it has infinitely many pathnames c, c.y.2, c.y.2.y.2, c.y.2.y.2.y.2, and so on. The path joining this node to itself is a directed cycle.

A basic difference between out BL-graphs and the graphs of [Denn 71] is that Dennis does not allow directed cycles in his objects. Cycles seem to impair the management of storage and the handling of paralleliam in computation. However, cycles occur in many of the structures we shall be modeling. Moreover, they are difficult to detect and remove (see [Amer 72] for more details on the problems of cycles). We shall therefore not rule out cycles here.

We follow [Denn 71] in giving the structure of a BL object which represents a state of the interpreter. An interpreter state is a BL-object having three components as follows:
(1) The universe-component models system-resident information, both data and procedures. Generally speaking, this information is independent of which computations are currently active or how fax various computations have progressed.
(2) The local-structure-component of an interpreter state has as components a series of activation records for the various procedures being interpreted in the system. These components are called local structures; there is one local structure for each activation of each base language procedure. A local structure represente the envirorment for its activation, primarily identifiers and their associated values. Thus the localmetructure compenant of an interpreter state records the progress of cenpatations by modeling their changing onviromments.
(3) The contral-component has as couponente a number of sites of eqtivity, which indicate for each current computation the next instruation to be executed, the appropriate environment (local structure) for the cqpputation, and other information.

We shall not go into the detaila here of representing the universe- and control- components of interpreter states. The interested rewiex can consult the Appendix for that kind information. We will be dealing almost exelutively with local structures in the remainder of this chapter. In the next section, we describe the action of a number of primitive BL instructions.

### 2.2. Base Language Instructions

We introduce the primitive instructions of $B L$, which define state transitions of the interpreter in our model. Each BL instruction executed by the interpreter belongs to: some procedure written in $B E$ and is Interpreted during an activation of the procedure. We call the local otructure corresponding to this activation the current local structure (c.1.s.) for the instruction.

A BL instruction consists of operation code and up to three opertunds. The operation code is underlined. Most of the operanal of the various instruction are selectors, which are frequently used to denote namea of components of the root node of the c.l.s. We reserve the letters $\mathrm{x}, \mathrm{y}$, and z for selector names used in this fashion.

We shall give informal descriptions of the effects of BL instructions, accompanied by sample "before" and "after" diagrams of the c.l.s. A more formal definition of these instructions may be found in the Appendix.

Each instruction is designed to perform a specific function in changing the c.l.s. This is called the primary
role (or, more simply, the role) af the instruction, and depends on certain ganditions being fulfilled (eg. the presence or absence of specific compenents in the c.l.s.). The effect of an instruction when suah eondstion do not hold is called a suphidieyy effect, ox gubenfent.

The greate instruction if usea to oreate a new comporrent in the c.1.s. Provided

that the c.1.s. has no $x$-component, the pelmacr role of the instruction ereptes $x$ is to acd one (Eigurte 2.2-1). The new $x$ comporant will be an empty leaf. node. If the c.1.s. already has an $x$-componmit, then the instruction create $x$ has a subsidiany offect of changing the arc with selector $x$ from the root node to point to a newly allocated node. For this subeffect the former $x$-component node will remain as part of the c.l.s. only if it was shared with some other node. Figures 2.2-2 through 2.2-4 illustrate subeffects of the instruction create $x$ and its interplay with the sharing property. Portions of a diagram enclosed in dotted lines are no longer part of the c.1.s.
and can be thought of as garbage-collected.


The clear instruction is used to make a node empty; clear $x$ detaches whatever hangs downward from the node $x_{1}$ leaving $x$ with an empty value. The old value of $x$ is lost even if it was shared with some other node. Figures 2.2-5 and 2.2-6 illustate the role of clear $x$. If there is no $x$-component in the c.l.s.r clear $x$ ct e like create $x$ and generates ane (fig. 2.2-7).

The delete instruction removes arcs from the c.l.s. The arc from the root node to the node $x$ is removed by the instruction delete $x$ (figs. 2.2-8 and 2.2-9). The arc

with selector $m$ from the node $x$ is removed by the twooperand form delete $\mathrm{x}, \mathrm{m}$ (figs. 2.2-10 and 2.2-11). If an arc to be removed does not exist, then the subeffect of the delete instruction is that no action be taken.


The const instruction is used to attach elementary objects to nodes. If $v$ is any elementary object, then Const $v, x$ causes the value $v$ to be attached to the node $x$. The old value of $x$, if any, is lost. Figure 2.2-12 illustrates the role of the instruction const 5, $x$ (where $x$ is a leaf node), and figure 2.2-13 shows a subeffect of the same instruction (for the case when $x$ is not a leaf node).


Arithmetic instructions such as add, sultry mut and div are used to manipulate elementary values. For example, the instruction add $x, y, z$


Fig. 2.2-14. Role of add $x, y, z$ adds the values attached to nodes $x$ and $y$ and places the sum in node 2 (figure 2.2-14). It is an error to attempt to excute an arithmetic instruction if one of the first two operand nodes fails to exist or containe an improper value (not a leaf node or empty or wrong type of elementary object). We leave the effect of such an attempt undefined.

The link instruction is used to initiate sharing beertween nodes. The instruction link $x, n, y$ cues the node $y$ to become the $n$-component of $x$ (so that $y$ will be shared

between the node $x$ and the root node). This is done by adding an arc with selector $n$ from node $x$ to node $y$. Figures 2.2-15 and 2.2-16 illustrate the role of the instruction link $x, n, y$. If $x$ already has an $x$-component or is a leaf node with some elementary value, then the subeffect of the same instruction causes the old value of $x$ to be lost (figs. 2.2-17 and 2.2-18). The nodes for $x$ and $y$ must be present or else the instruction is illegal.


The select instruction satisfies a dual purpose. If a node $x$ has an $n$-component, then the instruction select $x, n, y$ makes the $n$-component of $x$ the $y$-component of the root node (so that it can now be "addressed" by further BL instructions). In this manner a BL procedure may gain access to arbitrary nodes of a c.l.s. If $x$ has no $n$-component, then
the instruction select $x, n, y$ generates one first, then, makes it the $y$-component of the root node. This is the principal way to construct BL-objects, i.e. by using the select instruction to add on components. These two roles of the select instruction are depicted in figures 2.2-19 and 2.2-20, respectively. The root node may or may not have a $y$-component prior to the execution of select $x, n, y$. If it does, then the value is lost unless it was shared.


The apply instruction provides for the activation of BL procedures. Let the p-component of the c.l.s. represent the BL code for some procedure (i.e. be a procedure structure). Then the instruction apply $p, x$ activates this procedure in the following manner: First, a new, empty local structure ia croated. The $x$-component of the c.l.s. is then made
the \$par-component (parameter linkage) for the new local structure (we refer to the BL-object $x$ as an argument structure). Finally, control is passed to a new site of activity. This means that the newly-created local structure becomes the c.l.s. and the old site of activity is made dormant. The interpreter will now execute instructions from the procedure $p$ until it is told to return.

The return instruction provides for termination of the execution of a BL procedure and for return to the calling procedure. Upon execution of a return instruction, the c.l.s. is deleted. All its components vanish. The parameter linkage, since it shares with the argument structure of the invoking procedure's local structure, remains. Control is returned to the dormant site of activity for the invoking procedure, and its local struature becomes the new c.l.s. The invoking procedure resumes from where it left off.

In order to invoke a procedure, it must be represented as a component of the c.l.s. The move instruction makes data in the universe available tox invocation as a BL procedure. We will not have oecaetion to uee this instruction here; further details are found in the Appendix.

The instructions of a BL procedure are labeled with
natural numbers; execution of a BL procedure consists of the successive execution of its instructions in sequence according to the numbers labeling them. The remaining $B L$ instructions provide for changes in the control sequence. Each of them has as one of its operands a label $\ell$ which must be a natural number labeling some instruction of the procedure currently being executed.

The instruction goto $\ell$ transfers control to the instruction in the current procedure whose label is the natural number $\ell$.

The instruction elem? $x, \ell$ tests whether the $x$-component in the c.l.s. is a leaf node (elementary object). If not, control passes to instruction number $\ell$.

The instruction empty? $x, \ell$ checks whether the $x$ component of the c.l.s. is an empty leaf node (i.e. no components and no elementary value). If not empty, control transfers to instruction number $\ell$.

The instruction nonempty? $x, l$ performs the same test as the corresponding empty? instruction, but control passes to $\ell$ if the $x$-component is empty.

The instruction eq? $x, y, l$ looks at the $x-$ and $y-$
components of the c.l.s. Both must be leaf nodes, or else the effect of this instruction is undefined. These nodes are checked to see if they have the same elementary value. If the test fails (i.e. their values are not equal), then control passes to $\ell$.

The instruction has? $x, m, l$ checks whether the $x$ component object of the c.1.s. has an m-component. If not. control passes to $\ell$.

The instruction same? $x, y, l$ checks whether the $x$ and $y$-components of the c.l.s. share the same node. If not, i.e. they are distinct nodes, control pesses to $l$.

In all the above conditional instructions, if the c.l.s. fails to have a component indicated by some operand, then the effect is undefined.

Other conditional instructions analogous to the above ones can be defined (e.g. testing whether one elementary value is less than another). We will have no need here for such additional instructions.

Finally, we discuss one more instruction thet will be needed. Given a BL object, we will want to be able to access each of its components, without knowing beforehand
the names of the selectors. The getc instruction serves this purpose. Successive executions of the same instruction getc $x, i, l$ extract successive components of the $x$-component of the c.l.s. by causing the i-component of the c.l.s. to assume as its successive values the selectors on the arcs leading from the node $x$. No component will be extracted more than once, and control passes to $\ell$ when no more components of $x$ remain to be accessed.

### 2.3. Programming Conventions for BL

In this section we introduce a few programming conventions which will make BL procedures easier to write and understand. We can view BL as the machine language for a hypothetical computer. Our conventions are then similar to the programing features provided by a macro-assembler.

Although individual instructions in a BL procedure are

|  |
| :---: |
| Fig. 2.3-1. Use of symbolic labels in BL |

labeled by natural numbers, we shall use symbolic labels. For example, suppose that $x$ and $y$ denote leaf nodes in the c.1.s. Then the BL code of figure 2.3-1 places the
string value "yes" in the node ans if the values of $x$ and $y$ are equal, "no" if they aren't.

The nodes addressed by operands in the BL instructions must be direct components of the raot node of the c.1.s. With the select instruction, we can access nodes further down in the c.1.s. For instance, sup-


| select | $x, b, \$$ temp |
| :--- | :--- |
| select | \$temp, $a$, \$temp |
| select | \$temp, e, \$temp |
| const | $4, \$$ temp |
| Fig. | $2.3-3$. |
| to aceess a node |  |

orary variable. By using a "dotted pathname" convention to refer to appropriate nodes, we can abbreviate this BL code as the single instruction const 4, x.b.d.e. This can be viewed as a macro-instruction whose expanaion gives the required select instructions. Alternatively. we can look at
this convention as extending "dedreseability" to arbitrary nodes in the c.1.s.

We will make frequent use of a macro-substitution capabisity, which it provided by a wwo convention. If $z$ is a leaf node containing some elementary value, then $* z$ denotes this elementary value. For example, in the c.l.s. of figure 2.3-2, wz denoter the value 6. The ebbreviation contt $* z, y$ specifits the same transition as the instruction const 6.9 When the e.1.t. Is in this state. In the c.1.s. of figure 2.3-4, the letef node with value 2 can
 be eddrestua by any of the forms x.a. x.*z. *y.a, or *y.*z. while the value 2 itselfean be denoted by any of the forms *(x,a), *(x,*z), *(*y,a), or *(*y.*z) As a third example, the BL cole of fignare $2.3-5$ aets

| loop: getc | x,i,out |
| :---: | :---: |
| $\frac{\text { gonte }}{}$ | $0, \times . * i$ |
| gote | lopp |
| Fig. | $2.3-5$. | all the components of the abjedt * to sero. Note that the leaf node i contrins as uccessive values the names of the selector: Irom $x$. Thus the dotter pathnaw $x . * i$ refers to the succentive com-

ponent nodes of x .

We now define several macros for BL to denote commonly performed functions. The setl macro (set up local structure) is used to set up new components in the c.1.s. Figure 2.3-6 shows the definition of the setl macro and figure 2.3-7 gives an example of its effect.

| . setl | ( $\mathrm{x} 1, \ldots, \ldots \mathrm{xn}$ ) |
| :---: | :---: |
| create xl |  |
| create xn |  |
| Fig. 2.3-6. Expansion of .setl macro |  |



The remaining macros we will use deal with linkage between BL procedures. We first define a procedure closure to be a BL-object with two components, The \$text-component contains BL text of a procedure, and the senv-component contains references to the global variablese nomed in the procedure. (Note that "\$" is a legal character in BL.)

The .call macro expands into $B L$ code to invoke a procedure. In the definition in figure 2.3-8, the node p must be a procedure closure, and al, ... , an are selectors
leading to the arguments, which may be arbitrary BL-objects. Figure 2.3-9 gives an example of the invocation of a procedure $p$ having a angle global reference $w$; the procedure $p$ is called with arguments $x$ and $Y$. The olde.l.t." is the Local structure of the intoking procedure, man the nerc.a.8. in the local
structure of the called procedure p. the after picture shows both the old c.1.s. and the now c.1.8. When control is passed to the procedure $p$.


The ．getp macro（get parameters）serves to bind the formal parameters of a procedure to the actual arguments with which $4 t$ was invoked．The ．getg micro（get globais） makes the global variables named in procedufe accessible in its body．These two macyos are defined in figures 2．3－10 and 2．3－11．

| ．getp | （ $x 1, \ldots, \ldots x n)$ |
| :---: | :---: |
| select | \＄par，1，x |
| select | \＄par， $\mathrm{n}, \mathrm{x}$ |
| Fig．2．3－10．Expansion of the ．getp macro |  |



The first actions a procedure normally performs when given control are the retrieval of parameters and global variables（using the ．getp and ．getg macros respective－ ly）．Figure 2．3－12 is a＂continuation＂of figure 2．3－9， showing both c．l．s．＇s after the invoked procedure $p$ executes the two macros ．getp（u，v）and ．getg（w）．

With the BL programming conventions that have been de－ fined here，we are now ready to use BL as the language of our semantic model．
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## Chapter 3

STRUCTURES, POINTERS AND SHARING

### 3.1. Mini-Languages

In this chapter we present a series of mini-languages which treat the issues of structures, pointers and sharing. The progression of mini-languages is hierarchical in that it starts from a few basic concepts and proceeds outward by extension. Mini-Language 0 is the "kernel" language, isolating the notions of variables, values and assignment. These basic concepts form the core for our domain of discourse. Mini-Language 1 is a direct extension of MiniLanguage 0 , adding to it structured values and the notions of construction of structured objects and selection of components from structures. Mini-Language 2 extends MiniLanguage 1 by including pointers and the two operations of building and following pointers. Finally, Mini-Language 3 treats the idea of sharing of components between objects. By revising the concept of structured value found in MiniLanguage 1 , the notions relating to pointers are subsumed in Mini-Language 3 by notions relating to sharing.

Each mini-language is treated in a separate section of
this chapter. In each section, we first discuss in general terms the concepts addressed by the mini-language under consideration. New terminology is introduced, and we describe the relation to previous and/or succeeding mini-languages. We then supply a BNF-style syntax together with a description of the syntactic classes and what they represent. The semantics of the mini-language is stated informally, a la ALGOL 60. We then formalize the semantics by giving samples of rules for translation from the mini-language into the base language BL. Each section is concluded by a "movie" illustrating the interpretation of the AL program produced by the translator from a sample program in the mini-language.

The final section of this chapter applies these minilanguages to the task of describing the data structuring semantics of "real-world" programing languages. The languages PAL, QUEST and SNOBOL4 are ueed as examples. 3.2. Mini-Lanquage 0 - Basics

Mini-Language $0(M L-0)$ is the foundation upon which we buila our mini-language setup. In introducing the concepts of value, location and assignment, ML-0 serves as a kernel for our set of mini-languages. The notions of structures,
pointers and sharing will emerge as extensions to ML-0 in succeeding mini-languages.

All our mini-languages, starting with ML-0, operate within the conceptual world of values atored in locations which we call cells. The relationship between a cell and the value stored in it is called the contents mapping. A cell with no value stored in it is said to be empty and has no contents. We are concerned here with the fundamental operation of assignment, which is used to change the contents mapping. In fact, the entire purpose in creating ML-0 was to isolate the concept of assignment by placing it in as minimal and austere a set of surroundings as possible. This notion of assignment will remain unohanged in the remaining mini-languages of this chapter. The assignment statements of these languages will be "consistent" extensions of what we define in this section.

Another important concept we deal with here is the notion of binding. Each identifier in an Mi- 0 program is associated with a unique and distinct cell. This association is called the bifiding of an identifier. The value of an identifier will be the contents of the cell to which it is bound. (An identifier bound to an empty cell has no
value．）Unlike the contents mapping，the binding relation remains invariant throughout the execution of an $M L-0$ pro－ gran．This intariance is a proparty not oniy of ML－0，but of $\mathrm{Ell}_{\mathrm{L}}$ the mint－1anguages in this thesta．

## Syntax of ML－0

We give a BNF－style syntax for ML－0．Informal use is made of the ellipsis（＂．．．＂）to inaicate repetition．Two syntactic classes are primitive：〈integer〉 denotes integer constants，and 〈identifier）denotes alphanumeric strings starting with a letter．


## Description

To understand assignment，we explein the syntactic classes relating to values and cellow A（genexator）is a piece of program text denoting a valua．All valuen in mL－0 are integer．；suberquant mini－langpaget include other types of values af well．A（destination）is a paee of program text referring to a cell；〈dentintion）in mL－0 are eimply

〈identifier〉s，i．e．variable names．The reserved word nil will be used to signify empty cells．An 〈expression〉 is a piece of program text which＂yields＂a value．The semantic description below discusses evaluation of（expression）s in ML－0．

An ML－0 〈program〉 is simply a sequence of 〈assignment〉s， each of which consists of a（destination）and an（expression）． The basic meaning of an 〈assignment〉 is to cause the value yielded by the（expression）to be stored into the cell re－ ferred to by the 〈destination）．

Semantics of ML－0（informal）

The notions we have just introduced will now be made more precise．We give the semantics associated with each significant syntactic class of ML－0（now as a description in English，later more formally via translation into BL）．
（1）〈program＞s：The execution of an ML－0（program〉 consists of two steps．First bind each（identifier）oc－ curring in the＜program〉 to a distinct，empty cell．Then execute all of the＜assignment＞s sequentially，left to right．This rule giving semantics of（program）s will remain intact for all the subsequent mini－languages in this chapter．
（2）〈assignment）．5：The execution of an（assignment） consists of three steps－－
（i）Identify the cell referred to by the （destination）an the berternand sid of the〈aseignment）（see rule（3）below）．
（ii）Obtain the value yielded by the（expression） on the right－hand ide（see rule（4）below）．
（iii）Make the value from step（ii）the new contents of the cell from step（i）．

Thus the effect of executing an 〈assignment）is a change in the contents mapping．This rule，like rule（1），will govern the semantics of the remaining mini－languages．
（3）（destination）s and 〈identifier〉s：A 〈destination） in ML－O is always some（identifier），and refers to the cell bound to this 〈identifier〉．This binding is determined at the beginning of program execution；te we have already said， it remains constant throughout execution．
（4）Sexpression）s：There are three varieties of〈expression〉 in ML－0．We describe their semantics in rules （5），（6）and（7）below．
（5）nil：The special symbol nil indicates the absence of a value．Any time we are directed to store in some cell the value yielded by an 〈expression〉 which is nil．this means to make the cell empty．All of our mini－languages
treat nil in precisely this manner．
（6）（destination）s as（oxpression）s：When a〈destination〉 occurs as an instance of an（expression）（in ML－0，this means on the right－hand oide of an（assignment））， it yields the value contained in the cell to which it refers （see rule（3）above）．If this cell is empty，the〈expression〉 is treated like nil（see rule（5）above）．This semantic rule（known elsewhere as＂dereferencing＂）will hold verbatim for all our mini－languages．
（7）Lgenerator）s：A（generator）in $M L-0$ is an〈integer〉，which is the decimal representation of some integer value．It is this value which is yielded by the〈generator〉．

The above seven rules constitute our informal descrip－ tion of the semantics of $M L-0$ ．

## BL Representation

The semantic rules we just gave are a bit long－winded and imprecise．A rigorous description of the semantics of ML－0 can be obtained by＂translating＂these rules into BL instruction sequences．Before doing this，we discuss our basic conventions for representing mini－language programs in
the base language model．To each program in one of our mini－languages，there is a single lacal oftucture．The cells used by the program are represented by nodes in the 100al structure．For each identiater oceurring in the pro－ gram，there is a correspondingly named component of the local structure whieh gives its binding．In other words， the cell bound to an identifier x will be the x－component node of the local structure．The content of this cell is the object of its node．Thue the Butranslation of any program in one of our mini－languages will have a＂prologue＂ to bind the identifiers of the program．耳oe oxample，the prologue for an ML－C（progran）whose（idantifiar）s are $x, y$ and $z$ will be the BL macro－instruction setl（ $x, y, z$ ），which expands into the sequence create $x$ ；create $y$ ；create 2 ． creating nodes for the cells bound to these＜identifier〉s． Integer values are represented in the base language model by elementary objects of type integer．

As for the translation rulea themselves，we give sample ML－0 statements（〈assignment $\rangle$ ）and the BL code they are translated into．Each example is illustrated by one or two ＂before and after＂pictures showing the change the statement makes in the local structure．Although our examples are
meant to be indicative rather than exhaustive，they should be more than sufficient to give the reader a complete pic－ ture of the rules for translation from ML－0 into BL．

There are essentially three kinds of 〈assignment〉s in $M L-0$ ：
（l）〈identifier〉 $\leftarrow$ nil
e．g．$x \leftarrow \underline{n i l}$ is translated
into the BL code
clear $\times \quad$（fig．3．2－1）．

（2）〈identifier〉＋（integer）
egg．$y \nleftarrow 2$ is translated into the $B L$ code
const 2，y（figs．3．2－2 and 3．2－3）．

（3）〈identifier〉 $\leftarrow\langle i d e n t i f i e r\rangle$
e．g．$y \mapsto x$ is translated into the $B L$ code
．call assign，（ $x, y$ ）．This code invokes a BL procedure named
assign0, which performs the operation specified by the ML-0 (assignment). The definition of the procedure assigno is shown in figure $3.2-4$, and two examples of the $M L-0$〈assignment〉 $Y+x$ are pletured-it fitgure $3.2-5$.



The three translation rules here give us a precise formulation for the semantics of ML-0 in terms of the semantics of the base language model.

ML-0 Movie

We conclude this section by giving a sample ML-0 <program> together with its BL translation. Our example is accompanied by a sequence of pictures forming a "movie" to illustrate the changing state of the local structure as the program is interpreted, statement by statoment.


3.3. Mini-Lanquage 1- Structures

Mini-Language 1 (ML-1) adds the notion of data structires to the foundation provided by wu s. As we have said before, structure is a data ofect which consists of indio-
idually accessible component objects. There are two fundamental operations relating directly to this concept of structures: (1) construction of a structured object whose components will be objects with given values, and (2) seledtion of component objects from a structure. ML-1 provides for these operations while retaining Intact the concepts and mechanisms of ML-0. In particular, the notions of cells, values. contents, binding and asgignment axe exactiy as before.

In adition to the integer values found in $M L-0, M L-1$ provides a new class of structares. A structured value consists of a sequence of component values (which may be integers or structures). To store away a structuxed value, we require one cell for the structure, and almo geparate cells to hold the values of its components. This requimement is a departure from ML-0, in which all cells in use are bound to identifiers. Component cells must now be handled by some kind of free-storage management technicqe or cell allocator.

In ML-1, a cell may assume successive values of different types (an integer one moment and a ptrueture the next, or vice versa). There are no restrictions on what values
may be stored in which cells．There is a need，however，to detect references to nonexistent components of a structure． Such error－checking will have to be performed by the defin－ ing interpreter．

## Syntax of ML－1

There is a new primitive syntactic class here，namely〈selector〉，which denotes alphanumeric strings together with integers．

| （program） | （assignment＞； |
| :---: | :---: |
| signment） | $::=$ 〈destination〉 - 〈expression〉 |
| 〈expression） | $::=$ 〈destination〉｜＜generator〉｜nil |
| 〈destination） | $::=$ 〈identifier〉｜（selection〉 |
| （selection） | ：：＝〈selector〉 of（expression |
| ＜generator） | $::=$ 〈integer〉｜〈construction〉 |
| 〈construction〉 | $:=[\langle f i e l d\rangle ; \ldots$ ；〈field〉］ |
| （field） | （selector）：＜expression） |

Description

Structures in ML－1 are sequences of component values． Each component in a structure has associated with it a〈selector〉．The selection operation gives individual access to the components of a structure by using the 〈selector〉s to indicate the appropriate components．Thus，for example，the〈selection〉 $a$ of $x$ refers to the component of the struc－ ture $x$ having the 〈selector〉 named＂a＂．

The notion of（destination）it extended in ML－l to in－ clude selections of component objects from structures．In particular，〈selection）s may appear on both sides of （assignment〉s．This allows for selective updeting of com－ ponents of a structure．A（selection）occurs as an instance of a（destination）and refers to a component cell for a structure．In this way，ML－1 preserves the ML－0 association between（destination）s and cells．

Also as in ML－0，distinct（destination）s refer to dis－ tinct cells．There is no sharing of data．

All values in ML－1 are created by instances of〈generator〉s．A（construction〉 is a special kind of〈generator〉 provided by ML－1 for building structured valuea． In a＜construction〉，we simply supply 〈expression〉s yield－ ing values for the components with the associated sselectors）． Each component name／value pair is called a（field）．Thus the two kinds of（generator）s，namely（integer）s and〈construction）s，produce the two kinds of values in ML－1． Semantics of ML－1（informal）

As with ML－0，in order to lend precision to the notions we have introduced，we give an informal deecription of the
semantics associated with each significant syntactic class of ML－1．
（1）Sprogram＞s：The semantic rule for an ML－1 〈program〉 is identical to rule（1）in the previous section for ML－0〈program＞s．
（2）〈assignment〉s：ML－1 〈assignment）s work by the same principles as in ML－0，but there is a new factor here．Sup－ pose the value yielded by the（expression）on the right－hand side of an 〈assignment〉 is some structure．Then new cells must be allocated to store the component values of this structure．The component cells are said to be subordinate to the cell for the structure they belong to（i．e．to the cell referred to by the（destination）on the left－hand side of the（assignment））．Moreover，if a cell containing a structured value is assigned some new value，then the com－ ponent cells subordinate to this cell are detached and left for the cell allocator to garbage－collect．Structured val－ ues are copied on assignment，component by component（and recursively for structure－valued components）．
（3）Sdestination）s：There are two kinds of〈destination〉s in ML－1．〈identifier〉s are handled exactly
as in rule（3）for ML－0．We now discuss（selection）s．
（4）〈selection〉s：A 〈selection〉 consists of a〈selector〉 and an 〈expression〉．The value yielded by the （expression）（see rule（5）below）is determined．This value must be a structure，or the effect of the （selection）is undefined．Furthermore，this structure must have some component with the given 〈selector〉．Finally， this component must be stored in some component cell（which was allocated when the structured value was constructed）． Then this component cell is the referred to by the 〈selection〉．
（5）Sexpression）s：With respect to the three kinds of （expression）s in ML－1，the occurrence of the indicator nil or of a（destination）is treated exactly as in ML－0．As for ＜generator〉s，the only aspect we need to explain here is the semantic rule for 〈construction〉s．
（6）〈construction）s：A＜construction）consists of a sequence of 〈field〉s，each with a＜selector〉 and an〈expression〉．Each 〈field〉 represents a component with the indicated 〈selector〉 and with value yielded by the〈expression〉．The rule for interpretation of a 〈field〉
consists of three steps --
(i) Evaluate its (expression).
(ii) Allocate a new cell and store the value from step (i) in it (the new gell remains empty if step (1) yields no valuet.
(iii) Associate the mewly alluwted conocinent cell (and the value it now contains) with the (selector) of the (field).

The semantic rule for a <construction) in to interpret its (field)s sequentially, left to righte te spechfied abaver This results in a series of component vilueg atored in component cells and accessible by (selactoris.opr.oss we better know it, a structure There is one additional restriction on (construction)s: the (selector)s of its (field)s, myst be distinct, or else such a (construction) is illegal and has undefined effect.

BL Representation

We represent etmacturessinutili by BLobbjectirin which the root node corresponde to the eel wabtere the etructure in, and in which the avanaretabened whrybher (selectorfs of the structure and lead into nodes represgnting the corresponding component cells. An examplesyethavagalready sean is the environment (local strycture) for aminh-ranguage. program, which is a structured valuegwoge gaglector) 4 are
the variables used in the program．Another example is the structure generated by the（construction）
$[\mathrm{a}: 1 ; \mathrm{b}:[\mathrm{c}: 2 ; \mathrm{d}: \mathrm{ni}]]$ ］，whose BL rep－ resentation is pictured in fig．3．3－1．

A valid ML－1（destination）corres－ ponds to a node addressable by a com－ pound pathname．For instance，if the structured value of figure 3．3－1 is
 assigned to the（identifier）$x$ ，then the cell referred to by the \｛destination〉 c of b of x will be represented by the node $x . b . c$ ．

As with ML－0，a ML－1（program〉 whose＜identifier〉s are xl，．．．，xn has in its BL translation the prologue ．setl（xl，．．．，xn）．We now treat translation of various ML－1 （assignment）s into BL，illustrating general translation techniques that can be readily applied to any M1－1 state－ ment．The following cases are representative：
（1）（identifier）$\leftarrow \underline{n i l}$
and（2）（identifier）\＆〈integer）
are both handled exactly as in $M L-0$ by the respective $B L$ primitives clear and const．Note that the action of these BL instructions disconnects any subordinate component cells
that need to be detached．
（3）〈identifier〉 $\leftarrow$ 〈identifier〉
e．g．$y \leftarrow x$ ．This kind of ML－l 〈assignment〉 poses a problem in translation when the source（expression）$x$ has a struc－ tured value．In that case，the structured value for $x$ must be copied component by component into $y$ ，creating new cells as required to hold new components of $y$ ．This kind of action is illustrated
 in figure 3．2－2．We shall translate the〈assignment）$y \leftarrow x$ as a call on a BL pro－ cedure named assignl， so the BL code for the ataterent $y \leftarrow x$ will
be ．call assignl，（ $x, y$ ）．The code for the bL procedure assignl is shown in figure 3．3－3．If $x$ is expty or has an integer value，then assignl works like the assign0 procedure which translates the corresponding MLO（asaigment）．If $x$ has a structured value，then for ench component of $x$ ，we generate a corresponding component for $y$（allocating a new cell）and call assignl recursively to give this component
of $y$ the proper value. Here, the parameter $u$ corresponds

to $x$, and the parameter $v$ corresponds to $y$.
(4) 〈identifier〉 + (selectio no
eng. $y$ - $\boldsymbol{y}$ 아.
The pitfall here is that we must check to verify that $x$ indeed has a b-component.

The following BL code takes care of this test:

has? $x$, bo, error
.call assign, (x.b,y)

The label＂error＂refers to some unspecified place we branch to if x has no b－component．
（5）〈selection〉 $\leftarrow$ 〈identifier〉
e．g．$c$ of $a$ of $y \leftarrow x$ is translated into the $B L$ code
has？y，a，error
has？y．a，c，error
．call assignl，（x，y．a．c）（figure 3．3－5）．
（6）〈identifier〉 $\leftarrow$ 〈construction〉
e．g．$y \leftarrow[a: 3 ; b: \underline{n i l} ; c: x]$ translates into
clear $y$
Const 3，y．a
clear y．b
．call assignl，（x，y．c）（figure 3．3－6）．


There is a subtle pitfall in these translations．Spec－ ial care must be taken in translating（assignment）s in which the left－hand side and the right－hand side both refer to
cells in the same structure. Suppose, for example, that $y$ has the structured value depicted in figure 3.3-7. Transrating the (assignment) $b$ of $Y \leftarrow Y$ into the $B L$ code has? $y, b$, error .call assign, $(y, y . b)\}$
will not yield the correct resuits of figure 3.3-8. Instead, there would be a nonterminting sequence of recursive calls of the procedure assign l (figure 3.3-9). We must therefore translate the

assignment> $b$ of $y+y$ into
has? $y, b$, error

. call assign l. (y,\$temp)
.call assign l, (\$temp,y.b)
With this translation, the recursion terminates because we are not updating the structure stomp during the process of recursively going through its components.

For other cases of "overlapping" assignment, we adopt

```
similar translations. For example, we translate the
\langleassignment\rangle y [ a:1; b:y ] into the BL code
.call assignl,(y.$temp)
clear y
const l,y.a
.call assignl,($temp,y.b);
and we translate }y\leftarrow[c:a of y] int
has? y,a,error
clear $temp
link $temp,q,Y,a
clear Y
.call assignl,($temp.g.Y.c).
    Note that in ML-1, the translator can detect any
occurrences of these "overlapping" assignments and make the
according adjustments.
```


## ML-1 Movie

As in the previous section, we conclude with a movie of a sample ML-1 (program) and its translation into BL.

```
            ML-1
x}\leftarrow4
y+ [ a:2; b:x; c:nil ];
```

```
                                    BL
                                    . Setl ( \(x, y\) )
                                    const \(4, x\)
                                    clear \(Y\)
                                    const 2,y.a
                                    .call asmignl. ( \(x, y . b\) )
                                    clear Y.c
```

ML-1
$x+a$ of $y ;$
a of $y \leftarrow 3 ;$
$x \leftarrow y ;$


3 of 2 ㅇf $Y * a$ of $x$;
$c$ of $x \leftarrow x$

BL
hag? y,a,error .call assignl, (y.a, X)
has? y,a,error
const $3, y \cdot a$
.call assignl, $(y, x)$
clear $Y$
has? $x$, a, error
.call assignl. (x.a,y.l)
clear y. 2
clear Y.2.r
Const 4,y.2.s
has? $Y$, 2,error
has? Y.2,s,error
has? $x$, $a$, error
.call assignl, (x.a.y.2.s)
has? $x, C$,error
.call assignl, ( $x$, stemp)
.call assignl, (\$temp,x.c)



### 3.4. Mini-Language 2 -- Pointers

Mini-Language 2 (ML-2) extends the concepts we have developed and treats the notion of pointers (references). A pointer is a means by which one can indirectly access a cell and its contents. As with structures, there are two basic operations inherent in the concept of pointers: (1) creation of a pointer value which refers to a given cell, and (2) accessing the cell a pointer "points" to. We wish to
provide for these operations while preserving the concepts and mechanism that have already been developed in this chapter．

In ML－2，there is a new clasa of pointer values．As with MI－1，cells can accommodate euccessive values of diff－ erent clas⿱⿻丷夫㔾日：es．We will not，however，allow indirect refer－ ences through valued which are not pointers．

One respect in which the notion of painter differs from previous concepte is that pointer value contains infor－ mation wout the geli it refers to．Previous concepts of value had nothing to do with cells．We shall see some of the difficulties caused by this extension．

In this section，we treat $M L-2$ as an extension of $M L-1$ ． However，it is not necessary to include structures in order to handle the new notion of pointerw．ont could alterna－ tively omd etractures from ML－2 und Hew it as a direet extension to Ni＝0．

Syntax of ME－2

The＂bosed＂portion of the ML－2 syntax is that part of ML－2 that deals with structured values and the basic oper－ ations on them．

| 〈program〉 | ：：＝〈assignment〉 ；．．．；〈assignment〉 |
| :---: | :---: |
| 〈assignment＞ | $::=$ 〈destination〉＋〈expression〉 |
| 〈expression） | $::=\langle$ destination〉｜〈generator〉｜nil |
| 〈destination） <br> 〈indirect） | $\begin{aligned} & ::=\text { 〈identifier〉 \| 〈indirect〉 \| 〈selection〉 } \\ & ::=\text { val 〈expression〉 } \end{aligned}$ |
| （selection） | $::=$ 〈selector〉of 〈expression） |
| （generator） <br> （pointer） | $\begin{aligned} & ::=\text { 〈integer〉 \| (pointer〉\| \| 〈construction〉 } \\ & ::=\text { ptr 〈destination) } \end{aligned}$ |
| 〈construction〉 <br> 〈field〉 | $\begin{aligned} & :=[\text { (field〉 } \cdot . . \text { (field) }] \\ & :=\langle\text { selector〉 }: \text { (expression) } \end{aligned}$ |

## Description

There are two new syntactic classes in ML－2．A〈pointer），consisting of the symbol ptr and a（destination〉， specifies the creation of a pointer value which will refer to the same cell as the（destination）．The only way to build pointer values in ML－2 is by means of（pointer）s；we therefore classify the（pointer）syntactically as an in－ stance of a（generator）．An（indirect），consisting of the symbol val and a（pointer－valued）（expression），is ML－2＇s way of accessing the cell referred to by a pointer value． As such，an（indirect）is a kind of（destination）．

Semantics of ML-2 (informal)

All we need to give here are informal semantic rules corresponding to the two new syntactic classes. All the other semantic rules for ML-2 are idontisal to the corresponding rules for $\mathrm{ML}-0$ or $\mathrm{ML}-1$.
(1) (pointer)s: This kind of (expression) contains a (destination) and yields a pointter value which refers to the same cell as the (destination).
(2) (indirect) $:$ An (indirect) contains an (expression). The value yielded by the (expression) is determined. If it isn't a pointer, the 〈indirect〉 haw undefined value. Otherwise the (indirect) specifies the cell referred to by this pointer value.

## BL Representation

Deciding on a way to represant pointer values in BL presents difeiculties. In mast conventiomit systems, pointer values are simply the numeric addereses of cells. However, in the base language model, refer meing of eells is symbolic. The most straightforward approzoh to this problem is to view a cell's pathname (i.e. sequence of selectors from the root node of the current local structure) as its
address. A pointer value would then be represented in the base language model by an elementary string value encoding the pathname of the cell pointed to. Under such a scheme, after executing the ML-2 instructions

$$
x \leftarrow 3 ; y \leftarrow p \operatorname{tr} x ; z \leftarrow y ; w \leftarrow v a l y
$$

the environment would appear as in figure
3.4-1. After the further instructions

$z \leftarrow x ;$ val $y \leftarrow \underline{p t r} z$
are executed, the environment would then appear as in figure 3.4-2. Under such a scheme, translation into BL would not be difficult. However, this approach breaks
 down in the presence of structures. For example, execution of the sequence of ML-2 instructions

$$
x \leftarrow[a: 2] ; y \leftarrow p t r a \text { of } x
$$

would result in $y$ having as value the pathname "x.a" (figure 3.4-3). If we then execute the 〈assignment〉 $x \leftarrow 3$, $x$ would no longer have an a-component;
 the cell containing the value 2 would therefore no longer have the pathname $x . a$ and would hence be inaccessible through $y$. In other words, under this
scheme there is no way to provide for retention of cells referred to by pointers. The main conceptual weakness of this scheme is that the address of a cell depends on a particular path of access to it. Such a dependence is to be avoided.

A second way to refer to a cell is by directly linking to it, that is, sharing it. It is imperative that the pointer have a separate cell for itself as well as the cell it points to. Otherwise; after executing the ML-2 instructions $x \leftarrow 3 ; y+p t r x$ we would have a situation as pictured in figure 3.4-4 in which the (assignment) $y \leftarrow 2$ would erroneously affect $x$ (we want to access $x$ through $y$ only by use of the (indirect)

val $y$ ). To insure separate cells, we will make a pointer value an instance of a structure, where the cell pointed to will be the sole component cell. Thus the result of executing the instructions

$$
x \leftarrow[a: 2] ; y+p t x a \text { of } x
$$

will be as in figure 3.4-5, and after the further instruction $x \leftarrow 3$, we see that

the cell containing the value 2 is proper-
ly retained（figure 3．4－6）．Note that we have adopted the reserved name＂\＄val＂as the selector for the single component of an ML－2 pointer value under our repre－ sentation scheme（to avoid clashes with
 the（selector）s of ML－2 structures）．

Now that we have settled on a BL representation for pointer values，translation of ML－2 into BL is straightfor－ ward．We only need consider four new cases of 〈assignment〉s：
（1）〈identifier〉－＜pointer〉
e．g．$y \leftarrow p t r x$ is translated into the $B L$ code clear $y$ link $y, \$ v a l, x$
（2）〈identifier〉 $\leftarrow$ 〈identifier〉
e．g．$y \leftarrow x$ is translated into the invocation ．call assign2，$(x, y)$ ，where the definition of the BL pro－ cedure assign2 is shown in figure 3．4－7．The difference between assignl and assign2 is that assign2 has additional code to handle assignment of pointer values，preventing us from attempting to copy the contents of a cell referred to by some pointer．An example of the assigning of pointer value is depicted in figure 3．4－8．


(3) 〈identifiery - (indirect)
e.g. $z-v a l y$ is translated into the $B L$ code
has？Y，\＄val，error
．call assign2，（y．\＄val，z）
（4）〈indirect〉 $\leftarrow$ 〈expression〉
egg．val $x+3$ is translated into the BL code
has？$x, \$ v a l$ ，error
const 3．x．\＄val

Using these translation schemes，it is easy to produce BL code corresponding to any ML－2 〈program〉．However，the presence of＂overlapping assignments can no longer always be detected by the translator．For example，in the state depicted in figure 3．4－9，we want the（assignment）
$b$ of $y \leftarrow$ val $x$ to result in the state shown in figure 3．4－10．The BL code has？y，b，error
has？$x, \$ v a l$ ，error
．call assign2，（x．Sval． \＄temp）
．call assign，（\＄temp， yb）
works properly．In
other words，the trans－

lator must produce BI code to perform extra copying whenever there is a possibility of overlap．This is a major source of inefficiency，since overfed probably an infrequent event．

ML-2 Movie

ML-2
$x \in[a: 4 ; b: \underline{n i l}] ;$
$y+$ ptr $b$ of $x$;
val $y-5 ;$

BL
.setl ( $x, y, z$ )
clear $x$
const 4, x.a
clear x.b
has? $x, b$,error

## clear $y$


yats yosval, arror
const 5,y.sval
$z \leftarrow[c: y ; d: y a l y ; e: p t r y] ;$ hanz. Y.\&vai, error
.call asesgne, (y.\$val.\$temp)
cleare 2
.call assign2, (y,z.c)
.call assign2, (\$temp,z.d)
link z.e.sval,z
has? $x, b, e r r o x$
const $6, x$.b
.cell assign $2,(z, x)$



### 3.5. Mini-Language $3 \rightarrow$ Sharing

So far in this chapter, we have progressed through three mini-languages in developing our semantic model for data structures and pointers. Although ML-2 handles all of these concepts, there are some respects in which the design we so carefully built up becomes cumbersome and inelegant. In this section we shall look at some of the weaknesses of ML-2 and see how they reflect a conceptual shortcoming in
our design. The mini-language ML-3 is devised to remedy these deficiencies. By revising the notion of structures, ML-3 becomes not only more powerful and efficient than ML-2, but conceptually simpler as well. In fact, the entire apparatus of pointers that was developed in the previous section is subsumed within the re-definition of structured value.

The main difficulty with ML-2 emerges when we consider the way pointer values are represented in the base language model. This is admittedly a rather strange way to examine the merits of a language, namely in terms of a representation decision with respect to a particular semantic model. But the base language model is special in that it was specifically designed for the purpose of describing the concepts of sharing which we are studying. So it is perfectly valid to use insights provided by this model to aid in designing mini-languages which deal with data structures and sharing.

In the last section, we chose to represent a pointer value in the base language model as a one-component structure whose component cell is precisely the cell pointed to. In other words, pointer values are instances of structures
whose components share with other data objects. It is this much more general concept of shared data objects that concerns us in this section. The only kind of sharing provided in ML-2 is the pointer, which is a structure having exactly one component cell, shared with some object. In the course of trying to model aspects of real-world programing languages in ML-2, this limitation becomes a stumbling block. For example, the notion of tuple in languages like BASEL is that of a vector of addresses, i.e. a structure with an arbitrary number of components sharing with other objects. In ML-2, this can be modeled only as a structure whose components are pointers. These components, when represented in the base language model, take up an extra level of indirection, which becomes a bit clumsy.

To give a better treatment to this generalized notion of sharing, we revise our concept of structure. In ML-2, as in $M L-1$, the notion of structured values as being composed of components with <selector〉s and values does not directly utilize the concept of cells. Cells are part of only pointer values. What we've done in ML-2 is represent pointers like structures but use a different set of rules to manipulate them. This conceptual distinction puts the two
notions－－structured values and pointer values－－almost at odds with each other in ML－2．We include cells in our re－ vised concept of structured values in ML－3；as a result of this，the need for a separate class of pointer values van－ ishes．

A structured value in ML－1 and in ML－2 was a collection of components，each consisting of a value and an associated （selector）．In ML－3，we define a component of a structure to now be a＜selector〉－cell pair，rather than a＜selector〉－ value pair．The value of a structured object is still the set of its components．

## Syntax of ML－3

| ＜program＞ | ：：＝〈assignment＞；；＜assignment＞ |
| :---: | :---: |
| 〈assignment＞ | ：：＝〈destination－〈expr） |
| （expr） | $::=$ 〈destination〉｜〈generator〉 <br> ｜（modification）／nil |
| （destination） | ：$:=$ 〈identifier〉｜〈selection） |
| （selection） | $::=\langle$ selector〉 of 〈expr〉 |
| （generator） | ：：－＜integer）｜（construction） |
| （construction） | ：：＝［ $\left\langle\right.$ field ${ }^{\text {c }}$ ；．．．；〈field $\rangle$ ］ |
| （field） | ：：＝〈selector〉 ：〈cell expr〉 |
| ＜cell expr） | $::=$ Share＜destination）｜＜expr〉 |
| （modification） | ：$:=$ 〈construction）（expr〉 |

## Description

The syntactic classes of ML－3 are identical to those of ML－1，with two additions．First，there are now two kinds of expressions in ML－3：an（expr）yields a value，and a〈cell expr〉 yields a cell．The only occurrence of〈cell expr〉s is within the 〈field〉s of a＜construction〉 （where there used to be（expr）s in ML－1 and ML－2）．The rules for evaluating both kinds of expressions are given below．The second addition is a new kind of（expr）．namely the（modification）which yields structured objects built from other structures．All other syntactic classes are exactly as they were in ML－1．

## Semantics of ML－3（informal）

The semantic rules for（program）s，（assignment）s，〈destination〉s，〈identifier〉s and（selection＞s are identical to the rules given for ML－1．The ramaining elements warrant some discussion．
（1）Lexpr＞s：The ocaurrence of nil or of a〈destination〉 as an（expr）is handled juat as in ML－0 and ML－1．〈generator〉s are either（integer）s，which are handled as before，or（construction）s，which are described in
rule（2）below．（modification）s are discussed in rule（6） below．
（2）〈construction＞s：The semantics of 〈constructions〉 and（field）s follows directly from the new ML－3 notion of structures．A＜construction〉 denotes the value of a struc－ ture which is generated on the spot．A（construction）con－ sists of a series of 〈field〉s，each with a 〈selector〉 and a〈cell expr〉．Each 〈field〉 represents a component consisting of this（selector）and the cell yielded by the（cell expr） （see rule（3）below）．Finally，the structured value yielded by the＜construction〉 is the set of components given by its〈field〉s．We make one restriction on 〈construction〉s：the〈selector〉s of its 〈field〉s must be distinct，or else the〈construction）is invalid and has undefined effect．
（3）〈cell expr）s：The two kinds of 〈cell expr〉 are discussed in rules（4）and（5）below．
（4）shared 〈destination〉s：A（cell expr〉 of the form share 〈destination〉 yields the cell referred to by the〈destination〉．This is the basic source of sharing in ML－3； shared 〈destination〉s are used to build structures having components whose cells are already in use．It is this facility which subsumes the ML－2 notion of pointers．
（5）〈expr〉s as＜cell expr〉s：The cell yielded by an〈expr〉 occurring as a＜cell expr〉 is a newly－allocated cell distinct from all cells in use and containing the value yielded by the 〈expr〉．Evaluation of a 〈cell expr〉 of form〈expr〉 is the only way to allocate new cells in ML－3．
（6）〈modification）s：A 〈modification〉 consists of a〈construction〉 and an 〈expr）．The value of the 〈expr〉 （which we call the modificand）must be a structure or the indicator nil，or else the effect of the＜modification〉 is undefined．The value yielded by the（modification）will be a newly－generated structure whose components are obtained as follows：
（i）Each component of the modificand whose ＜selector〉 belongs to no（field）of the ＜construction）will be a component of the new structure．
（ii）For each 〈field〉 of the 〈construction〉 there will be in the new structure a component with the same 〈selector〉 and as its cell the cell yielded by the（cell expr）of the 〈field〉．

Alternatively，we can view each（field）of the＜construction） as either replacing or appending a component to the modifi－ cand depending on whether or not its（selector）belongs to some component of the modificand．Note that evaluation of a〈modification〉 may cause allocation of new cells，but it
 does not in any way affect the contents of existing cells．
 Strictly speaking，〈modification〉s are redundant in $M L-3$ ．
 If，for example，the 〈identifier〉 $x$ has a structured value
 with two components whose（selector〉s are and $b$ ，then the
 （modification）$[b: 3 ; c: s h a r e ~ y] x$ will yield the same value

 BL Representation

We represent a structured value in ML－3 by a BL－obpeft
 whose arcs lead into the nodes for the compongnt cellag and
 straightforwaxd，simple and clean．



（1）（Ajgentateriex）－mi
 are both henaled as in ML－0 and ML－1．

（3）〈identifier〉 $\leftarrow$（identifier〉
e．g．$y$－$x$ is translated into call apignas（Noydechare the BL procedure assign 3 is defined in figure 3 netrert The
 code is the same as for the procedure asight for eqpty and integer values of the source（identifier〉 $x$ ，except for the
the presence of the same? $x, y$, out test which makes sure the 〈assignment) is nontrivial (otherwise the clear instruction would destroy the value we want to keep). If $\mathbf{x}$ has a structured value, then $y$ will get the same structured value. This means, by the new definition of structured value, that the components of $y$ will now share with the components of $x$ (figure 3.5-2). In executing any (assignment),


the contents of exactly one cell will be copied. Component cells are now shared, not copied. Note that this is a vast gain in efficiency for $M L-3$ over $M L-1$ and ML-2. The "meaning" of the (assignment) $y \leftarrow x$, then, differs between $M L-1$ and $M L-3$. For example, after executing
the instructions $x \leftarrow[a: 3 ; b: 4] ; y \leftarrow x ; a$ of $y \leftarrow 5$, then the expression a of $x$ will yield the value 3 in ML-1 (and ML-2), but will evaluate to 5 in ML-3.
(4) 〈identifier〉 $\leftarrow$ selection)
egg. $y-b$ of $x$ is translated into the $B L$ code
has? $x, b$, error
.call assign 3,(x.b,y)
(5) (selection) + (identifier)
e.g. a eft y is translated into the BL code has?
y-averror

(6) (identafiex) + (construction)
egg. $y \rightarrow f o$ ox; dab of $x$; e:ghare $z]$ is translated into has? $x, b$,error
.call assign 3, (x.b,
(temp)
clear $y$
.call assign $3,(x, y, c)$
.call design 3, (\$temp.
Y.d)
link y,e,z


Note that overlapping (assignments pose no problem at all for statements of types (4) and (5). This is due to the
fact that component cells of a structure are no longer copied on assignment．However，we do need the use of temp－ oraries in 〈assignment〉s involving 〈construction〉s，for instance，to take care of the case when $Y$ shares with $b$ of $x$ before executing the（assignment）in example（6） above．

Finally，we note that pointers in ML－2 have been sub－ sumed in ML－3．In place of the ML－2 ptr（destination） we can write the ML－3（construction）［val：share（destination）］， and wherever ML－2 uses val（expr），ML－3 substitutes val of 〈expr〉．

## ML－3 Movie




3.6. Discussion and Examples

In this chapter we have built up a hierarchy of minilanguages, culminating in ML-3. We now relate this development to the main issues that were raised in Chapter 1. A major concern with respect to a given "real-worla" programming language is the effect of its assignment operation on an environment containing structured data objects. We know
that executing an assignment statement of the form $X:=e$ will result in the identifier $x$ having the value associated with the expression 0 . What is uncertain is the effect of such an assignment upon the sharing relationships among the various cells in the environment. Variations in tharing properties can in general induce differences in the effect af subseguent assignments.

We give an exanple adapted from [Bur 68]. The only ata structures in the enviromant vill be LIBP-1ike Iists with two components selected by the respective selectors hadd ind tail. Burwtall mpares anagous programis in two languages: List-Algol, which combines ALGOL 60 assignment with structures essentially equivalent to LISP lists, and ISWIM ("If you See What I Mean"), which is based on the same functional lambda-calculus notions as LISP. In both languagen, the two-argument function cons returns list whose head is the first ergument and whose tall to the seeond argument: the fanctions head and tail celect the components from
a list. Burstalltetwaprogram tyequown in figure 3.6-1. Progran $A_{\text {o }}$ we ace told prints 3 while peogramBprints 1 "since it does not owter for the stdadertect on $y$ of the assignment to $x . "$ This explanation gives little insight
into why there should be such a difference in the first place. The obvious distinction between the two programs

lies in line 4. ISWIM, being a functional applicative language, has no direct counterpart to the List-Algol component update statement HEAD $(x):=3$. But this is not the root of the semantic difference between the two programs. Burstall neglects to say that even if we change line 4 in Program A to $x:=\operatorname{CONS}(3, \operatorname{TAIL}(x))$, Program A will still print 3.

The source of the trouble lies in a subtle difference between the cons functions in the two languages. We can pinpoint the distinction by translating both programs into ML-3. Line 2 in both programs can be tran lated into $x+[$ head: $1 ;$ tail: nil ], with the resulting environment as in figure 3.6-2. Line 3 in Program A is multivalent to the

ML-3 statement $y+4$ heade 2; taileghare wh, while line 3 in Program $B$ is equivalent to $y \leftarrow[$ head:2; tail:x ]. The respective renults are shown in tigures 3.6-3 and 3.6-4.


Finally, the reyised line 4 for Program $A$, which reads $x:=\operatorname{CONS}(3, \operatorname{TAIL}(x))$, is equivalent to the ML-3 statement $x-[$ head: 3; tail:share tail of $\times$ ]. while line 4 of Program $B$ is equivalent to $x \leftarrow[$ head: 3 ; tail:tail of $x]$. The respective results are shown in figures $3.6-5$ and $3.6-6$.


We can see that the ML-3 expression head of tail of $y$ yields 3 in figure $3.6-5$ and 1 in figure 3.6-6.

The difference between the two cons functions in Burstall's two languages should now be clear. If an argument to cons is a constant or nil, both languages specify allocation of a new cell to contain the argument value. But if an argument is some identifier, the Lisp-Algol cons yields for the corresponding component the argument's location, while the ISWIM cons yields the argument's yalue. This property of the ISWIM cons function is not explicitly stated in Landin's descriptions of ISWIM [Lang64, Lan 65, Lan 66a]. In fact, the only place from which thif property could be readily ascertained was in Burstall'a statement that Program B prints the value 1. The ML-3 code into which we translated the statements of the two programs was detaxmined only from the stated results of those programs. What is to be concluded from this is not that Landin was sloppy or vague in his language design and definition, but rather that the language definition methods which are so widely used make it extremely difficult to extract some of the properties of significant practical importance. In other words, a language which features data structures will be better under-
stood and better specified if it defines these facilities in some manner which makes clear the specific sharing relationships among locations.

In the remainder of this section we shall use our minilanguages to talk about the data structuring facilities and mechanisms of several additional programming languages.

PAL

The language PAL [Ev 70] supports only one kind of data structure: the tuple. A tuple is a structure whose selectors are consecutive integers starting with 1 . As with ML-3, the cell in which a component of a tuple is stored is considered an integral part of the value of the tuple. The PAL expression $4,5,6$ specifies the construction of a tuple whose components have the respective values 4,5 , and 6 ; as such, it is equivalent to the ML-3 (construction) [ $1: 4 ; 2: 5 ; 3: 6$ ]. Selection in PAL is expressed by juxtaposition; if the tuple value $4,5,6$ is assigned to the variable $x$, then the PAL expression $\times 2$ evaluates to 5 (it selects the second component). This expression corresponds to the ML-3 (selection) 2 of $x$. The correspondences we have established are summarized in figure 3.6-7.

The concepts of value of a tuple in PAL and value of a structure in $M L-3$ are very close, and we might expect similar assignments to behave similarly. This is indeed the case, as figure 3.6-8 confirms.


PAL has a semantic rule that components of a tuple share with the items in the liet expreepion that constructs it; an example of this rule is shown in figure 3.6-9. This sharing can be blocked using the PAL unghare operator ("\$"). Figure 3.6-10 gives an example of this.



We discuss one more feature of $P A L$ : the aug function. If $t$ is an n-tuple (i.e. tuple with selectors $1,2, \ldots, n$ ) and e is any expression, then the PAL expression $t$ aug $e$ denotes an ( $n+1$ )-tuple whose first $n$ components share with the components of $t$, and whose ( $n+1$ )-st component shares with e. Examples are shown in figures 3.6.11 and 3.6.12.



The above features illustrate nearly all of PAL's data structuring capabilities, and they are easily expressed in ML-3. Even though the data-structure facilities of PAL bear a strong resemblance to $M L-3$, we have given a demonstration of
a full-scale, real-world programming language whose data structuring mechanisms have been successfully treated within our model. We discuss two more languages.

## QUEST

The language QUEST [Fenn 73] provides data structures called lists that appear very much like PAL's tuples (see figure 3.6-13), However, the definition of assignment in

|  | $\begin{aligned} & x+3,4 i \\ & y-x(2) \end{aligned}$ | QUEST |
| :---: | :---: | :---: |
|  | $\begin{aligned} & x:=3,4 ; \\ & y:=x 2 \end{aligned}$ | PAL |
|  | $\left\{\begin{array}{l} x+[1: 3 ; 2: 4] \\ y+2 \text { of } x \end{array}\right.$ | ML-3 |

oumst trents lists as apecial cases for which special rules apply. This reduces; essentially. to a treatment of lists in the way

ML-1 treats structures. Component values are copied on assignment rather than shared. Figure $3.6-14$ presents an example. Note that componentwise copying is coded in ML-3

by repeated component updates, reflecting a lack of efficiency. QUEST assignments, unlike their counterparts in PAL, cannot be directly translated into ML-3 without knowing runtime values (i.e. exactly what components a structured value possesses at any given time, so they an be individually updated).

Like ML-2, QUEST handles sharing entirely by means of pointers (called references). Their use is illustrated in figure 3.6-15. There is no appreciable difference between the behavior of these pointers and those in ML-2.
 Translation into ML -3 would be trivially easy.

For the interested reader, the paper on QUEST [Fen 73] specifies a way to express general M,-3-like structures in QUEST using list and references. QUEST functions cons, car and cdr are defined, and it is claimed that they simulate their EISP counterparts. The simulation requires an extra level of indirection throughout, a major Inefficiency (fig.) 3.6-16). Thus we see that using our mini-languages, we have
not only able to illustrate the data structuring semantics of QUEST, but we have also perceived a shortcoming in the design of QUEST: like ML-2, QUEST falls to recognize the fundamental significance of the concept of sharing.

|  | $\begin{aligned} & x+\operatorname{cons}(4, \text { ni } 1) \\ & y+\operatorname{cons}(5, x) \end{aligned}$ |
| :---: | :---: |
|  | ```templ & nil; ML-2 temp2-[1:4:2:ptr templ]; x + ptr temp2; temp3 & [1;5;2:ptr val x]; v - ptutcemp3``` |
|  | $\begin{gathered} x+[v a l:[1: 4 ; 2:[v a l ; n i 1]]] \text { ML }-3 \\ y-[v a l:[1: 5 ; \\ 2:[v a l: \text { ghare val of } x]]] \end{gathered}$ |
| Fig. 3.6-16. QUEST simulation of LISP cons |  |

## SNOBOL4

In the language SNOBOL4 [Gris 71], one finds data structures called "programmex-defined data types." An invocation of the function DATA causes selector and constructor functions to be defined. For example, the invocation DATA('COMPLEX(R,I)') defines the constructor function COMPLEX and the associated selector functions $R$ and $I$, का? setting up the correspondence depicted in figure 3.6-17. Beyond this aspect, in which theme SNOBOL structures behave exactly as do all the structures we have seen in other
languages, the sharing relationships need to be considered.


But semantic rules which wouldcelanotibecon pugh, properties are not to be found; instead. ali that can be seen are a few examples. Azoth liquify, careful examination of the examples is required to produce a consistent and unambiguous ML-3 representation for the data structuring facilities of SNOBOL4. Some detective work is needed here as well: each of the two books [Gris 71, Gris 73] provides insufficient information to make such a determination, but using both together, enough clues can be gathered to resolve possible ambiguities. An example 18 shown in figure $3.6-18$.

The translation into ML-3 may be straightforward, but a
 number of other possible translations which would result in
 different sharing properties were ruled out only after
 painstaking examination of the examples in both books. arthur me moose over ow asxutouxte ert lIte ob as vitones Surely a discussion of sharing in these books could have
shed much-needed light on the semantics of data structures in SNOBOL4.


## Completeness

In this chapter, we defined a serifs of mini-languages and used them to medel data structuring facilities in three representative programuing languages. An important question to ask is how complete our nodeling is. In other wordg, how thoroughly have we covered the approaches to aata structures found in these three languages? At firt glance, our treatment seans cither incomplete becaume of the 1 inatedexpressive power of the mini-languagen mevdefined. gut most-of the features not included in orar mini-langlages are Independent of the notions of data structaremodn thensense that the way such features aredefined in an actuma progeimmang language has no bearing on how the language appreaches eoneepts of
data structures. The fact that our mini-languages lack character strings and conditional expressions, for instance, does not reflect on their completeness for describing data structures.

In PAL, there are only two notione we have not covered which have a direct bearing on data structures. First, arbitrary integesvalued expressions can be used to select components from a tuple. For example, the selection $x n$ refers to the component of the tuple $x$ whose selector is the value of the variable n. This cannot be translated into our mini-languages, which allow only constant (selector)s (the ML-3 (selection) $n$ of $x$ would look for a component with selector " $n$ "). The second uncovered feature in $P A L$ is the built-in function order, which when applied to a tuple yields the number of components in the tuple.

Neither of these two notions can be expressed in our mini-languages, but it was not our goal to be able to do so. For these two data structuring fearee, the semantic issues are well understoods we don't really need to treat them in our mini-languages. Extending thé mini-languages to handee extra notions like these would only serve to ruin the syntactic and semantic simplicity of the mini-language
approach.

In QUEST, the only data-structuring features we did not treat are the use of expressions to select components from a list, and several built-in functions that operate on lists. As with PAL, we feel that the issues raised here are outside the area of our main concern.

With SNOBOL4, we completaly neglected the area of arrays. Although arrays are highly relevant to the issues we are interested in, they present some difficult problems for whose solutions additional mechanisms are needed. we: discuss some of these problems in Chepter 5.

The three languages covered in this section are all "typeless" languages in the sense that there are no declarations associating identifiers with particular data types. In the next chapter, we deal with "typed" languages and some new semantic issues they introduce.


## Chapter 4

## DATA TYPES AND TYPECHBCKING

### 4.1. Why We Want A. Type Syetem

In this chapter we will add a new facet to the design of our previous mini-1anguages. Consider the ML-3〈assignment.) $y * x$, wich directa that tha contents of the cell for $x$ be placed into the celd for $y$. Wer translated this (assignment) into an invocation of the Brif procedure asmign3 (defined buck in fig. 3.5-1). Evecy time thes procedure is called, there is asemerate aet dif tests performed to check whether the cell for the first parameter (which corresponds to $x$ ) contains an integer or a structure. The set of BL instructions chosen to perform the assignment operation depends on the result of these tests. In practice, however, a programer will usually know in advance whether the identifier $x$ will take on integer or structured values. This knowledge makes these runtime type tests in assign3 superfluous. We would like some way of telling the translator not to make such testa where they are not needed.

The technique of static typechecking achieves these goals. Its basic idea is to partition the set of values
into convenient subsets called types．The translator can be informed of the programmer＇s intentions of keeping values only of a certain type in some given cell．with this know－ ledge，redundant runtime type tests can be eliminated．But it is still necessary to prevent type errors．For example， suppose we tell the translator that the variable $x$ will take on only structured values．Each time we access the value of $x$ ，the BL code produced by the translator will fetch the components of $x$ ．If we somehow place an integer value in the cell bound to $x$ ，then during execution the interpreter would attempt to extract components where there are none， yielding undefined，probably erroneous results．To prevent such type errors from occurring，we would like to have the translator test each（assignment）to make sure it couldn＇t specify the placing of a value of one type into a cell in－ tended to hold values of another type．Any（program）con－ taining 〈assignment．〉s which fail this test is invalid；the translator will notify the user of such an orror in the same way that it flags syntactically erroneous 〈program＞s．

In testing（assignment）s for validity，it will be use－ ful for the translator to know for each（destination）the type of values intended to be stored in the associated cell．

This criterion can help us decide how to partition the ML-3 values into types. If we divide values into just two types, integers and structures, then the above criterion is not always satisfied. Suppose the (identifier) $x$ is specified as assuming only structured values. Then the values yielded by both of the (expression)s $[\mathrm{a}: 3 \mathrm{~B}, \mathrm{~b}: 4]$ and
[a:3;b:[c:5;d:6]] can be stored in the cell bound to $x$, but we cannot say anything about the type of the〈destination〉 $b$ of $x$. In one case it has an integer value; in the other case, a structure. Thus finer type classifications are called for. We will want to ascertain from the type of a structured value what components it has and the type of each component. Such a type system is the basis for our next mini-language.

### 4.2. Mini-Ianguage 4-static Tupecheaking

Mini-Language $4(\mathrm{ML}-4)$ adds the notions of data types and static typechecking to the concepts we developed in the previous chapter. Specifically, it is an extension to ML-3. associating to every (expression) and to every cell a particular data type. For our purposes, we coneider data types as sets of values. The set of integere is an MI-4 data type. Further, the set of all structured values with a
given set of component（selector）s such that the type of the component associated to each specific（selecton）is given also is an ML－4 type．With this collection ef data types， if we associate a type to each 〈identifier〉mentioned in a〈program〉，then we shall be able to determine the type asso－ ciated with each cell referred to in the（program）．More－ over，for any particular data type，one can determine whether the value yielded by，a given（expression）belongs to this type．

Syntax of ML－4

The rules here govern the syntax of that part of ML－4 which is not found in ML－3（namely the type system）．We in－ troduce the new primitive syntactic class（typename）to de－ note the set of underlined alphanumeric strings beginning with a letter．The distinguished（typename）int has partic－ ular significance，which will be alscussea below．

```
\langleprogram\rangle ::= (prelude\rangle ; (assignment) ;...; (assignment)
\langleprelude\rangle ::= \langledefn\rangle ;...; (defn): <decl\rangle ;....; (decl\rangle
<defn\rangle ::= 〈typename\rangle = <structype\rangle
<structype\rangle ::= [ <comp decl\rangle ;...; <comp decl\rangle ]
<comp decl> ::= 〈typename\rangle <selector\rangle
<decl> : := 〈typename) 〈identifier> ..**) (identifier)
```

The remainder of the ML－4 syntax is identical to the syntax presented for ML－3，with two exceptions．First，ML－4 has no
（modificationfa fwich we simply won＇t have oceasion to make use of），and secons，（contruction）appear slightly differ－ ent：

```
<construction)s:=(typename) [(field);...; <field)]
\langlefield\rangle ::= <cell expr\rangle
```

（The（selector）s that no longer expliaitly appear in the〈field〉s of a 〈construction〉 may be found in the（defn）for the（typename〉 of the（construction〉．）

## Description

We need to interpret the new syptactic clasaes．A （program〉 in $M L-4$ is essentially a＜prpgram〉 in $M L-3$ a pre－ ceded by a＜prelude〉．The＜prelude）in a sequence of type definitions（ $\langle\mathrm{defn}\rangle s$ ）follawed by a sequenge of declarations （（decl）s）．A（decl），congisting of 2 （typename）and a list of（identifier）s，specifies that thage（identifier）s are to assume values ondy of the type given by the（typentme）． Types in ML－4 are denoted by members of two syntactic classes as follows：
（1）（typename）is either the symol int（which de－ notes the type consisting of integer values）or the nathe associatea with sont typdiby（alin）．
（2）A＜structype〉 denotes a structured type（i．e．a type consisting of structured values）．The （selector）s and types of the astociated components of a value of such a type are specified by the
（comp decl＞s（component declarations）in a ＜structype〉．

Observe that if we know the type of a structured value，then we know the type of each of its components．There are two basic purposes for using（typename〉s：first，to provide for multilevel structures（i．e．structures with components which are structures），and second，to allow for recursion in type definitions．We discuss recursive types later．

Semantics of ML－4（informal）
（1）Data types and type definitions：We define the data types that are specified by the syntactic units of ML－4．Elements of the classes（typename）and（structype） define data types according to three rules：
（i）The（typename）int denotes the class of all integer values．
（ii）Suppose $s_{1}, \ldots, s_{k}$ are（selector）and $t_{1} \ldots . . t_{k}$ are syntactic items denoting data types．Then the（structype）［ $t_{1} s_{1} H_{i, f} t_{k} s_{k}$ ］ denotes the class of all structures with exactly $k$ components with（selectors）$s$ s $1, \ldots, s_{k}$ such that for each $1=1, \ldots .{ }^{\prime}=1$ the value（if any）contained in the component cell selected by $i$ belongs to the type $t_{i}$ ．
（iii）If $t$ is the（typename）of a（deer），then $t$ denotes the type specified by the（structype） of that（den）．In this case we say that the〈defn）defines the 〈typename〉 $t$ ．

These rules give the semantics for type definitions in ML－4．

Note that according to rule（ii），if $x$ is a value belonging to a structured type $t$ ，then the types of all the compo－ ent cells of x are determined．

As examples，the objects of figure 4．2－1 belong to the type int．In the presence of the 〈defn〉s $p t=[$ int $p]$ and $t=[$ int $a ; p t b]$ ， the objects depicted in figure 4．2－2 belong to the type $t$（which is the class

Fig．4．2－1． Objects of type int of all two－component structures with a－component of type int and with b－component a one－component structure whose p－component is of type int）．Note partic－ ularly that a cell constrained by our type mechanism to hold values of a given type can be empty．A value may belong to more than one type（par－ ticularly if it is a structure some of whose component cells are emp－ ty）．But given any value $v$ and any type $t$ ，one can
 always tell whether or not $v$ belongs to $t$ ．

A 〈typename〉 does not have to be defined textually be－
fore it is used in a＜prelude〉．For instance，the 〈defn〉 sequence $t 1=[t 2 \mathrm{c}]$ ；$t 2=$［int $d$ ；int e］is perfectly legal．A nontrivial application is the definition of recur－ sive data types，which arise in ML－4 when a 〈typename〉 is used as part of the（structype）in its definition．con－ sider，for example，the 〈defn〉 $\underline{r}=[$ int $a ; \underline{r}]$ ．This defines a type named $\underline{x}$ consisting of two－component struc－ tures for which the a－component cell can hold only integer values and the b－component cell can hold values only：of type $x$ ．Although it sounds circular，it is perfectly well defined，values of a recursively defined type can have sub－ structures nested to an arbitrary depth；and blobjects representing such values frequently contain directed cycles．

We make three restrictions on（defn）s in ML－4．First， the（selector）s occurring in a（structype）must be distinct． Second，a＜typename〉 can be defined only once in a（program〉． Third，the 〈typename〉 int must not be redefined．Any ＜program＞not obeying these regtrictions is syntactically invalid（i．e．is to be rejected by the translator）．The meaning of an invalid＜program＞is undefined．
（2）Declarations：As with 〈defn〉s，the semantics for a〈decl〉 does not specify any particular actions to be per－
formed at runtime．The effect of a（decl）is to cause the〈identifier〉s in it to be astoclated with the type named in the（decl）．

In order for a（progran）the pe grathetically valid，every （identifier）occurring in some（x）gigment）maxt mppeac exact－ ly once in the（program）＇s（deci）．Hephy（typename）occurr－ ing in same（decl）must be definma sxactly once in the（defn〉s．



 is an（Identifier），then this 〈identifier〉 occurs in
〈Eypentme）of the（dec1）．If it is a 〈selection〉，
 The type of the（expresalen），which can be determined
 by a（atructype）．The type of the（selection），then， is given by the（typename）in thenfepap decl）of the〈etruetypis that contains the given（selector）．
（iin If the（eaprewsiow）it a（ganewteoty，there are two cases：（integer）s are of type int and（construction）s


Thus we cot dutemine from the freludey of teymactically valid（program）the thye of thy（exprowwiduy；this type is 1 given by preciaely one＜typename〉．For expmpletorin the presence of the（prelude）xtype $=$［Ant ay xtype b］； ytyoe $=[$ inte ef int d］；xtype $x$ ；xtane $y$ the type corres－
pondences shown in figure 4．2－3 are valid．

| （3）Assignments the seman－ | Expression | Type |
| :---: | :---: | :---: |
| tics of an ML－4（assignment）spe－ | $x$ | xtype |
|  | a of $x$ | int |
| cifies the same runtime actions as | $b$ of $x$ | ytype |
| its ML－3 counterpart；in addition， | c of Y | int |
|  | $a$ of $b$ of $x$ | int |
| tor is directed |  | int |
| form certain additional tests．An | Ytype［ $3 ; 4]$ | yt |
| ssignment），as before，consists | xtype［ |  |
| ignment），as before，consists | ytype［6；nil］］ | type |
| $f$ a＜destination＞and an | Fig．4．2－3．Types of sample（expression）． |  |〈expression）．The ML－4 type sys－ tem forces the cell referred to by the（destination）to hold values only of a certain type．Thus the translator must ver－ ify that the value of this 〈expression）matches this type．

A 〈construction）in which the components fail to match the types of the corresponding fields in the 〈defn〉 of its〈typename〉 is an invalid（expression〉 and has undefined type． For example，if we define $z=$［int $a ;$ int $b]$ ，then the〈construction〉 $\underline{z}[1 ; 2 ; 3]$ is invalid because of its extra component；the 〈construction〉 $z[1 ; z[2 ; 3]]$ is also invalid because its b－component is of type $z$ rather than int as re－ quired．We also call a（construction）invalid if its （typename〉 is not defined in the（prelude）．

An MH－4（pergram is invalid if in any of its （astignment）the type of the（expression）is un－ defined or fails to match the type of the 〈destination〉． Each of these two types is given by precisely one （typenamy）themetypes are defined to match if and only if thelr（typename）s are identical．The mechan－ ism we shall denine for the translator insure that it can alway determine whether or not a given ML－4（program）is valid．Ttere ineno need for runtime type tests，nor are there any runtime type errors．However，a runtime error will occur if there is an attimpt to extract components from an empty cell of a structured type．For instance，the ML－4〈program〉 $51=[$ int $a ; s 2 \mathrm{~b}]$ ； $82=[$ int $c] ; \mathrm{sl} \mathrm{x}$ ； $x+s[3 ; n i 1] ; c$ of $b$ of $x+4$ will fail on interpretation of its last（assignment）（since the interpreter will look for a nonexistent c－component in the empty cell for $b$ of $x$ ） even though the type of the（destnation）$c$ of $b$ of $x$（int） matches the type of the 〈expression）4．Thus we require runtime tewts to check the（selection）in ML－4．Generally speaking，feeting for empty cells is usually much easier than testing the type of the contents of a cell at runtime． If we strip off the（prelude）from a valid ML－4

〈program〉，then we will have in essence an ML－3（program〉 in which each cell takes on values of only one type．Moreover， the effect of executing this ML－4 〈program〉 is identical to the effect of executing its ML－3 equivalent．

Translation into $B L$

To give a precise formulation for the semantics of ML－4，we describe the translation of ML－4（program）s into BL． With the previous mini－languages，it sufficed to show the BL code corresponding to various program constructs，namely the different kinds of assignment statements．This is no longer sufficient in the case of ML－4，since the semantics now con－ tains rules for typechecking by the translator．We must therefore also describe the typechecking procedures per－ formed by the ML－4 translator．

In discussing how the translator performs typechecking of ML－4 〈program〉s to determine their validity，we begin by describing the information supplied to the tramslator by the （prelude）of a（program）．We shall treat the translator as a BL procedure．As it processes the（prelude），the trans－ lator builds two component objects in its local structure： one component named \＄defns which represents the type defin－ itions，and one named \＄decls which corresponds to the
the declarations. Sdefns is a structure which has one component for each (typename) found in the (prelude). Each component of \$defns is a structure with information on the type associated with the (typename). For each (typename) defined in a (defn), the corresponding component of sdefns has an "n" field with the number of components in a value of that type, numbered fields giving the (eelector)s of the components in the proper order, and a "val" field giving the types of the components (by means of links to the proper entries in sdefnsf. The int-component of sdefns has only a Val-component containing the elemantidy value intr. sdecls is a structure with one conqonent tor each (identifier) declared in the (prelude). If, say, the (fdentifier) $x$ is declared to have type $t$, then the x-edmponent of sdecls
 4.2-4ar 4.2-5 and 4.2-6 give atpretuciad and exthibit the objecte sdefne and \$deele conetructed by the tranalator from the fpedurde) the type with (typmente) in in tigare 4.2.5 is recuspaively defined; obsempe that Scefns chat a directed aycle in trie dase.
once these objects have been conitructed by the translator, all the information regoired for typechecking is
available. Each type to be associated with some cell referred to in the <program〉 is represented by a component node of $\$ d e f n s$. Two types match iff they have the same

(typename). To describe how the translator performs the actual typechecking, all that needs to be shown is how to access the node for the type of any ML-4 (expression); once
we can do this，the typechecking is straightforward：an〈assignment）has a type error iff the nodes for the types of its（destination）and its（expression）are distinct．

The type of an 〈identifier〉 $x$ is given by \＄decls．x． The translator will mark a（program〉 invalid if any of its〈identifier〉s ana undeclaced．If $\beta$ is the node for the type of a（destination）$D$ ，then the type of the（selection） $s$ of $D$ is given by the node $\beta . v a l$. ．The translator veri－ fies as part of its typechecking that values of the type of D do Indeed have s－components．thus we can uscertain the node for the type of any（destination）in an ML－4（program）． Figure 4．2－7 illustrates some sample mL－4（assignment）s in－ volving only（destination）and gives BL typechecking code

| ML－4 code | BL typethecking cone |
| :---: | :---: |
| $y+x$ | sume？\＄decls．y．\＄decls． $\mathrm{x}_{\text {，no }}$ |
| $z-a$ of $x$ | has？ ganez \＄decls．x．val，a，no \＆．sdecle．x．val．a，no |
| $b$ of $y=$ \％ | Hall sdicla．y．val．bituo <br>  |
| $\begin{aligned} & \mathrm{b} \text { of } \mathrm{y} \\ & \mathrm{c} \text { of } \mathrm{a} \text { of } \mathrm{x} \end{aligned}$ | ```bas? $decls.y.val,b,no has? $decls.x.val,a,no hefer sdecls.x.val.a.val,c,no Egmer $decls.y.val.b.$decle.x.val.a.val.c,no``` |
| Fig．4．2－7． | Examples of BL typechacking． |

to determine their validity．A branch to the label＂no＂ indicates that the 〈assignment〉 has a type error．

If an（expreteion）ts（integer），then its typeis given by the node sdefns．int．The type of a（construction） whose（typename）is $t$ is given by the node sdefns．t，prot vided the（construction〉 is valid．To check this，the types of the components in the（condtriction）must match the （typename）s in the（structype）that defines $t$ ；moreover， there must be the same mumber of components in both places． Thus the translator can accese by our scheme the node for the type of any（generator）．As a rapult，we now see how the translator accesses the nodes，for the types of arbitrary ML－4（expression）s．Ftrure $4.2=8$ gives some examples of ML－4（assignment）s containing arbitsary kinds of〈expression＞s；along with each 〈aseignment）we show BL code which tests its validity．This completes our picture of how the translator performs static typechecking；the mech－ anisms should be clear from the exumples in figures 4．2－7 and 4．2－8．

The actual BL code generated by the translator（i．e． the BL code to be interpreted at runtime during the execu－ tion of an ML－4（program））is similar to what we presented
in the section on ML-3. There are two differences reflect-

| ML-4 code | As typecheening dexe , 0 : |
| :---: | :---: |
| $x-2$ | Eame? Sciecls.x,\$defns.int, no |
| $z+t[2]$ | same? \$decis.z.Sdefns.t.no <br> squst. $1 . \$$ temp $/ 4$ valuenisof type t mast have exactly <br> onempossent $* /$ <br> eg? Sdefns.t.n, \$temp, no <br> galent Sdafns atwictedpot ame of lot <br> component <br> fandectory. <br> type t */ <br> Shame? \$definet. **l. *Stemp, Sdefns. int, no |
| $\mathrm{w}+\mathrm{I}$ [share w; x ] |  |
| $y+\underline{s}[\underline{[b}$ of w]] |  |
| Fig. 4.2-8. More | examples of BL typechecking |

ing the switch of typechecking from runtime to translatetime. Firet, occurrences of (selection)s in ML-3 yield runtime type tests, such as the $B L$ code hag? $x, b$, error for
the ML-3 (selection) $b$ of $x$. In ML-4 this runtime type test is replaced by the simpler and faster test nonempty? $x$,error, which nakes sure there is no erroneous attempt to access component cells of an ompty oell.

The second change is that the complicated procedure assign3 with all its type tests is not needed at all. The BL code generated from the (assignment) $y \leftarrow x$ depends on the type of the (destination) $y$. If its type is int, then by virtue of the translator's static typechecking we know that $x$ can hold only integer values. In this case the BL code in figure 4.2-9 is gen-
 erated. Ify is of a structured type, then the translator knows that its〈selector)s $s_{1}, \ldots, s_{k}$ are given by
$s_{1}=*(\$ \operatorname{dec} 1 s \cdot y .1), \ldots, s_{k}=*(\$ \operatorname{dec} 1 s \cdot y \cdot *(\$ \operatorname{dec} 1 \mathrm{~s} \cdot \mathrm{y} \cdot \mathrm{n}))$. In this case the BL code in figure 4.2-10 is generated. The translator can always tell which case applies by testing whether the pathnames \$decls.y and \$defns. int lead to the same cell. The BL instruction same? \$decls.y,\$defns.int,go performs this test. A branch to the label "go" indicates
that y has atructured value and that the second case appltes. Thus, by sub-

|  |
| :---: |
|  |  | stituting the nonempty? teet for the has? test and The BL tode of figuxate 4.2-9 and 4.2-10 quar minetetions of the - mitinst procedire, we cutaiarthe BL coat





### 4.3. Discregion and Ixembet

Most programitag lengragea mandytrongttan otpuqtoves have a type syateminimalur to that of un-at the buth of their typarpering ingore at tramelvetiom tiat sataer than




ALCgh-

The Ingtage avooh $W$ [WIx 6e] hen malatively simple
treatment of data structures. The structures are called records, and the ALGOL $W$ analog to an ML-4 structured type is called a record class. An ALGOL $W$ record class declaration can be represented by an ML-4 (defn). Figure 4.3-1 shows how the two languages define classes of structured objects; the ML-4 type with (typename) paix corresponds to the ALGOL $W$ record class named pair. Structured objects are built in ALGOL $w$ through the use of record designators, which are analogous to ML-4 〈construction)s. Expressions in both languages which build structures from the "pair" class are also shown in figure 4.3-1.

| language | type definition | object construction |
| :--- | :--- | :---: |
| ALGOL $W$ | record pair (integer $a, b)$ | pair $(3,4)$ |
| $M L-4$ | pair $=[$ int $a ;$ int $b]$, | pais $[3 ; 4]$ |
| Fig. 4.3-1. A parallel between ALGOL $W$ and $M L-4$. |  |  |

There is a major difference between ALGOL $W$ and ML-4 with respect to these elementa. Although a record designator builds a structured object in AEGOE $W$, it does not yield as its value the object it conetructes. In fact, records are not even values in ALGOL W. A record class is not a legitimate type in ALGOL $W$; reeords are acceseed through values of reference types. For instance, the ALGOL $W$ record
designator pair (3,4) in figure 4.3-1 yields a value of type reference(pair). ML-4 will treat reference expressions in ALGOL $W$ similarly to the way ML-3 treats pointers in ML-2. The correspondence is depicted in figure 4.3-2. Note that
in dealing with


ALGOL W records, we need an extra
level of indirection (the "ptr" component). This
(at least with respect to our scheme of rep-
resentation) is the same kind of inefficiency we encountered with ML-2. It is worse here, though, since ML-2 made use of the indirection only when sharing was needed.

Components of a record can be accessed by selector functions in ALGOL W. Figure 4.3-3 shows the correspondence between selections in ALGOL W and ML-4 ( $z$ is of type reference (pair)

| language | selection |
| :--- | :--- |
| ALGOL W | $\mathrm{a}(\mathrm{z})$ |
| ML-4 | a of ptr of z |
| Fig. 4.3-3. Selection. |  | in ALGOL W, refpair in ML-4).

Once these differences concerning the construction and selection operations have been taken into account, we find that assignment, sharing and typechecking in ALGOL $W$ are almost identical to the "obvious" ML-4 counterparts (e.g. replace ":=" with "↔"). In this respect, ALGOL W is similar to the language $S N O B O L 4$ described in section 3.6 .

## PL/1

PL/l was one of the earliest languages to have compiletime typechecking and to treat both data structures and pointers. Most PL/1 constructs handling these notions look markedly different from the

|  | constructs we have seen in |
| :---: | :---: |
|  | ML-4 |
| DECLARE Y | trip $=$ [int i; pair $s$ ] |
| DECLARE $Z$ LIKE X.S; | paix $=$ [int j; int k]; |
| X.I $=5 ; \mathrm{X} . \mathrm{S} . J=6$; | trip $x, y ;$ pair $z$; |
| $\mathrm{Y}=\mathrm{X}$; | $x+$ triplnili pair nil in |
| Y.S.K $=$ X.I; | $y+$ trip [nil: pair [nilinil] |
| $\mathrm{Z}=\mathrm{Y} . \mathrm{S}$; |  |
|  | i of $x+5$; $\mathfrak{j}$ of s of $x+6$; <br> $i$ of $y+i$ of $x$; |
|  |  |
|  |  |
|  | $j$ Of $z+j$ Of 5 Of $Y$; |
|  | $k$ Of $z$ ck of of $Y$ |
|  | Fig. 4.3-4. Striuctures in $\mathrm{PL} / 1$. |

other languages. Figure $4.3-4$ hhows how $P L / 1$ handles a sample structure and gives an ML-4 equivalent. We make two observations. Firet, all component cells of the PL/1 structures in this example are allocated wen the declarations are interpreted. With ML-4, component cells are allocated when the structured value is actually constructed. Second,




Unilke NifoL w, there is no tharing anong PL/2 structures until we introduce pointera and the attribute pasmp. If $P$ is PL/A viriale declanta to be polutcer, thefreclaring a structured variable with the attnibute BASED (P) introduces a vast conceptral dientore this variable no. longer Igntife location wheretrevtered bojecta may be storms thettead, It pargs the role of etructured type. Figure 4.3-5 ewhixtte e efot of pL/1 declarations intolving
 and tet of arcol wecparations.

Althong the nL/ 1 apolarations of figure 4.3-4 epecify Alocation dt Corage to bold stmwerned vaitue fand allocation of camponent cells as well), the declaration of LIST
in figure 4.3-5 does no such thing. BASED structure values in $\mathrm{PL} / 1$ are constructed through the use of an ALLOCATE
statement. Under the dec-

| $\begin{array}{\|ll} \text { PL/1 } & \\ \text { DECLARE } & \text { (P,H,T) POINTER; } \\ \text { DECLARE } & 1 \text { LIST BASED (P), } \\ & 2 \text { BACK POINTER, } \\ & 2 \text { FWD POINTER, } \\ & 2 \text { NUM FIXED BIN; } \end{array}$ |
| :---: |
|  |
| ```ALGOL W record list = (reference(list) back; reference(list) fwd; integer num); reference(list) p,h,t;``` |
| $\begin{aligned} & \text { Fig. 4.3-5. PL/1 BASED } \\ & \text { structures as types. } \end{aligned}$ | larations in figure 4.3-5, the $\mathrm{PL} / 1$ statement ALLOCATE LIST may be represented in ML-4 by the〈assignment〉 $p \nleftarrow$ ptrlist $[$ list[nil;nil;nil]].

Since LIST is declared to be BASED on the pointer $P$, the allocation causes the value of $P$ to be set to point to the newly-built structure. The result of
 this allocation is shown in fig. 4.3-6.

BASED structures in $\mathrm{PL} / 1$ are accessed through pointers. In our LIST example, a use of the name LIST refers to whatever the pointer $P$ is currently
pointing to (which will be the most recently constructed structure BASED on $P$, unless $P$ has been
subsequently updated). To refer to provious allocation, one must use a gux wifised reference such as $T \rightarrow$ LIST (which indicates watever the pointer $t$ is currently pointing to). Figure 4.3-7 draw the connection between $P L / 1, A L G O L W$ and ML-4 in accessing fields of structures (it is assumed that the dealarations in fig. 4.3-5 are still in force).

| PL/L | ALGOL W | ML-4 |
| :--- | :--- | :--- |
| LIST | $p$ | ptr of $p$ |
| $T \rightarrow$ LIST | $t$ | ptr of $t$ |
| LIST.NGM | p.num | num of ptr of $p$ |
| $T \rightarrow$ LIST. NUM | t.num | nam of ptr of $t$ |
| Fig. 4.3-7. Accessing fialds. |  |  |

The meaning of assignment in PL/A is similar to ALGOL $W$ except for its handiing of structured values (which ALGOL W does not choose to handle). In thi ease, as we have said, PL/1 copies rather than induce haring. All sharing of data in PL/L is done through pointers.

Typechecking in PL/1 differs swon NL-4 and ALGOL $W$ in one major wrea, that of pointere. The ALGOL W tranalator insures that reference value oan peiat to records only from one recora clase, if cl and e2 wre dietinet record classes, then any attempt to make value of type
reference(cl) point to a record from class c2 will be caught by the translator and marked as illegal. The type system for ML-4 imposes essentially the same restrictions. However, a variable of type POINTER in PL/1 can be set to point to values of any type at any time (including nonstructured values). This causes difficulties of the same kind that static typechecking is supposed to eliminate. For example, in the PL/l program segment of figure $4.3-8$, the assignment $P=Q$ is legal, even though $P$ points to a structure of type


Ml and $Q$ points to the integer M2. The reference to Ml in the following line (Ml.K $=5$ ) designates whatever $P$ will be pointing to (which is the integer M2 since $P$ has just been assigned the value of $Q$ ). Thus there will be (depending on the implementation) a runtime error or at least an erroneous result as an outcome of the attempt to update a component of
the integer value M2. The ML-4 translation of this program, also shown in figure $4.3-8$, is invalid since in the〈assignment) $p \in q$ the types fail to match (ptrml vs. ptrm2). If in the PL/I program we had declared M2 to be BASED on $P$, then the corresponding ML-4 (program) would have two conflicting declarations for $p$, which would also render it invalid. Thus we see that the typechecking system in PL/1 fails to catch a whole class of programs which might have runtime type errors.

## ALGOL 68

The treatment of data structures and pointers in ALGOL 68 is linked to an intricate system of types and typechecking. AlGOL 68 is a difficult language to learn and understand; the defining documentation [VWij 69; VWij 73] presents an intimidating formalism to the uninitiated. However, there are works (e.g. [Lind 71]) which are immensely helpful.

Types in ALGOL 68 are called modes. The modes of relevance to ue are the mode int (integer values) and the modes built from the mode-constructors struct and sef (structured and reference values, respectively). We describe a correspondence which assigns ML-4 types to ALGOL 68 modes:
（1）To the ALGOL 68 mode int we assign the ML－4 type int．
（2）If $M_{1} \ldots \ldots M_{k}$ are modes and $S_{1} \ldots S_{k}$ are tags （the equivalent of（selector）点），then to the mode struct $\left(M_{1} S_{1} \ldots M_{k^{\prime}} S_{H E}\right.$ ）we assign the ML－4 type $\left[T_{1} S_{1} ; \ldots ; T_{k} S_{k}\right.$ ］，where the $T_{i}$ are the ML－4 types corresponding to the $M_{i}$ ．
（3）If $M$ is a mode then to the mode ref $M$ we assign the type［T ptr］，where $T$ is the Mi－4 type corres－ ponding to $M$ ．

Mode－declarations in ALGOL 68 are just like type definitions in ML－4；for example the mode－declaration mode pair $=$ struct（int $a$ ，int $b$ ）is equivalent to the ML－4〈defn〉 pair $=$［int $a ;$ int b］．

A declaration in ALGOL 68，besides associating an iden－ tifier with a mode and imposing type restrictions on the rest of the program，has a two－fold runtime effect．Con－ sider a declaration of form $M X=E$ ，for instance int $x=3$ ， where $M$ is a mode，$X$ an identifier，and $E$ an expression yielding a value of mode M．This declaration first binds $X$ to a newly－allocated cell．Second，it places the mode M value yielded by $E$ into this cell．What is peculiar about ALGOL 68 declarations is that this value can never be changed．It may，however，be a reference value（i．e．the mode $M$ is ref $N$ for some other mode $N$ ）：in this case it refers to（points to）a cell holding values of mode N．This
latter cell (and not the former cell) can be updated by the assignment operation in ALGOL 68. Thus the meaning of assignment in ALOOL 68 differs from andignent in the other languages we have discussed. wote thet $\tan$ ldentifier whose declared mode is not a refenenae mode sarver esentially as a constant. An identifier of mode fef $N$ in ALGOL 68 plays the same role as variable of type in another programing language.

The specific definition of ALGOL 68 assignment is as follows: let $E$ be an expression yielaing a value of mode $M$ ( $M$ can be arbitrary) and $D$ an expreasion of mode ref $M$. The value of $D$ is a reference to a cell which can hold values of mode $M$. Then $D:=E$ is a valid assignment and specifies that the mode-M value of $E$ is to be stored in the mode-M cell referred to by (the value of) $D$.

A particular kind of ALGOL 68 exprestion, known as a local generator, specifies allocation of a new cell when it is evaluated. If $M$ is a mode, then evaluation of the local generator loc $M$ causes a new cell (which can only hold values of mode $M$ ) to be allocated. The value yielded by $10 \mathrm{c} M$ is a reference to this now cell and therefore belongs to the mode ref $M$.

To obtain a variable in ALGOL 68 which will take on values of a mode $M$, we must declare an identifier $X$ of mode ref $M$ so that assignment can change the mode-M values. This may be accomplished by means of an ALGOL 68 declaration of form $M X$, which is really an abbreviation for the declaration ref $M X=$ lock $M$. Consider, for example, the ALGOL 68 declaration int $x$ (equivalent to the declaration ref int $x=10 c$ int), whose effect is depicted in figure 4.3-9. The identifier $x$, which is declared here to be of mode ref int, is
 bound to the upper cell; the lower cell is allocated (by evaluating loci int in ALGOL 68, and by evaluating the〈cell expr〉 nil in the <construction> refint[nil] in ML-4) ; and the upper cell receives as (permanent) value a pointer to the lower cell. Subsequent execution of the ALGOL 68 assignment $x:=3$ would place the value 3 in the lower cell; therefore its ML-4 equivalent is the (assignment) phr of $x+3$. The static typechecking rules for ALGOL 68
insure that any assignment attempting to place a non-integer value in the lower cell is detected and Indicated to be invalid.

There is one aspect of the ALGOL 68 type system which is more lenient than the ML-4 system. Unlike PL/1, no type errors can arise from this loosening. Consider the assignment $y:=x$, where both identifiers $x$ and $y$ have been declared to be of mode ref int. This assigmment specifies the updating of the mode int cell pointed to by $y$. But the right-hand side, which must then supply an integer vadue, is of mode ref int; according to $M-4$ rules, the assignment is to be rejected by the translator as invalid. However, ALGOL 68 recognizes that the ref int value of $\times$ pointe to an int value, so all that needs to be dona to obtain the required integer value is follow the pointer $x$. This process is called derefarencing. In general, the procedure for obtaining a value of a desired mode from a value of some other mode is known as coercion or converaton. Thus, in the ALGOL 68 type system, if the left-hand side of an assignment is of mode ref $M$, then the assignment is valid provided the right-hand side is of mode $M$ or can be coerced to yield a mode $M$ value. In our case, the procedure which translates
from ALGOL 68 into ML-4 must recognize that dereferencing is called for, mark the assignment $y:=x$ as legal and generate ML-4 code which takes the coercion into account. of the three assignments in the example shown in fig. 4.3-10, coercion takes place only in the second one (where $y$ is dereferenced). The $y$ on the right-hand-side trere is translated into the ML-4 (expression) ptr of y. yielding a valid ML-4 〈assignment〉.

Note that the mode of $x$ is int, and the mode of $y$ and $z$ is ref int.

The concept of
structured values in
ALGOL 68 is essen-
tially the same con-
cept when taken by
itself as in ML-1 and
ML-2 (as well as PL/1

and QUEST). Sharing
arises only through the use of reference modes; assignment of structured values is done by componentwise copying. Figure 4.3-1l gives an example. The mode of 2 is pair the mode of
$x$ is ref pair. The expression $(5,6)$ in the declaration for $z$ is called a structure display and simply gives values for the components of $z$.

| ALGOL 681 |  |
| :---: | :---: |
| ```mpde pair = struct (int a,b); pair z = (5,6); gaix x; x := z;``` |  |
| ML-4 |  |
| ```pair = [int a; int b]; refpair = [pair ptr]: pair z; refpair cr z+ pair[5;6]: x &refpair[paix[nil;nil]]; a of ptr of }x+a\mathrm{ of z; b Of ptr of x cob of z``` |  |
| Fig. 4.3-11. Structure assi in ALGOL 68. | nt |

The selection of components from a atructure in ALGOL 68 is syntactically identical to ML-4. In fig. 4.3-11, the selection $b$ of $z$, which refers to the $b$-component cell of $z$, is of mode int. There is a major complication concerning selection in ALGOL 68. We can legally form the selection $b$ of $x$, where $x$ is of reference-to-structure mode. The mode of the selection $b$ of $x$ is ref int, not int even though the b-component cell for the structure pointed to by $x$ in figure 4.3-11 is of mode int. We say in this case that the
pointer is distributed over the components (in ALGOL 68 terminology, $x$ is "endowed with subnames"). Thus, for example, the assignment $b$ of $x:=a$ of 2 is legal; in the ALGOL 68 program of fig. $4.3-11$ it would place the value 5 into the b-component cell of the structure pointed to by $x$.

Unfortunately, the "obvious" tranelation into ML-4
fails. The ML-4 type refint, defined as [int ptr], corresponds to the mode sef int, but in fig. 4.3-11 there is no cell of this type to associate to the (destination) that corresponds to the ALGOL 68 selection bpf $x$. Thus, in translating from ALCOL 68 into MM-4, such cella must be added to the picture (these cells will hold pointers to the individual components of the structure referred to by $x$. . The corrected translation mechanism is shown in fig. 4.3-12;

for each reference-to-structure identifier $x$ we add to the local structure a reserved identifier $x \$ s u b$ to hold the subnames (distributed component pointers). By looking at the local structure pictured in fig. 4.3-12, we see that there are two ways to access component cells of the structure pointed to by $x$ : through $x$ (whth (destination) $b$ of ptr of $x$ ) as when updating the structure itself by componentwise copying; or through x\$mb folth (destination) ptr of $b$ of $x \$$ sub) as when explicitty selecting from $x$ using subnames. Note that our translation contornis to the stipulations set by the ML-4 static typuchadking mystem.

We give a final ALGOL 68 example, illustrating a recursive structured mode. The example is shown in figure 4.3-13. box is a structured mode, recursively defined, and $a$ and $b$ are of mode ref box. Note that the mode of the selection $n$ of a is ref ref box. The only coercion in the program occurs in the last assignment, where a is dereferenced. A recursive mode definition asch, as mode badbox $=$ struct(int $v$, badbox $n$ ) would be illegal; the "ref" inside the definition of the mode box la necesgary since there is no implicit nil in Aucol $6 B^{\circ}$ modes as there is with ML-4.

Thus we see that even with a language as complex as ALGOL 68, we can use ML-4 to make clear its approaches to the semantics of data structures.

| GOL | 9 |
| :---: | :---: |
| ```mode box = struct(int v, ref box n) box a,b; v of a := 8; n of a := b; b := a;``` |  |
| ML-4 |  |
| ```box = [int v; refbox n]; refbox = [box ptr]; subbox = [refint v; refrefbox n]; refint = [int ptr]; refrefbox = [refbox ptr]; refbox a,b; Subbox a$sub,b$sub; a &refbox[box[nil;nil]]; b & refbox[box[nil;nil]]; assub + subbox[refint[share v of ptr of a]; refrefbox[share n of ptr of a]]; b$sub & subbox[refint[share v of ptr of b]; refrefbox[share n of ptr of b]l;``` |  |
| ptr of $v$ of $a \$ s u b \leftarrow 8 ;$ptr of $n$ of $a \$ s u b \leftarrow b ;$$v$ of ptr of $b \leftarrow v$ of ptr of $a ;$$n$ of ptr of $b \leftarrow n$ of ptr of $a$ |  |

## Completeness

In this chapter, we defined the mini-language ML-4 and used it to model data structuring facilities of the languages ALGOL $W$, PL/l, and ALGOL 68. As in the last chapter,
we close with a few remarks on the completeness of our coverage of the approaches to data structures found in these three languages.

With ALGOL W, as with SNOBOL4 in the previous chapter, we covered nearly all the data structuring facilities thoroughly. With the exception of arrays. We comment on arrays and some their special issues in Chapter 5 .

For PL/L and ALGOL 68, our treatment is far from complete. This is to be expected because of the heer bulk and complexity of these two languagés. There are numerour features dealing with data meructures vatiol wa have not described. Yet we clain that those featurey which we did describe in PL/1 and ALGOL 68 constltute the "heart" of their data structuring facilities; thus our description of these features should make clear the underlying eamantic approaches to data structures in these languagese as well.

## Chapter 5

## CONCLUSIONS AND EXTENSIONS

### 5.1. What We Have Done

There are a large number of programming languages which work with data structures. Because of the variety of approaches found in these languages, many subtle but important semantic distinctions crop up. With most languages, the semantics (including in particular the semantics for the data structuring facilities) are described informally in English. We consider such descriptive methods inadequate for our goals, since in many cases they fail to make clear some of the important semantic principles such as sharing. As we have seen, a misunderstanding of the interaction between notions such as assignment and sharing can lead the programmer into erroneous conclusions about the effects of programs.

We have therefore developed in this thesis a methodology for describing the semantics of data structures in programming languages. In order to precisely describe mechanisms found in programing languages which handle data structures, we made use of the base language model, which is
an interpretive model for formal semantics. The base language model is essentially a mathemtlal formalism for modeling the changing states of a computing system on which various computations are performed. A mathematical treatment of the base language model is found in the Appendix; our approach emphasized the use of the base language as a programing tool imilar to many conventional assembler languages. A major advantage of the baee language model over other formal semantic models is that $1 t$ manipulates data objecta of a sufficiently general nature that we can make direct use of its data representations in our work without need for special encoding mechanisms.

The main portion of this thesis was concerned with the presentation and use of a series of mini-languages. With these mini-languages, we isolated the relevant conceptual abstractions such as assignment, value, construction, selection, sharing and typechecking. The mini-languages provided a "Kigh-level" deseriptive vehicle whien made it sinpler and more convenient to talk about sementic issues relating to data structures.

The basic structure of our methodology was to first make clear the semantics of our mini-languages by specifying
their translation into the base language. Once this was done, we no longer needed to think in terms of the primitive operations of the base language. We were then able to describe the semantics of data structuring features in some programming language by simply using the appropriate minilanguage to describe how the relevant mechanisms worked.

In treating the data structuring semantics of several programming languages, we gave mini-language code into which constructs of these languages are translated. Determination of this mini-language code presents difficulties when the semantics of the source language is incompletely or ambiguously specified, reflecting the inadequacy of the descriptive methods in use. Of course, once we have obtained a consistent translation into the right mini-language, we have an unambiguous semantic specification of the relevant constructs.

Using the techniques we developed, we described the data structuring semantics of a number of representative programming languages. With the simpler languages, we were able to give a nearly complete treatment of the data structuring facilities. As to the more complex languages, we were able to cover most of the fundamental approaches to
data structures without getting caught up in the intricacies of features of relatively little semantic relevance to the issues we are concerned with. In the next section, we talk about some of the areas that were left uncovered.

### 5.2. Further Work

There are a number of emantic areas that we have not treated. In order to cover theee areas, would need to develop new mini-languages with adattional mechanisms. In this section, we give brief mention to two euch areas and what kinde of new mechanisms are required to treat them.

The first uncovered area is unions. With the type system of ML-4, every cell is constrained to hold values of only one type. In many programming languages, this restriction is weakened somewhat by defining union types. If type $t$ is the union of types $t 1$ and $t 2$, then a cell of type $t$ can hold values of type th as wall at values of type t2. For example, suppone we declare $z$ to be of type $t$ in some language that adaits union types, and suppeevethat the expressions 1 and e2 yield values of typea $t 1$ and $t 2$, respectively. Then both the assignments $z:=e l$ and $z:=2$ would be legal. Thif capability is not within the reach of the
type mechanisms we developed for ML-4. Suppose we declare x to be of type tl. Then the assignment $x:=z$ can be executed without type error precisely when the value of $z$ is of type $t 1$ rather than of type t2. $S \sigma$ in order to add to our mini-languages a capability to haride untorts, some kina of additlonal runtime type testing medhanisif must be introduced into the design of the langaage.

The second uncovered area is arrays. The type system of ML-4 is simply not equipped to deal with arrays whose subscript bounds are flexible. The type of such an array would contain structures having differing numbers of components. A structured type in ML-4 requires a set of selectors which is known to the translator and cannot change. Even with unions, we are no better off. For instance, the type consisting of all PAL tuples could not even be expressed as a finite union of ML-4 types, since a tuple can have any one of an infinite number of selector sets $(\{1\},\{1,2\}$, $\{1,2,3\}, \ldots,\{1,2, \ldots, n\}, \ldots)$.

There are many other complicated issues concerning arrays, such as different array type concepts, changeability of bounds, and assignments between fixed and flexible arrays. All of these issues introduce new complexity
into the language, requiring the development of more techniques.

To sum up, our methodalagy far describing data structures has special advantages from each of its two portions. The use of the base language model provides for a precise, formal characterization of the semantic rules of the languages under study, while our mini-languages provide the convenience of high-level descriptions of the actions being modeled. In order to describe any programing language feature, all that needs to be done is construct an appropriate mini-language which handles only the concepts directly relating to that feature. The syntax and semantics of such a mini-language are naturally easy to work with and understand. By specifying translations from source languages into the mini-language and from the mini-language into the base language, we gain a precise but conceptually clear characterization of the semantics of the features we wish to study.
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## Appendix

A MORE FORMAL TREATMENT OF BL

## A.1. Interpester Btintes

An interpreter wate ambodien the information present at a given time in the computer ayftem we axes modeling. In this section we describe in detail the structure of BLgraphs representing interpretar atatean in the base language model. The treatment here differ somawhat from [Denn 71] and [Amer 72], but is essentially equivalent. In the next section we formalize mi-graphs and the Bi inmtruotions.

We assume that the reader is familiar with the concept of process as a locus of control. A process is represented in an interpreter state by a BL-object which we call a site of activity, or SOA. The BL-graph for an interpreter state is essentially a collection of SOA's. The root nodes of such a BL-graph are the root nodes of its SOA's. Thus an interpreter state is represented by a BL-graph whose skeletal
form is shown in fig. A.1-1.

We now describe the struc-

| Sonth | SOA |
| :---: | :---: |
| Fig. A.l-1. | Skeletal |
| structure of BL-graph |  |
| for interpreter state |  |

ture of the individual SOA's of
an interpreter state. A SOA is a BL-object with four components:
(1) The ep-component is a local structure, a BL-object representing the environment in which the SOA's computation takes place. (The name "ep" is an abbreviation for environment pointer.) Components of a local structure represent variables and temporaries used by the computation. Nearly all the $B L$ instructions executed as part of the computation affect its local structure. We allow for the possibility of different $S O A ' s$ sharing the same local structure, but usually the local structures of the different SOA's are distinct.

One distinguished SOA has as its ep-component a BLobject known as the universe. The universe represents the system-resident information present in the computer when no computations are in progress. Generally speaking, this information is independent of which computations are currently active or how far individual computations have progressed. This special SOA stands, so to speak, at the head of the system call chain, so that every process can trace its ancestry back to it. Access to the data in the universe is passed from caller to callee, so whatever access a partic-
ular SOA has to the universe is determined by the call chain leading back to the one distinguished SOA.

Two kinds of objects are found as components in the universe: data structures and procedure structures. Each kind of object can have objects of either kind as components. A data structure in the model can be any arbitrary BL-object; a procedure structure is a special kind of $\mathrm{BL}-$ object representing a procedure expressed in the base language. A BL instruction is easily represented as a BLobject: for example, the instruction const $3, x$ is depicted in figure A.1-2. The components with selectors 1,2,... of a procedure structure are simply representations of its instructions in order. A procedure structure may also have components which are procedure structures for nest-
 ed procedures. Figure A.1-3 illus-
trates a skeleton procedure structure for a procedure p with one procedure $f$ nested inside.
(2) The ip-component of a SOA gives the instruction currently being executed by the son's computation, as well as the procedure containing this instruction ("ip" stands
for instruction pointer). The ip-component is a twocomponent structure, whose proc-component gives the current procedure structure from which instructions are being executed, and whose instr-component gives the number of the instruction currently being executed in this procedure (fig. A.1-4). Thus the instruction currently
 being executed within a. SOA $\underline{s}$ is given by the dotted pathname ip.proc.*(ip.inst), taken relative to the root node of $s$.
(3) The stat-component of a SOA, which gives its status, is an elementary object with the value 1 when the SOA is active (i.e. currently processing instructions), 0 if the SOA is dormant.

(4) The ret-component of a

SOA s shares with the SOA that invoked (created) s. When s executes a return instruction, the $S O A$ given by the retcomponent of $s$ is activated; the current SOA is put to sleep.

With the structure of an interpreter tate given above, we can proceed to the next section, which describes how the BL instructions transform interpreter states.

## A.2. BL-Gxaphs and BL Instruction

We give a formal mathematical definition of BL-graphs. Suppose the sets ELEM (elementary objects), SEL (selectors) and NoDES (nodes) are given. For our purposes, ELEM shall consift of integers, truth values, real numbers and stringe; SEL shall consiet of integers and atringe; and modes shall be an arbitrary countably infinite set. strings are taken ovar ome suttable alphabet wich includes the alphanumeric charactere together with some epecfal ehmricters. A BL-griph over these three setil in a 4-tpple $g=(U, R, A, V)$ in which:

$$
\begin{aligned}
& 0 \text { (nedes in use) is a finite cribete of xobes; } \\
& \mathrm{R} \text { (root nodes) } \in \mathbb{1} \text {, } \\
& \mathrm{A} 1 \text { (heran) } \in \mathrm{U} \times \mathrm{sm} \times \mathrm{v}_{\mathrm{i}} \\
& v \text { (witustions) } \subset \text { © ERE. }
\end{aligned}
$$

We interpret $(\alpha, \sigma, \beta) \in A$ to menferket Ia dirveted arc with selector $\sigma$ leading troin noe $Q$ to node $p$;


(I) If $\alpha \in U, \sigma \in S E L$, then there is at most one $\beta \in U$ for which $(\alpha, \sigma, \beta) \in A$.
(2) If $\alpha \in U$, then there is at most one $\delta \in E L E M$ for which $(\alpha, \delta) \in V$.
(3) $\mathrm{pr}_{1}(\mathrm{~A}) \cap \mathrm{pr}_{1}(\mathrm{~V})=\varnothing$, where $\mathrm{pr}_{1}$ is the firstcomponent projection mapping. Equivalently, $\forall \alpha \in U: \sim[\square \delta \in E L E M:((\alpha, \delta) \in V)$ $\& \mathbb{H}(\sigma, \beta) \in \operatorname{SEL} \times \mathrm{U}:(\alpha, \sigma, \beta) \in \mathrm{A}]$.
(4) $D^{*}(R)=U$, where $D^{*}$ is the reflexive transitive closure of the immediate-descendant mapping $D: 2^{U} \rightarrow 2^{U}$ defined by $D(S)=\{\beta \in U: \notin \alpha \in S, \sigma \in \operatorname{SEL}$ s.t. $(\alpha, \sigma, \beta) \in A\}$.

Property (1) insures unique selection, i.e. that the selectors on the arcs emerging from a node are distinct. Property (2) asserts that no node may have more than one elementary value. Property (3) says that no node may have both components and an elementary value, i.e. that elementary values can be attached only to leaf nodes. Property (4) states that every node of a BL-graph is accessible along some directed path of arcs starting with a root node.

We now give a formalism for defining transformations on BL-graphs. The formalism is based on [Denn 74]; it makes use of a set ID of identifiers and a mapping $v: I D U$ ELEM $U$ NODES $\rightarrow$ ELEM $\cup$ NODES which assigns values
to identifiers and acts as the identity function on elementary values and nodes. A basic trmpformation maps a $B L-g r a p h g=(U, R, A, V)$ into a new graph $g^{\prime}=\left(U V^{\prime} R^{\prime}, A^{\prime}, V^{\prime}\right)$ and updates the valuetion mapping $v$ into a new mapping $v$ '. The notation $v[\alpha / x]$ means $\lambda y,(y=x \rightarrow \alpha$, true $\rightarrow v(y))$, i.e. a mapping equivalent to $v$ escept that it maps $x$ into $\alpha$.

The following basic transformations end auxiliary
functions are defined for arbitrary BL-graphs:
 Where $\alpha=v(a), \delta=v(d)]$

$$
V^{\prime}=V \cup\{(\alpha, \delta)\}, U=V, R^{\prime}=R, A^{\prime}=A_{0}, V^{\prime}=V
$$

Deleteelenfa, $d$ : (aerined provided $\alpha \in \cup, 8 \in E L E M$ and $(\alpha, \delta) \in v$, where $a=v(a), \delta=v(d)]$

$$
V^{\prime}=V-\{(\alpha, \delta)\}, U^{\prime}=U, R^{\prime}=R, A^{\prime}=A, V^{\prime}=V
$$

AddArc ( $\mathrm{a}, \mathrm{s}, \mathrm{b}$ ): [defined provided $\alpha, \beta \in \mathrm{U}, \sigma \in \operatorname{SEL}$, where $\alpha=v(a), \sigma=v(a), \beta=v(b)]$

$$
A^{\prime}=A U\{(\alpha, \sigma, \beta)\}, U^{\prime}=U, R^{\prime}=R, V^{\prime}=V, V^{\prime}=V
$$

DeleteArc $(a, s, b): \quad$ defined provided $\alpha, \beta \in U, \sigma \in S E L$ and ( $\alpha, \sigma, \beta$ ) $\in A$, Ande $\alpha=v(A), \sigma=v(B)$, $\beta=v(b)]$

$$
A^{\prime}=A-\{(\alpha, \sigma, \beta)\}, U^{\prime}=U, R^{\prime}=R, V^{\prime}=V, V^{\prime}=v .
$$

Deletecompe ( $a$ ): [desined provided $\alpha \in U$, Where $a=v(a)$ ]

$$
\begin{aligned}
& v^{\prime}=v, v^{\prime}=v .
\end{aligned}
$$

## Prune:

$$
\begin{aligned}
& U^{\prime}=D^{*}(R), R^{\prime}=R \cap U^{\prime}, A^{\prime}=A \cap\left(U^{\prime} \times S E L \times U^{\prime}\right) \\
& V^{\prime}=V \cap\left(U^{\prime} \quad \times \text { ELEM }\right), V^{\prime}=V^{\prime}
\end{aligned}
$$

HasComp $(a, s):$ [defined provided $\alpha \in U, \sigma \in S E L$, where $\alpha=v(a), \sigma=v(s)]$
if $\mathcal{B} \in U: \quad(\alpha, \sigma, \beta) \in A$ then true else false.
Comp $(\mathrm{a}, \mathrm{s}) \rightarrow \mathrm{b}: \quad$ (defined providad $\alpha \in \mathrm{U}_{\boldsymbol{v}} \boldsymbol{\sigma} \in S E L$ and Hascomp ( $a, s$ ) $=$ true i.e. 壮 $\in U:(\alpha, \sigma, \beta) \in A$, where $\alpha=v(a), \sigma=v(s)]$
let $\beta \in U$ such that $(\alpha, \sigma, \beta) \in A$;

$$
v^{\prime}=v[B / b], U^{\prime}=U, R^{\prime}=R, A^{\prime}=A, V^{\prime}=V
$$

HasElem(a): [defined provided $\alpha \in U$, where $a * v(a)]$


Elem $(a) \rightarrow d: \quad[d e f i n e d$ provided $\alpha \in U$ and HasElem $(a)=$ true i.e. If E ELEM: $(\alpha, 6) \in \nabla$, Whare $\alpha=v(a)]$
let $\delta \in$ ELEM such that $(\alpha, 0) \in v_{p}, \cos ^{2}$

$$
v^{\prime}=v[\delta / d], U^{\prime}=U, R^{\prime}=R, N^{\prime}=N_{,} N^{\prime}=V,
$$

## NewNode $\rightarrow$ a:

let $\alpha \in$ NODES - U;

$$
V^{\prime}=\dot{v}[\alpha / a], U^{\prime}=U U\{\alpha\}, R^{\prime}=R, A^{\prime}=A, V^{\prime}=V
$$

Makeroot (a): [defined provided $\alpha \in U-R$, where $\alpha=v(a)]$ $R^{\prime}=R U\{\alpha\}, U^{\prime}=U, A^{\prime}=A, V^{\prime}=V, V^{\prime}=V$.

RemoveRoot(a): [defined provided $a \in R \subseteq U$, where $\alpha=v(a)$ ] $U^{\prime}=U-\{\alpha\}, R^{\prime}=R-\{\alpha\}, A^{\prime}=A, V^{\prime}=V, V^{\prime}=v$.

The following transformations are composites of basic transformations:

## $\operatorname{NewComp}(a, s) \rightarrow b:$

$$
\begin{array}{ll}
\text { NewNode } \rightarrow b ; & \text { [n.b. the semicolon indicates com- } \\
\text { AddArc }(a, s, b) . & \text { position of traneformations, with } \\
& \text { application in the order shown] }
\end{array}
$$

## DeleteComp (a,s):



Makempty $(a, s)+b:$

```
if Ha=Comp(a, #)
    then {coup(a, E) }->\textrm{b
```

            if Hasslem (b)
            Clenan \{Elem (b) \(+d t\)
                    Deletericm \((b, a)\) \}
            else \{DeleteContos (b);
            Prune \} \}
    else NewComp \((a, s) \rightarrow b\).
    We now have the machinery to describe the action of the $B L$ interpreter. The basic action is to pldk a root node, which will be some SOA, then to execute the next instruction (given by the ip-component of the SOA) with respect to the current local structure (given by the op-component of this SOA). Figure A.2-1 iliustrates the skeletal st tucture of a sample SOA. In the procedure we will give to define the action of the interpreter, special names are usth to des-
ignate nodes in the current SOA. These names appear as labels for the nodes in fig. A.2-1.


Before giving a procedure which specifies the action of the BL interpreter, we define several auxiliary transformations. These use the special names shown in fig. A.2-1.

## PickActiveRoot $\rightarrow$ Root:

let $\alpha \in R$ such that $]_{\beta} \in U:(\alpha, ' s t a t ' \beta) \in A \&(\beta, 1) \in V$; $v^{\prime}=v[\alpha /$ root $], U^{\prime}=U, R^{\prime}=R, A^{\prime}=A, V^{\prime}=V$.

Succ $\rightarrow$ next:
$\nu^{\prime}=v[x+1 /$ next $], U^{\prime}=U, R^{\prime}=R, A^{\prime}=A, V^{\prime}=V$,
where $x=v(k)$.

## GetNextInstr:

DeleteElem(inum,k);
AddElem (inum, next) .
Jump (i) $\rightarrow$ next: [defined for $\imath \in\{0,1,2, \ldots\} \in \operatorname{ELEM}$, where $2=v(i)]$
$V^{\prime}=v[z /$ next $], U^{\prime}=U, R^{\prime}=R, A^{\prime}=A, V^{\prime}=V$.
Empty(a): [defined for $\alpha \in U$, where $\alpha=v(a)]$
if HasElem (a)
then false
else if $\mathbb{U} \in \operatorname{SEL}, \beta \in U:(\alpha, \sigma, \beta) \in A$
then false
else true.

The action of the BL interpreter ia specified by the repetitive application of the transformation given by the following procedure:


Finally, we define the operation of all the BL instructions by giving the transformation ExecuteBLInstruction. ExecuteBLInstruction (inst): Comp(inst, 0$) \rightarrow$ operation;
case operation of $/ *$ choose the action that matches the operation code of the instruction */
'create':
Comp (inst, 1 ) $\rightarrow$; ; /* create $x$ */
DeleteComp(cls,x);
NewComp (cls, x ) $\rightarrow$ a.
'clear':
Comp (inst, 1 ) $\rightarrow x$;
1* clear $x$
*/
MakeEmpty (cls,x) $\rightarrow$ a.
'delete':
Comp(inst, 1 ) $\rightarrow \mathrm{x}$;
if $\neg$ Hascomp (inst, 2)
then Deletecomp (cls,x) /* delete x */
else \{Comp(inst,2) $\rightarrow \mathrm{m}$; /* delete $x, m$ */
if HasComp (cls,x)
then $\{\operatorname{Comp}(c l s, x) \rightarrow a ;$
DeleteComp (a,m)\} \}.
'const':
Comp(inst, l) $\rightarrow \mathrm{v}$;
Comp(inst,2) $\rightarrow \mathrm{x}$; $\quad / *$ const $v, x \quad * /$
MakeEmpty (cls,x) $\rightarrow$ a;
AddElem ( $a, v$ ).
'add':
Comp(inst,l) $\rightarrow x$;
Comp(inst,2) $\rightarrow \mathrm{y}$;

```
    Comp(inst, 3) }->z;z; /* add x,y,z *
    Comp(cls,x) }->\mathrm{ a; Comp(cls,y) }->\textrm{b}
    Elem(a) ->d; Elem(b)}->\mathrm{ ( ; 
    MakeEmpty(cls,z) }->\textrm{c
    Acdylem(c.v(d)+v(e)).
        /* other arithmetic instructions are similar */
    'link':
    Comp(inst, 1) }->\mathrm{ x;
    Comp(inst, 2) }->\textrm{m}
```



```
    Comp(cle,x) }+\textrm{a}; Comp(cls,y) & b
    if HasElem(a)
        then {Elem(a) -> d; Deletemlem(a,d)}
        else DeleteComp(a,n);
    Adante(a,n,b) .
'select's
    Comp(inst, 1) }->\textrm{x}\mathrm{ ;
    Comp(inst, 2) }->\textrm{n}
    Comp(in*t,3) & y; /* select x,n,y */
    Comp(c1s,x) ->a;
    if -HasCOmp(a,n)
        then (If HasElem(a)
            then {Elem(a) }->d
                        Deleterlem(a,d)};
            NewComp (a,n) }->\textrm{b}
        else Comp (a,n) }->\mathrm{ b.
'apply':
    Comp(1nst, 1) -> p;
```

```
    Comp(inst,2) -> x; */* apply p,x */
    Comp(cls,p) -> proc; Comp(cls,x) -> arg;
    Comp(proc,'$text') > t;
    NewNode }->\mathrm{ newsoa;
    NewComp(newsoa,'ep') }->\mathrm{ newcls;
    AddArc (newcls,'$par',arg);
    NewComp(newsoa,'ip') }->\mathrm{ newip;
    AddArc (newip,'proc',t);
    NewComp(newip,'inst') }->\mathrm{ newinum;
    AddElem(newinum, 1);
    NewComp(newsoa,'stat') }->\mathrm{ newstat;
    AddElem(newstat,1);
    AddArc(newsoa,'ret',root);
    MakeRoot(newsoa);
    Comp(root,'stat') }->\mathrm{ stat;
    DeleteElem(stat,1); AddElem(stat,0).
'return':
    Comp(root,'ret') -> oldsoa;
    Comp(oldsoa,'stat') }->\mathrm{ oldstat;
    DeleteElem(oldstat,0); Addslem(oldstat,1);
    RemoveRoot(root); Prune.
'move';
    Comp(inst,1) -> f;
    Comp(inst,2) }->\mathrm{ x; /* move f,x */
    Comp(proced,f) -> a;
    DeleteComp(cls,x); AddArc(cls,x,a).
'goto':
Comp(inst,l) }-> \ell; /* goto l *
Jump(\ell) -> next.
```

```
'elem?':
    Comp(inst,1) ->.x;
    Comp(inst;2) }->\ell\mathrm{ (;
    Comp(cls,x) ->a;
    if ~HasElem(a)
        then Jump(l) + next.
'empty?':
    Comp(inst, l) }->\textrm{x}\mathrm{ ;
    Comp(inst,2) }->l
    Comp(cls,x) ->a;
    if -mupty(a)
    then Jump ( l) > next.
'nonempty?':
    Comp(Inst, 1) }->\mp@subsup{x}{;}{
    Comp(inst,2) + , i
    /* momarnaxiz x,l */
    Comp (cls,x) +a;
    if Empty(a)
    then Jump ( l) & next.
'eq?':
    Comp(inst,1) }->\mathrm{ ( x;
    Comp(inst,2) }->\textrm{Y}
    Comp(inst,3) }->\mathrm{ &;
    /* eqx x,y,l
        */
    Elem(x) -> A; Elem(y) ->e;
    if}v(d)\not=v(e
        then Jump(l) }->\mathrm{ next.
'has?':
    Comp (inet,1) }->\textrm{x}\mathrm{ ;
    Comp(Inet,2) }->\textrm{m}
```

Comp(inst, 3) $\rightarrow \ell$;
/* has? x,m,l */
if THasComp ( $\mathrm{x}, \mathrm{m}$ )
then $J u m p(\ell) \rightarrow$ next.
'same?':

```
Comp(inst,l) }->\textrm{x}\mathrm{ ;
```

Comp(inst, 2) $\rightarrow y$;
Comp (inst.3) $\rightarrow$ li $\quad$ ttsame? $x, y, \ell \quad * /$
if $v(x) \neq v(y)$
then Jump $(t) \rightarrow$ next.
/* other comparison instructions are similar */
' getc':

$\operatorname{Comp}(c l s, x) \rightarrow a ;$ MakeEmpty $(c l s, i) \rightarrow b ;$
if HasUnmarkedComps (a)

Mark (a,s);
AddElem $(\mathrm{b}, \mathrm{s})$ )
else \{UnmarfCompsof(a);
Jump $(\ell) \rightarrow$ next $\}$.
endcase

This completes the definition of the transformation Executeblinstruction. The getc instruction, however, requires some special additional mechanisms, which we now show.

HasUnmarkedComps (a): [defined provided $\alpha \in U$, where $\alpha=v(a)$ ] if $\mathbb{H} \sigma \in S E L:(\alpha, \sigma, \beta) \in A$ for goma $\beta \in U$ and $\sigma \notin$ MARKSET $(\alpha)$
then true else false.
Getunmarikedcomp $(a) \rightarrow s$ : [defined provided $\alpha \in U$ and HasUnmarkedcomps $(a)=$ true, where $\alpha=v(a)]$
let $\sigma \in S E L$ be as in the HasUnmarkedComps predicate;

$$
v^{\prime}=v[\sigma / s] .
$$

Mark( $a, s$ ): [defined provided $\alpha \in U$ and $\sigma \in S E T$, where $\alpha=v(a), \sigma=v(s)]$

MARKSET $(\alpha)+\operatorname{MARKSET}(\alpha) \cup\{\sigma\}$.
UnmarkCompof(a): [defined provided $\alpha \in U$, where $\alpha=v(a)$ ] MARTSSTHP ( $\alpha$ ) - $\dagger$.

We observe that each node $\alpha \in U$ has a set MARKSET ( $\alpha$ ) associated with it. All such marksete are initially empty.

There is one final remark to be made. Although our definitions of the BL instructions contain many composite transformations, the interpreter is to regard the effect of a BL instruction as an indivisible unit.

