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Introduction

Advanced Communication Function for VTAM (ACF/VTAM) is a product
in the line of Virtual Telecommunications Access Methods (VTAM)
designed along SNA guidelines. This mini-course describes the major
components of an ACF/VTAM system with emphasis on the definitions and
terminology of a data communications system, and presents an overview of
basic ACF/VTAM installation coding requirements.

Physical Components

Host Processor

The major physical components of an ACF/VTAM system are the host
processor and any combination of local terminals, communications
controllers, and communications lines. These and other physical
components necessary for data communications in an ACF/VTAM
environment are described in the subsections that follow.

The host processor in which ACF/VTAM resides is any IBM System/370,
30xx, or 4300 Processor which supports one of four IBM operating systems:

® MVS/System Product Version 1 (with JES2 or JES3) for System/370

® MVS/System Product Version 2 (with JES2 or JES3) for Extended
Architecture (XA) processors

® Virtual Storage Extended/System Package Version 2 Release 1
Modification Levels 3 or 4

® Virtual Machine/System Product Release 4 (with or without the High
Performance Option, HPO).

Earlier ACF/VTAM support varied by product version and release levels.
For example, the Operating System/Virtual Storage 1 (OS/VS1) is supported
through ACF/VTAM Version 2 Release 1. ACF/VTAM Version 3 for
VM/SP is the first version which gives native SNA support to VM systems.
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Important: Abbreviations for these products will be used throughout the
Text and Personal Reference Guide as follows:

® VTAM for ACF/VTAM
® MVS for both MVS/SP products unless specified
® VM for VM/SP.

When no reference is made to a specific operating system, the text applies
to all of the operating systems.

A host processor in an SNA network is defined as a processing unit that
contains a system services control point (SSCP). The SSCP in VTAM
manages the configuration, provides network operator services and network
end user session services. The term VTAM host is used to designate a
single VTAM that manages all of the resources defined to it. The collective
group of a VTAM host and its resources is called a VTAM domain.

A VTAM host is capable of communicating with another or several VTAM
hosts. When a configuration consists of multiple hosts there are multiple
domains. A common term for this environment is multidomain, or
multisystem network, or simply network.

Version 2 Release 2 of VTAM for MVS, along with ACF/NCP Version 3,
introduced the capability for two or more independent networks to
communicate with each other. This capability relies on user-defined

gateways to provide access from one network to another. This capability is
called SNA Network Interconnection (SNI).

The addressing scheme in a network is analogous to postal service ZIP
codes and street addresses. The high level address in a network is a unique
subarea number assigned to each VTAM and each communications
controller in the network. Like ZIP codes, messages carrying the unique
number of their destination identify the location of the subarea in the
network. With VTAM, the origin subarea number is also identified in all
messages.

A second part of the address, analogous to a street address, is called the
element address. Each resource in the network that is to send and receive
messages is assigned an element address within the subarea where it is
defined. These resources may be referred to as network addressable units
(NAUs).

Although the subarea numbers are assigned by the user, element addresses
are assigned during the activation process of either VTAM or a
communications controller network control program. The Advanced
Communications Function for Network Control Program (NCP) provides
the control function for IBM communications controllers. NCP is a
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VTAM Environments

generated program based on user definitions of all network resources
attached to the communications controller. User-defined physical device
addresses are assigned resource identifications which correspond to element
addresses. When VTAM contacts an NCP, it will use the resource IDs to
build its table of element addresses that belong to that NCP subarea.

Application programs and channel-attached NAUs which are defined to
VTAM receive element address assignments at the time they are made
known to VTAM. Since these programs and devices are defined by the user
in groups known as major nodes, the sequence of activating the major
nodes (that is, making the resources known to VTAM) may vary. Element
addresses in a VTAM subarea, therefore, are dynamically assigned after
VTAM is started.

Prior to Version 3 of VTAM and Version 4 of NCP, subarea and element
addresses were contained in a 16-bit structure. The 16 bits were divided
from a 2-bit subarea (maximum of 3 subareas), 14-bit element (maximum of
16,384 elements) structure up to 8 bits for the subarea address and 8 bits for
the element address (maximum 255 for subareas, 256 for elements).

Extended network addressing (ENA) is a function of Version 3 for VTAM
and Version 4 for NCP. The ENA network addressing structure is 8-bits for
subarea number and 15-bits for element addresses (maximums of 255 for
subarea and 32,768 for elements).

VTAM supports communication devices that are attached to a data channel
of the host processor. Also, devices attached to 4300 Loop Adapters or 4300
Display/Printer Adapters are supported. These devices represent the VTAM
local environment. VTAM supports the local environment as part of its
domain with or without other installed communications equipment.

Note: The VTAM considerations for the local environment will be
described in more detail in Mini-Course 2. The VTAM considerations for
remote SNA terminals in a single domain will be described in Mini-Courses
7 through 12.

Each VTAM in a multidomain network has a section of code called a
cross-domain resource manager (CDRM), which controls cross-domain
sessions. This allows application programs and terminals that are
controlled by VTAM to communicate with application programs in another
domain of the multiple system network. It also allows terminals controlled
by another domain in the network to communicate with VTAM application
programs.

Note: VTAM considerations for cross-domain communications will be
described in Mini-Course 16. ‘
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Communications Lines

Line Configurations

A communications line is a physical link, such as a telephone circuit, that
connects one or more remote terminals to the host processor, or connects
one domain with another. Various terms are used to describe how
particular communications lines are connected.

A line that connects a host processor and a single remote station is called a
point-to-point line. If a single line from the host connects to two or more
remote stations, it is termed a multipoint line. A permanent connection
between the end points of the line is said to be a non-switched connection.

Non-permanent connections are also possible between the host processor
and multiple remote stations. These switched connections work on the
same principle as the telephone in that a remote station can be dialed from
the host. When transmission of data is completed, another station may be
dialed by the host. Dialing may be accomplished by manual dialing, or,
with optional equipment, dialing may be automatic. A remote station may
also dial the host for a connection if the host site is equipped with
automatic answering facilities.

Note: The VTAM considerations for SNA terminals on switched
communications lines will be described in Mini-Course 14.

Although transparent to the user, data transmission may be via equipment
such as fiber optic cables, microwave facilities, coaxial cables, or satellite
networks. Since the actual path that data travels may not be a physical
pair of wires, as line implies, the terms data communications path, data
link, or communications channel are often used interchangeably with
communications line.

Transmission of data in both directions at the same time is possible if two
circuits (that is, a four-wire facility) are provided. This simultaneous
two-way independent transmission is called a full-duplex communications
channel. Full-duplex operation is similar to traffic on a two-lane highway.
Thus, a remote station may begin a transmission at the same time that it is
receiving from the network. For example, 37xx communications controllers
use full-duplex operation when communicating with each other.

The term half-duplex describes a communications line which provides
alternating, one-way at a time, independent transmission. Half-duplex
operation is similar to traffic over a one-way bridge. For example, a remote
station must wait for completion of a transmission it is receiving before it
can send any information over the line. Half-duplex operation may be over
2-wire or 4-wire facilities. In 2-wire operation, the line is logically reversed
at each end before transmitting. With 4-wire operation, one pair of wires is
used for receiving, the other pair for transmitting, and no line reversal is
necessary.
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Data Terminal Equipment

Normally, the configuration of a particular communications line is given by
a combination of terms. For example, valid line configurations are:

Half-duplex, point-to-point (non-switched)
Half-duplex, multipoint (non-switched)
Half-duplex, point-to-point (switched)

Full-duplex, point-to-point (non-switched).

Note: VTAM in VM or VSE with a communications adapter only supports
half-duplex operation. However, 4-wire data communications facilities (in
half-duplex data mode) are supported.

Two fundamental things must be done to the binary digital data between
the main storage of the processor and the communications channel:

The data and control information must be converted to a serial stream
of binary digits from a parallel bits-per-character structure.

This is accomplished by one of a general family of devices called data
terminal equipment (DTE). IBM 3705 and 3725 Communications
Controllers are examples of data terminal equipment.

The serialized binary signals must be made compatible with the
communications channel.

This is done by a modem (for modulate-demodulate) which is either
internal to the DTE or a separate piece of equipment. A modem may .
also be known as data circuit-terminating equipment (DCE).

The receiving equipment must reverse both processes. The receiving
modem recovers the binary stream and the DTE regroups (deserializes)
the data into a parallel bit structure.

VTAM supports EBCDIC (extended binary coded decimal interchange
code), an 8-bit data coding structure, for all data transmission.

Note: The ASCII code structure is not supported by VTAM for network
traffic, although it is supported by communications controllers and
communications adapters for use with other teleprocessing access
methods. VTAM will support the ASCII 8-bit code defined in ANSI
X3.41-1974 for logical unit sessions. End user components are made
aware of either the 7-bit or 8-bit ASCII code for proper translation.
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Control Devices

Communications control units (CCU) are devices that provide data terminal
equipment (DTE) functions to control the transmission of data over lines in
a network. There are three major types of CCUs:

® Communications Controllers

® Communications Adapters

® Transmission Control Units.
Communications Controller

A communications controller is a device that contains a control program
within the unit to control data transmission over many communications
lines. For example, an IBM 3725 Communications Controller with NCP can
concurrently control data transfer over communications lines assigned to
VTAM along with other lines assigned to other communications access
methods.

Communications controllers are attached to processor byte multiplexer,
block multiplexer, or selector channels. Only one channel address may be
used between VTAM and each communications controller attached to the
host processor. However, a communications controller may be attached to
more than one host processor. For example, up to six host processors may
be attached to a 3725 communications controller.

Note: NCP generation is beyond the scope of this course, however, VTAM
considerations for NCP will be discussed in Mini-Course 11.

Communications Adapters (CA)

The communications adapter (CA) is an optional hardware feature of an
IBM 4300 Processor that provides for the attachment of up to eight data
communications lines. The CA has preallocated subchannel addresses for
its lines and operates in conjunction with VTAM to control the transfer of
information. The fixed addresses for the CA communications lines are 030
through 037.

The communications adapter supports the various line speeds up to a
maximum of 9,600 bps for any one line. There is one exception: one of the
eight lines may be a synchronous high-speed line (BSC or SDLC) up to
56,000 bps; however, the aggregate data rate capability of all CA lines
installed must not exceed 64,000 bps. Line speeds over 9,600 bps are used to
communicate with other systems such as other 4300 Processors, IBM 8100
Information System equipment, or a communications controller.

Communications adapters are supported by VTAM only in a VSE or VM
operating system environment.

Note: VTAM considerations for communications adapters with VSE and
VM will be discussed in Mini-Course 12.
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Transmission Control Unit (TCU)

Data Link Control

Line Discipline

A third type of CCU is a transmission control unit (TCU). This hardware
unit provides DTE line control functions, but has no internal program to
provide additional functions. The additional functions are still necessary
and must be within a program in the host computer that the TCU serves.
Each line attached to a transmission control unit must be associated with a
host subchannel.

VTAM does not support connections to a transmission control unit.

NCP can be generated to emulate a TCU for other access methods. The
ACF/NCP emulation program (EP) support can be stand-alone or combined
with network control mode (NCP) in a partitioned emulation program
(PEP). VTAM will use only the NCP portion of an NCP generated for PEP
operation.

A combination of the data terminal equipment (DTE), the modems, the
communications channel, and the necessary controls make up a data link,
often referred to as simply a link. Control of the data link includes
activities that are not part of the actual data being transferred.

Data link controls are needed only to operate the data link itself. System
control information, such as input/output device controls, are not
considered data link controls. The following are data link control
activities:

® Synchronizing - getting the receiver in step with the transmitter

'@ Detecting and recovering transmission errors

® Controlling send/receive transmissions between stations

® Reporting improper data link control procedures to a higher level.

A line discipline defines how data is transmitted over the data link. There
are three major line disciplines (or line protocols) used for data
communication: :

® Synchronous Data Link Control (SDLC)

@ Binary Synchronous Communications (BSC)

® Start-Stop (S/S).
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SDLC

BSC

Start-Stop

When transmissions are 'a continuous, synchronous stream of binary
signals, they comprise a line discipline called synchronous data link control
(SDLC). SDLC is a line discipline for the management of information
transfer over a data communications channel. Transmission exchanges may
be full-duplex or half-duplex; the communications channel configuration
may be point-to-point or multipoint; a point-to-point configuration may be
switched or non-switched. SDLC includes comprehensive detection and
recovery procedures at the data link level for transmission errors that may
be introduced by the communications channel.

IBM SNA devices are designed to use the SDLC protocol.

Binary synchronous communications (BSC) is another line discipline which
depends on synchronization between sending and receiving hardware. The
BSC hardware automatically generates special synchronizing characters at
the beginning of each transmission and sometimes during the transmission.
A set of BSC control characters allows the sending and receiving hardware
to converse, so that a stream of bits may be separated into characters.
Strings of characters, delineated by BSC control characters, are sent as
blocks of information. After transmission of one or more blocks, the
receiving equipment sends a positive or negative acknowledgment to verify
reception, or to notify the sending equipment of an error.

The VTAM BSC device support is for those terminals capable of using
non-switched EBCDIC BSC 3270 line protocol. For example, the 3270
Information Display System and the 8100 Information System are supported.

Note: The remote non-SNA (BSC) terminal environment will be considered
in more detail in Mini-Course 13.

In addition to SDLC and BSC line disciplines, a third method of data
transmission is one where each character is preceded and ended with a
special bit or bits. This method works something like a telegraph operator
who sends a single character at a time, separating each character with a
slight pause. There is no synchronization since each character is sent down
the line when the operator taps the key. Transmissions of this nature are
called asynchronous since the rate of characters being sent can vary.
Communications systems using asynchronous line control are known as
Start-Stop systems.

Note: VTAM does not support asynchronous (Start-Stop) communication
devices directly; however, NCP in conjunction with the IBM Network
Terminal Option (NTO) program product allows VTAM to support selected
start-stop devices. With MVS, an IBM 3710 network controller may be used
to provide protocol conversion for start-stop devices. Communications
adapters support start-stop lines for access methods other than VTAM.
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CA Line Disciplines

Data Flow

VTAM Resources

Application Programs

Only two of the three line disciplines, SDLC, BSC, and S/S, may be
installed on the CA at one time. The lines may be split between two access
methods in any grouping. For example, VSE VTAM and the Basic
Telecommunications Access Method - Extended Support (BTAM-ES)
program product may run concurrently In the same 4300 Processor, each
having its own set of lines. However, they are restricted from concurrently
sharing any single line.

VTAM manages the flow of data in the network, although it does not
actually transfer the data. The flow of data is between application
programs and VTAM, and between VTAM and communication controllers
or communication adapters to remote terminals. The actual flow of data
from VTAM to communication controllers or communications adapters and
to the lines (or to the channel for local devices) is accomplished by the I/O
facilities of the operating system.

The resources of a VTAM domain include application programs,
communication lines, control units, and terminals.

VTAM application programs that reside in the host processor are made up
of two parts:

® The telecommunications program which uses VTAM macros
® The application processing program.

This separation allows each part to be created independently and means
that changes to one part need not affect other parts. For example, the
telecommunications program may be the Customer Information Control
System (CICS/VS) with its corresponding application (transactlon)
processing programs.

Other application programs that are not VTAM application programs can

be used to control the operation of certain types of terminals. These
programs reside in cluster control units.
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Cluster Control Units

SNA Terminals

Non-SNA Terminals

~

A cluster control unit is a device that controls the input and output
operation of a group of terminals (called a cluster). The cluster control
unit may be designed to operate with either an SNA or a non-SNA protocol
depending on the terminals to be attached.

SNA terminals are designed according to SNA guidelines to have physical
unit (PU) functions and logical unit (LU) functions. An SNA cluster
controller can contain more than one logical unit for its single physical
unit. The I/O devices (terminals) attached to the cluster control unit could
all be controlled by a single logical unit or by several logical units. Also, a
logical unit need not control any device; it might perform some other
user-defined function.

SNA devices are physical devices which have differing characteristics. The
major physical unit characteristics are identified by a physical unit type.
For example, an SNA terminal, such as a 3767, is represented by a physical
unit type 1 (PU__T1), while an SNA cluster control unit, such as the 3790
Communications System, is represented by a physical unit type 2 (PU__T2).
(NCP in a communications controller is represented as a PU__T4.)

Terminals that do not use SNA protocols are called non-SNA terminals. A
non-SNA terminal is seen by VTAM as a single logical unit or as a cluster
control unit with associated logical units. With these devices, there is a
one-to-one relationship between the logical unit and the physical device.

The non-SNA devices are supported by VTAM as physical unit type 1
(PU__T1) although VTAM or NCP will supply the PU functions.

Please turn to Mini-Course 1, Exercise 1.1, in your Personal Reference
Guide and answer the exercise questions.
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Basic VTAM Installation Requirements

There are five basic areas for consideration when installing a VTAM
system.

@ Application program identification to VTAM.
The hardware configuration definition to VTAM.
Session requirements and options to be used.

VTAM initialization start options.

VTAM initial startup configuration.

The considerations for each of the five areas are based on what the VTAM
system is expected to do. More complex networks require a greater extent
of considerations. The installation coding effort in each of the areas is a
combination of VTAM requirements and user choices of VTAM options.

Refer to Figure 1-1 and Figure 1-2 for the following discussion.

4
VTAM
START
OPTIONS -~
5 l 1
INITAL <7 APPLICATION
CONFIGURATION PROGRAM
usT . usT
3c 2 ' l
PATH - = DEVICE 7= =
DEFINITION ’ CONFIGURATION |
SET - LIST . - 2 |
© VTAM |
DEFINITION
LIBRARY l
VTAM
MODULE 3d 3b 3a |
LIBRARY CLASS OF 3% L , UNFORMATTED ;
SERVICE (COS) 2 SYSTEM
TABLE - — SERVICES - -
% wss) 'I:ABLE

Figure 1-1. VTAM Installation — Five Basic Areas
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Application Program Identification to VTAM

Application program lists (see item 1 in Figure 1-1) provide VTAM with
information for each application program that will communicate with
VTAM managed resources. The only required information for VTAM to
recognize a particular program is a unique name. Optional keyword
parameter considerations are dependent on:

® The types of sessions to be established

® The operating system

® The types of VTAM instructions and exits used in the program.

A

pplication programs fall into three major categories:

® IBM Program Products

® IBM Program Offerings

® User written programs.

The Hardware Configuration Definition to VTAM

Device configuration lists (see item 2 in Figure 1-1) define the physical
components of the network to VTAM. There are six general categories of
physical component definitions to consider:

Channel-attached SNA devices

Channel-attached non-SNA devices

Channel-attached and link-attached communications controllers
Communications adapter (CA) attached devices (VSE and VM)
Channel-to-channel-adapter (CTCA) attached processors

Devices attached to switched network connections via a
communications controller or a communications adapter.

These lists define device characteristics, device addresses, and VTAM
options for the device.
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Session Requirements and Options To Be Used

Logon Options

Session options fall into four major areas of consideration:
@ How the session is to be initiated (logon options)

® The session parameters (protocols or rules) to be used by the session
partners

® Routing options (or path) for messages between the session partners
® Class of service (COS) for the session traffic.

Four tables associated with session initiation are shown in Figure 1-1
(items 3a-3d). The tables correspond to the four areas of consideration for
session initiation. However, it should be noted that all tables may not be
necessary depending on user choices. For example, VTAM provides many

defaults, either internally or in supplied tables, that might be selected by
the user in preference to coding one or more of the tables.

Logon options refer to how a particular session between a VTAM
application program and a VTAM resource is to be initiated. A session may
be initiated by one of the following:

® A VTAM application program

An end user at a terminal

A programmable terminal

Automatically by VTAM

The network operator.

The unformatted systems Services (USS) table (see item 3a in Figure 1-1) is
used in a form of end user logon. Logon commands coded in optional USS
tables allow an end user to type only a command word to logon to a VTAM
application program. For example, an end user might type only the
characters CICS to log on to an application program without having to
know specific VTAM required information.

A default USS table is supplied with VTAM. It includes standard formats
for logons and logoffs, standard USS messages, and a lower-to-upper case
translation table. The four types of session initiation other than an end
user at a terminal do not require a USS table.
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Session Parameters

Routing Options

Class of Service (COS)

Session parameters are a set of rules (protocol as established by Systems
Network Architecture) to govern how an application program and a VTAM
resource are to communicate with each other. Session parameters may be
supplied by the following:

® The application program
® User coded table entries in logon mode tables (see item 3b in Figure 1-1)
® The VTAM default logon mode table.

Session parameters for devices must conform to the capabilities of the type
of device hardware. Application programs may be written to support any
protocol and to match the requirements of different devices. In the case of
application program to application program sessions, the parameters depend
on coding within the programs themselves.

Routing is the general term used to describe the path of message transfer
between two VTAM resources. Paths are chosen and defined by the user
depending on the physical paths (routes) available in the network. Paths
must be defined when the network includes one or more of the following: -

® Channel-attached communications controllers
® Link-attached communications controllers
® Other host processors.

Path selections are coded in path definition sets (see item 3c in Figure 1-1)
A path must be defined from the VTAM host to all communications
controllers and host processors with which it will communicate.

Class of service (COS) allows a user to define a sequential list of routes for
VTAM to use at session initiation time. Each route in the list is tried, in
order of appearance, until an available route is found for the session. In
addition, the user may choose one of three message priorities for the session
if the route traverses multiple communications controllers. COS entries are
coded in a class of service table (COS table, shown as item 3d in

Figure 1-1). Each terminal/LU definition in the network may point to a
COS entry, or if not, VTAM will select a default class of service.
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VTAM Initialization Start Options
Start options (see item 4 in Figure 1-1) are a list of parameters supplied to
VTAM when it is first initialized, that is, when VTAM is started under an
operating system. The list includes options to:

Identify VTAM to the network

Set performance criteria

Assist the network operator

Assist in problem isolation

Gather statistics

Select an initial network configuration.

VTAM may be started or restarted at any time with the same list of options
or with an alternate list. For example, a particular set of start options
might be used in the test environment, then another set might be selected
for the final production environment.

VTAM Initial Startup Configuration

A configuration list (see item 5 in Figure 1-1) is a list of pointers to other
members in the VTAM definition library that are to be automatically made
an active part of the VTAM domain. The list is invoked by one of the start
options; therefore, the same or a different configuration may be activated
each time VTAM is started. When no configuration list is supplied (pointed
to by the start option), the VTAM network operator must activate the
desired configuration.

Please turn to Mini-Course 1, Exercise 1.2, in your PRG and answer
the exercise questions.
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Mini-Course 2. Installation Requirements -
Application Program Major Node

Introduction

Early telecommunication application programs owned their terminals and
lines, and no other program could use any terminal on the owned line. As a
result, networks were larger than desirable, because each different
application program needed its own set of lines and terminals. And, when a
program terminated, all lines and terminals that had been owned by that
program were dead.

VTAM, however, allows resources to be shared. A VT'AM application
program does not own a line. The program need only know the 8-byte
network name of a network node in order to be able to communicate with
that node. The network itself is owned and managed by VTAM, and not by
the VTAM application programs. An application programmer need not be
concerned about VTAM programs or logical units (LUs) in the network that
are not related to the relevent application program.

In effect, a VTAM application program owns only those LUs to which the
program is connected at a given point in time. If the program releases an
LU or if the program terminates, the LU can then be immediately
connected to some other active program and perform useful work.

VTAM Requirements

VTAM is designed for flexibility in the operation and control of a
communications system. A user who has a fixed physical configuration may
require that only portions of it be active at a particular time. For example,
a different set of lines and terminals may be required for application
programs run during the day than those run at night.

To provide for this flexibility, the configuration is described to VTAM
according to logical groups of components. The description is based on
both VTAM requirements and user requirements. Each time VTAM is
started, different sets of logical groups may be activated, to select the
appropriate configuration. In addition, the VTAM network operator may
dynamically build or change the configuration after VTAM startup.
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VTAM requirements were introduced in Mini-Course 1. More specifically,
the user coding requirements include:

® An application program major node
One of several types of device major nodes
A source for session parameters

A start options list to define VTAM system parameters

A configuration list to define user-selected major nodes for automatic
activation at VTAM startup time.

VTAM will start without a configuration list; however, it will display an
error condition before continuing. If the user chooses to have no major
nodes initially activated, a dummy configuration list should be filed.

The relationship of the start options, configuration list, and major nodes is
shown in Figure 2-1.

° a ,,M.K-_'Nadﬂl"  VBUILD
® e e .
e B J :
°
START OPTIONS CONFIGURATION MAJOR NODE
LIST LIST DEFINITIONS

Figure 2-1. VTAM Startup Relationships

~
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Major and Minor Nodes

Major Node Types

A major node is a set of controllable resources in the VTAM domain. The
set is composed of minor nodes which may be controlled either
independently or as a major node group.

The hierarchical structure of major and minor nodes allows a user to
control a group of nodes as a single unit. By activating a major node, one
can activate all, any, or none of the minor nodes subordinate to it.
However, when activating a minor node independently, all higher-level
nodes must be active prior to its activation. Similarly, when deactivating a
major node, all minor nodes subordinate to it are automatically deactivated.
Deactivation of minor nodes does not deactivate higher-level nodes.

There are six possible types of VTAM major nodes in a single-domain
environment:‘

® Application program
Local non-SNA

Local SNA

Communications controller (NCP)

Channel-attached for a 4300 processor communications adapter (VSE
and VM)

@® Switched network.

There are four additional major nodes that may be used in a multidomain
environment:

® Cross-domain resource manager (CDRM)
® Cross-domain resources (CDRSC)

@® Channel-attached for a channel-to-channel adapter (CTCA) (MVS and
VM)

® Channel-attached for a VTAM data host connection to an NCP owned
by another host.
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Definition Statements

The user defines the configuration by coding VTAM macros with definition
statements. Each major node is filed in its source form as a separate
member and becomes a part of the VTAM definition library. In MVS the
definition library is always the partitioned data set SYSI.VTAMLST
pointed to by the VTAMLST DD statement. The VTAMLST member name
is the major node name.

In VSE, the VTAM definition library is either a system or private library
with members that have a B suffix on the major node name (for example,
MAJNODO1.B).

VTAM major nodes in VM are CMS files with a filename of the major node
name and a filetype of VTAMLST. The CMS minidisk is linked to the
VTAM virtual machine for VTAM access of the definitions.

VTAM uses the major node name to collectively reference the set of
subordinate minor nodes. Each minor node is referenced by the name on its
definition statement.

Note: The Assembler Language macro coding format is used for all
statements: name field, operation field, and operand fields.

VBUILD Statement

All major node definitions begin with a VBUILD macro statement except
for local non-SNA terminal major nodes (LBUILD statement) and
communications controller NCP major nodes. The VBUILD statement
identifies the type of major node being defined.

The minor node definitions for each major node follow the VBUILD
statement and are defined with VTAM macro statements. The number of
minor nodes defined for each major node is dependent on the configuration
and how it is to be used. For example, local SNA terminals may all be
defined in a single major node, or, the user may choose to define them in
two or more separate major nodes.

In an NCP major node, all lines, groups of lines, and terminals connected to
a communications controller become VTAM minor nodes; that is, one NCP
major node for each communications controller. The source statements
used to generate the NCP are placed in the VTAM definition library using
a major node name equal to the name on the NEWNAME parameter in the
NCP BUILD macro.
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The selection of minor nodes for each type of major node is determined by
the user from the network configuration. Some of the considerations are:

® The number of applications
® The terminal needs for each application at VTAM startup

® The terminal needs for applications activated by the domain operator
after VTAM startup

® The terminals that are to be free for logon to any application.

Example Configuration

One of the first steps to any installation is to have a complete picture of the
physical environment. Figure 2-2 shows an example configuration. It is

used to address the basic requirements necessary to have an operable
VTAM system.
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The example configuration in Figure 2-2 consists of:

® An IBM Processor

® Two non-SNA IBM 3278 Model 2 Display Stations attached via a 3274
Model 1B Control Unit to the processor byte multiplexor channel at
addresses 024 and 025

® A 3286 Model 2 Printer at address 026

® A local 3274 Model 1A Control Unit with two SNA 3279 Model 2B
Display Stations

® VTAM running under an operating system

® A VTAM application program.

Figure 2-2 is marked with information to be used during coding of the
major nodes and start options. In this case, channel addresses for the
non-SNA terminals, SNA 3274/3279 PU and LU addresses, PU type, and
major and minor node names have been added. A user may wish to include

other information such as physical locations, disk volume identifications,
library names, and other notes relative to the environment.

Configuration Assumptions

For the example configuration, the following assumptions have been made
in order to keep the number of considerations at a minimum:

® There is a single application program named INQUIRE. The APPLID
in the program’s access method control block (ACB) points to the name
INQUIRE.

® The network is to be automatically activated at VTAM startup.

® The logical units are to be automatically logged on to the application
program when activated.

® The application program contains the necessary coding to establish
session protocols.

'@ There is to be VTAM password protection checking for the application
program at OPEN ACB time. The password in the application program
is RUOKAPPL.

® No VTAM tracing is to be done.
® The 3286 Printer is to be activated by the network operator.

® Two VTAM I/O buffers will hold the largest inbound PIU from any of
the local terminals.
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After developing a diagram of the configuration, the VTAM node
definitions and start options may be coded. For this first example, there are
five separate coding requirements:

® An application program major node

A local non-SNA major node

o

@® A local SNA major node

@ A start oétion list (ATCSTRO00)
o

A configuration list (ATCCONOQ0).

Note: Routing tables (PATH definitions) are necessary only when PIUs
flow between two or more subareas. Therefore, since the first example
involves only one VTAM host subarea, PATH definition sets are not
required.

Application Program Major Node

For an application program major node, the VBUILD format is:

name VBUILD TYPE=APPL

Recall that a major node gets its name from the cataloged member name.
Therefore, the statement name for VBUILD is optional although it may be
of reference value to give it the same name that will later be used for the
member name.

The application program’s cataloged member name need not be the same as
the APPLID/minor node name. Each application program in the major
node is identified with an APPL statement. The general format for the
APPL statement is:

name APPL optional keyword operands

The name field specifies a minor node name for the application program.
Recall that the application program must OPEN an ACB before VTAM can
establish any sessions for the program. The APPLID operand of the ACB
points to the name that VTAM uses at OPEN time to associate the program.
with its minor node name. Thus, if the major node that contains the APPL
statement for the program has been made active, VTAM can process
requests for sessions.

Although there are several keyword operands for the APPL statement, only
three, EAS= (estimated active sessions), AUTH = (authorization), and
PRTCT= (protection/password), will be used for the example configuration;
others will be discussed in later mini-courses.
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EAS=

AUTH=

The EAS = operand specifies the approximate (estimated) number of
concurrent sessions that the application program will have with its logical
units (LU-LU sessions). Since the default for EAS is 404, a value should
always be specified. The maximum number of concurrent sessions is 32,767.
Base the estimate on the maximum number of logical units that could be in
session with the program at one time.

With a large number of logical units and more than one application
program, the number of sessions per program may vary considerably. A
value too small for EAS= will not prevent session establishment for a
greater number of sessions; however, VTAM will take additional execution
time to service the additional session requests. Once the estimate is
determined, the number should be increased by 10 percent to 20 percent and
entered for EAS=.

For the example configuration, there are only five logical units (counting
the non-SNA terminals) for the application, therefore, the maximum number
of concurrent sessions is five (no real estimating here). The number is
increased by one for the example:

EAS=6

The authorization parameter on the APPL statement tells VTAM that the
program may issue certain VITAM macros during its execution. If the
program attempts to issue the macro without the proper AUTH=, VTAM
will reject the request.

Examples of authorization uses are:

® AUTH=(ACQ) Allows the program to request a session with a
particular secondary terminal/LU. CICS/VS needs this authority when
the DFHTCT parameter CONNECT =AUTO is coded for a particular
CICS terminal.

® AUTH=PPO or SPO Allows the program to issue VTAM operator
commands and receive VIAM messages (including unsolicited messages
with PPO). An IBM program product, the Network Communications

Control Facility (NCCF) needs this authority and a second authority
AUTH=(PASS). ‘

® AUTH=(PASS) Allows the program to end its session with a secondary
LU and then pass that LU to another VTAM application program (or
subtask) without operator intervention. NCCF needs this authority to
pass initial sessions to its subtasks.
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® AUTH=(CNM) Allows the program to use the VTAM communication
network management (CNM) interface. An IBM program product, the
Network Problem Determination Application (NPDA) needs this
authority. (NPDA runs in conjunction with NCCF.)

® AUTH=TSO In MVS, authorizes a Time Sharing Option (TSO/VTAM)
application program.

PRTCT=

The PRTCT = operand specifies a password for VTAM to compare at ACB
OPEN time with a password coded in the application program. It is used to
verify the authority of the application program to run with this particular
APPL definition. Password protection is optional and no password
checking is done when PRTCT = is not coded, regardless of an ACB
password. The password may be any of 1 to 8 EBCDIC characters.

For the example configuration, the application program has a password of
RUOKAPPL; therefore, it is coded in the APPL operand as:

PRTCT=RUOXAPPL

Other APPL Operands

Other APPL statement operands meet specific application program and
operating system requirements. For example, SSCPFM and USSTAB only
apply to program operator applications (AUTH = PPO or SPO) while
MODETAB, DLOGMOD. and PARSESS apply only when the application
will act as a secondary logical unit (SLU) in an application to application
session. Refer to the VTAM Installation and Resource Definition manual
for these and other operating syvstem specific APPL operands.

Application Program Activation Sequence

The sequence of events necessary for VTAM to become aware of an
application program are:

1. Start VTAM.

2. Activate the application program major node.

3. Start the application program which will issue an OPEN ACB request. |
4. VTAM will retreive the APPLID name from the program and search the

application program major node for an equivalent name from an APPL
statement. .

rd
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5. VTAM will use information from the APPL statement and from the
program’s ACB to complete its control block representing the
application program.

6. The program becomes ACTIV to VTAM and is ready for session
establishment.

Sample Coding - Application Program Major Node

The following are the completed application program major node statements
ready for cataloging in the VTAM definition library, with a member name
of INQMAJO1:

INQMAJOl VBUILD TYPE=APPL
INQUIRE APPL EAS=6,PRTCT=RUOKAPPL

Any reference to this application program by the network operator will be
by the APPL name INQUIRE. For example, the network operator might
use the DISPLAY command to examine the status of the application
program by keying:

d net,id=inquire
L g F

Piease turn to Mini-Course 2, Exercise 2.1, in your PRG and answer
the exercise questions.
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Local Terminal Environment

The local environment for terminals running under VTAM has some
distinct differences from the remote environment. Two of the major
differences are: :

® Local terminals are attached to a processor channel, a 4361 Loop
Adapter or a 4361 Display/Printer Adapter.

® A communications controller or a communications adapter are not used
with local terminals or local cluster controllers.

Two general categories of local terminals are supported by VTAM: local
non-SNA devices and local SNA devices.

The local non-SNA devices supported are:

® The 3272 Control Unit (Models 1 and 2), which supports up to 32
Display Stations and Printers.

® The 3274 Control Unit (B and D Models), which supports up to 32
devices: 3278 Display Stations, 3279 Color Display Stations, 3287
Printers and 3289 Line Printers. Or, the 3274 Control unit which can
support up to sixteen 3277 Display Stations, 3284/3286/3287 Printers, or
3288 Line Printers.

The local SNA devices supported are:

® The 3790 Communication System

® The 3730 Distributed Office Communication System

® The 3270 Information Display System including the 3274 Control Unit
(A Models), 3279 Color Display Stations, 3278 Display Stations, and 32xx
Printers.

The local environment is defined to VTAM according to the devices

attached to the system; that is, VTAM requires two separate major node

device definitions:

® Local non-SNA devices

® Local SNA devices.
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Local non-SNA

LOCAL Statement

CUADDR

TERM =3277/3284/3286

Local non-SNA major nodes are defined with VTAM macros as follows:
@® Each local non-SNA major node is defined with an LBUILD statement.

® Each minor node representing a terminal is defined with a LOCAL
statement.

The operands of the LOCAL definition statement are: CUADDR, TERM,
FEATURZ, DLOGMOD, ISTATUS, LOGAPPL, LOGTAB, MODETAB,
and USSTAB.

Local 3270 lists are defined for convenience. For example, a definition list
might consist of all 3284/3286 printer definitions, or of all 3270 devices
attached to the same 3272 local control unit, or any other desired grouping.
There is no relationship between hardware configuration and the way local
non-SNA 3270 definition lists are coded; that is, each LOCAL statement
describes a single terminal (by channel address). Therefore, the terminals
may be placed in one or more LBUILD major nodes as required.

Each terminal in the local non-SNA major node is defined with a single
LOCAL definition statement. The LOCAL statement operands that define
the physical terminals are: CUADDR, TERM, and FEATUR2.

The CUADDR = cua operand indicates the channel unit address for the
terminal. Unlike SNA devices attached to a cluster controller (to be
described below), each non-SNA terminal has its own subchannel address in
its own definition. For example, if 10 non-SNA 3270 Display Stations are to
be controlled by VTAM, there will be 10 LOCAL statements, each having a
CUADDR operand. The number of 3270 Control Units does not appear in
the VTAM definition.

Non-SNA 3270 control units may have up to 16 devices attached if the
control unit address is an odd number. The channel address byte has 4 bits
for the control unit and 4 bits for the device.

Up to 32 devices may be attached to a control unit with an even numbered
address. The channel address byte has 3 bits for the control unit and 5 bits
for the device address.

The TERM operand of the LOCAL statement represents the device type.
The type is not necessarily the same as the actual device type number. For
example, all 3277/3278/3279 Display Stations are specified as 3277; all
3286/3287/3288 Printers are specified as 3286; 3284 Printers are specified as
3284.
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FEATUR2=

The FEATUR2 operand specifies the 3270 screen (or buffer) size; MODEL1
for 480 byte screens and MODEL2 for 1920 byte screens. If the terminal has
the extended data stream feature installed, it is specified as a FEATUR2
value of EDATS (NOEDATS is the default).

Note: If more than one of the FEATUR2 operand values are coded, they are
enclosed in parentheses.

The other parameters (DLOGMOD, ISTATUS, LOGAPPL, LOGTAB,
MODETAB, and USSTAB) that may be used on a LOCAL definition
statement are common parameters to other VTAM major nodes including
NCP definitions. These VTAM-only parameters will be discussed later in
the course.

Local SNA Major Nodes

PU Notes

PUTYPE

The local SNA major nodes use the following macro statements:

® Each local SNA major node is defined with a VBUILD TYPE =LOCAL
statement.

® Each minor node is described with PU and LU statements.

Local SNA devices are attached to cluster control units and are addressed
by control unit position (port) rather than channel addresses (unlike local
non-SNA terminals described above).

The PU statement defines the control unit with its channel device name
specified in the CUADDR operand. The address format is the same as the
physical address defined to the operating system; that is, the channel and

“the control unit address on the channel are defined as three hexadecimal

characters. For example: a control unit installed on a multiplexer channel
at address 080 would be specified as CUADDR =080 (no X or quotes).

PU statement operands that further define local SNA physical units are
PUTYPE, MAXBFRU, and DISCNT.

PUTYPE =2 is the default value since only type 2 local SNA physical units
are supported by VTAM.
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MAXBFRU

DISCNT

LU Notes

Before VTAM can read from a local LU, VTAM needs to have a number of
input buffers available in the I/O buffer area (IOBUF in MVS and VM or
LFBUF in VSE). The MAXBFRU count specifies how many of these buffers
VTAM will try to fill when receiving data from this PU. If the specified
number of buffers is not available, the read is postponed until that number
is available. If the number is too large, VTAM will not use the extra space.
If the length of one buffer is large enough to hold all the data which the
local SNA device can transmit in a single PIU, then code MAXBFRU =1 (1
is the default). If the buffers are not that large, then code MAXBFRU as
large as necessary to permit acceptance of the longest possible message
from the local device.

The DISCNT = YES operand tells VTAM to disconnect the PU and all of its
LUs when the last LU-LU session completes. In this case, the PU and LUs
are still active to VTAM; however, any new sessions must be established
from the host end of the session. For example, an application program
might request a session with one or more of the LUs and VTAM would then
reestablish the SSCP-PU and SSCP-LU sessions before processing the
LU-LU session request.

Coding DISCNT =NO tells VTAM to keep the SSCP sessions although the
last LU-LU session has terminated. VTAM would then use one of several
other session termination requests to end the SSCP sessions.

The normal procedure for deactivating a PU and its LUs is for the network
operator to enter a VARY INACT command to the PU when all device
sessions have completed. This breaks both the SSCP-PU and SSCP-LU
sessions and marks them inactive to VTAM. An alternative is to leave all
devices active until the major node is inactivated or VTAM itself is
terminated. Code DISCNT =NO unless there is a specific reason to have
SSCP sessions terminated.

The LU statement, as with all SNA LU definitions, defines the local
terminal address (LOCADDR), that is, the address of the LU as it is known
to the control unit. LU statements follow the PU statement in ascending
LOCADDR order. For example, the first LU device address is 2 (port
number 0) on an SNA 3274 Control Unit; it would be coded as
LOCADDR =2 on the first LU statement followed by additional LU
statements as needed.

Additional LU operands for local SNA devices are: DLOGMOD, LOGAPPL,
LOGTAB, MODETAB, USSTAB, PACING, SSCPFM, VPACING, and
ISTATUS. These operands are used as needed to define the VTAM
procedural options for each logical unit.
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Major Node Activation

Activation of the local major nodes occur either automatically at VTAM
initialization time (via a start option) or by the network operator with the
VARY ACT command. The activation sequence is always as follows:

1. The major node

2. The PU minor node

3. The LU minor node.

Application programs request sessions with local SNA and non-SNA
terminals/LUs by using the VTAM minor node names. After the session is

established, the application program sees the terminal/LU in the same way
that it sees any other resource.

Example Configuration

Coding the Local Major Nodes

Figure 2-2 and the assumptions for the Example Configuration given in the
first section of this mini-course may be used to create the coding of the two
local major nodes.

The Local non-SNA Major Node

The Local SNA Major Node

2-16 ACF/VTAM Installation

The VTAM definition for the non-SNA major node differs very little from
other major nodes. With the information at hand, such as the assumptions
above, the coding of the major node is primarily a matter of selecting
operand values.

The names are chosen so that an operator may easily remember them when
using VTAM commands. The definition library member name for the
example non-SNA major node will be LOCINSNA. The LOCAL terminal
names (minor node names) will be LOC24N78, LOC25N78, and LOC26N86.

The local SNA 3270 Control Unit and Display Stations are to be coded in a
VBUILD TYPE =LOCAL major node with the name LOC2SNA. The
control unit at address 0B8 is to have a minor node name of PU0B8S74.
The two 3279s are to be named LU01S79 and LU02S79.
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The Sample Local Major Nodes

Based on the requirements and assumptions given earlier, an example of
coding of the local major nodes for the example configuration is shown
below. The local non-SNA major node LOCINSNA is shown in Figure 2-3.
The local SNA major node LOC2SNA is shown in Figure 2-4.

LOC1NSNA LBUILD CATALOG AS LOCINSNA

*

LOC24N78 LOCAL CUADDR=024, 1ST 3278 X
TERM=3277, X
ISTATUS=ACTIVE, DEFAULT X
FEATUR2=(MODEL2), X
LOGAPPL=INQUIRE REQMT #3

*

LOC25N78 LOCAL CUADDR=025, 2ND 3278 X
TERM=3277, X
FEATUR2=(MODEL2), X
LOGAPPL=INQUIRE REQMT #3

*

LOC26N86 LOCAL CUADDR=026, 3286 PRINTER X
ISTATUS=INACTIVE, REQMT #7 X
FEATUR2=(MODEL2) , 1920 BUFFER X
LOGAPPL=INQUIRE, X
TERM=3286

Figure 2-3. Example Local Non-SNA Major Node

LOC2SNA VBUILD TYPE=LOCAL CATALOG AS LOC2SNA

*

PUOB8S74 PU CUADDR=0BS8, 3274 CONTROL UNIT X
DISCNT=NO, DEFAULT X
MAXBFRU=2, REQMT #8 X
PUTYPE=2, DEFAULT X
LOGAPPL=INQUIRE FOR ALL LUs

*

LUO1S79 LU LOCADDR=2 3274 PORT O

LU02S79 LU LOCADDR=3 3274 PORT 1

Figure 2-4. Example Local SNA Major Node
ERE

Please turn to Mini-Course 2, Exercise 2.2 in your PRG and answer the
exercise questions. ’
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Mini-Course 3. Basic VTAM Installation
Requirements - Start Options

Introduction

Start Options

Start Option List

Mini-Course 2 introduced VTAM installation requirements including
definition lists necessary for a workable local terminal configuration. In
this mini-course, start options and a sample configuration list will be
described.

At VTAM startup time, the user must supply information to define the
initial domain configuration and select optional VTAM facilities. VTAM
expects to find a start options list named ATCSTROO in its definition library
at startup time. All options may be supplied in the list, or they may be
merged with overriding options filed in additional ATCSTRyy (yy = two
alphanumeric characters) members or books.

Start options may also be entered by the network operator if prompting is

defined in ATCSTR00. A LIST option allows the network operator to point
to any one of the ATCSTRyy lists. For example,

LIST=12 points to ATCSTR12
Thus, each time VTAM is started, a variation of options may be selected.
VTAM selects start options from one of four possible places in a
hierarchical order. If a start option appears in more than one place, VTAM
will select the overriding option in the following order:
1. A start option entered by the network operator (PROMPT).
2. A start option coded in a ATCSTRyy list (via LIST =yy).
3. A start option coded in the required ATCSTROO list.

4. If none of the above, from an internal default list.
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Selected Start Options

SSCPID

The only required start option is the SSCPID number; VTAM cannot be
started without it. The SSCPID number is sent to physical devices at
activation time. The SSCPID is also used in cross-domain communications
as part of session establishment. A physical unit or a cross-domain

resource manager knows which SSCP it is in session with via the SSCPID.
It must be a unique number for each domain in a multidomain system and is
specified as a decimal number from 0 to 65535.

For example, an IBM 8100 can have a user coded list of SSCPID numbers
which represents valid VTAM hosts. The SSCPID number, coded as a
VTAM start option, is sent to the 8100 for a check against the list. If the
8100 finds a match of SSCPID numbers, then sessions may be initiated;
otherwise, the session setup fails.

HOSTSA and Subarea Addressing

Unique subarea numbers are required throughout a multisystem
environment. Each host processor and each communications controller
(37xx) will have its own subarea number that must be different if there is to
be cross-domain communication. The HOSTSA start option defines the host
VTAM subarea number.

Some special considerations apply when nodes that use extended network {
addressing (ENA) coexist in the same network with nodes that do not.

Extended network addressing (introduced with NCP V4 and VTAM V3 for
MYVS and VSE) increase the size of effective network addresses from 16 to
23 bits. The extended address is split into an 8-bit subarea and a 15-bit
element field. A network using this address structure can thus have up to
255 subareas (subareas 1 through 255, with subarea 0 reserved) and 32,768
elements.

Prior to VTAM V3 and NCP V4 network addresses are 16 bits in length,
and the split between subarea and element is user-defined. MAXSUBA, the
VTAM start option and an NCP operand define the split by specifying the
highest possible subarea number. A network that specifies a MAXSUBA of
31, for example, defines a 5-bit subarea and 11-bit element.

oL .
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HOSTPU

ITLIM

Non-ENA nodes continue to use this structure. They can, however,
participate in an ENA network under the following conditions:

@ A compatibility PTF must be installed on all non-ENA VTAM V2s that
communicate with ENA nodes. VTAM version 1 does not support ENA.

® All nodes that communicate with non-ENA nodes must define a
MAXSUBA. ENA nodes need this information in order to decode 16-bit
network addresses. The value specified for MAXSUBA must be the
same at all nodes, ENA and non-ENA.

Non-ENA VTAMs cannot communicate with any node whose subarea is
greater than the MAXSUBA.

Non-ENA VTAMs cannot communicate with any logical unit whose
element address exceeds the maximum element number defined by the split
between subarea and element.

VTAM’s physical unit services component is used to communicate to other
hosts (PU__T5s) or NCPs (PU__T4s). The name for the PU component is
ISTPUS.

The HOSTPU start option may be coded to change the name ISTPUS to a
name unique in each host VTAM. '

In multisystem and multinetwork environments coding a HOSTPU name
will help to avoid confusion with certain VTAM displays and Network
Logical Data Managers (NLDM) screens. Including the host subarea
number in the name is recommended.

The initialization/termination limit (ITLIM) start option specifies the
number of concurrent session-initiation, session termination, and USS
command requests that VTAM can process. When requests exceed the
limit, they are queued for processing after completion of the current
requests.

VTAM allocates storage for all requests as they are received, up to the
ITLIM limit. Cross-domain requests, however, are not affected by ITLIM
and are handled immediately. In networks with a large number of
terminals, the overhead at VTAM startup can be significant since VTAM
will allocate storage for all pending requests before processing new
requests.

Mini-Course 3. Basic VTAM Installation Requirements - Start Options 3-3



By limiting the requests VTAM has to handle at one time, storage
allocation can be spread over a longer period and the total amount of
storage needed can be reduced.

The ITLIM value is a performance option for systems with a large number
of terminals and should be considered when VTAM initialization is slower
than expected. In smaller networks the ITLIM value may be allowed to
default to zero which indicates all requests will be handled as received.

MAXAPPL (Pre-VTAM Version 3)

The MAXAPPL start option tells VTAM to allocate control blocks for a
maximum number of concurrently active user application programs.
MAXAPPL =10 is the default for user VTAM application programs. VTAM
needs five additional control blocks for its own use.

Each control block is given an element address at VTAM initialization.

For example, there are 15 element addresses for application programs when
the user default is taken (10 for MAXAPPL, and 5 for VTAM).

VTAM assigns an element address for each control block up to the chosen
value of MAXAPPL. Since the MAXSUBA value determines the maximum
possible number of element addresses, MAXAPPL should be defined with
consideration that there are element addresses left for any local devices.

For example:
If MAXSUBA=255, there are 255 element addresses available.
MAXAPPL could equal 250

8 bits for subarea numbers 1-255 from MAXSUBA
8 remaining bits for:
. 250 element addresses for MAXAPPL
5 element addresses for VTAM
0 element addresses for local devices

VTAM would set up 250 control blocks for application programs (a waste of
storage) and there would be no possibility of using local devices. A more
reasonable example:

If MAXSUBA=255 and there will be a maximum of 7 VTAM
application programs running concurrently, MAXAPPL could be
set as low as MAXAPPL=7.

8 bits for subarea numbers 1-255
8 remaining bits for:
7 element addresses for programs
5 element addresses for VTAM
243 element addresses left for local devices

Note: If the example were in a VSE system with a communications adapter
installed, the 243 element addresses would need to include all CA devices as
well as any local devices.
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VTAMEAS (Pre-VTAM Version 3)

This is the estimated number of active network addressable units (NAUs)
and local non-SNA terminals, as opposed to concurrent sessions. This
estimate is used by VTAM in a lookup scheme to represent sessions with
network addressable units (NAUs). It is similar to the EAS value for
application programs; however, the EAS value on the APPL statement
applies to LU-LU sessions only. A reasonable method for choosing a value
for VTAMEAS is to count the number of PUs and LUs in local and NCP
major nodes and the number of local non-SNA terminals, and increase the
number by 10 to 20 percent.

If VTAMEAS is set too low, the table can not reflect all NAUs, and the
VTAM sessions may experience a degradation in performance.

Note: In VTAM V3, the defaults for EAS are 3000 for MVS and 50 for VSE.
These defaults are stored in the VTAM constants module ISTRACON and
are modifiable by the user. See the VTAM customization manual for
reference to the constants module.

* IN MVS - CATALOG AS MEMBER ATCSTROO IN SYS1.VTAMLST

* IN VSE - CATALOG AS ATCSTROO IN THE B LIBRARY

* IN VM - FILE IN CMS AS 'ATCSTROO VTAMLST'

*
NOPROMPT, X
SSCpID=101, required X
HOSTSA=1, default X
CONFIG=01, X
HOSTPU=VTAMO1, X
SUPP=NOSUP default

Figure 3-1. Sample Start Options
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Configuration List

After reading the start options list, VTAM looks for a configuration list by
the name of ATCCONOO in order to activate selected major nodes for the
initial configuration. The list contains the names of the major nodes (and
PATH definition sets) that the user wants to be automatically activated at
VTAM startup. A number of configuration lists may be filed as ATCCONxx
(xx = any one or two alphameric characters) in the definition library.
Thus, a user may describe several different configurations and then select a
particular one at startup, either by operator prompting or by a pointer
(LIST =xx) in the start options list.

Note: The user may elect to file a null configuration list (ATCCONO00) and
therefore have all nodes activated by the operator VARY command. If
VTAM cannot find a null configuration list ATCCONOQO, a warning message
is issued to the network operator.

There is no VTAM default configuration list, and only one list may be used
with each VTAM initialization. Therefore, each list must include all major
node names and PATH definition set names which are to be automatically .
activated. PATH definition set names must precede any related NCP major
node names.

Example Configuration List

The default configuration list ATCCONO1 pointed to by the CONFIG =01
operand of ATCSTRO00 contains the major node names that are to be
activated at VTAM initialization.

The configuration list for the example, which required that the network be
automatically activated, is coded as shown in Figure 3-2.

* IN MVS - CATALOG AS ATCCONOl IN SYS1.VTAMLST
* IN VSE - CATALOG AS ATCCONOl IN B LIBRARY

* IN VM - FILE IN CMS AS 'ATCCONOl VTAMLST'
*

INQMAJO1l,LOCINSNA,LOC2SNA

*

Figure 3-2. Example Configuration List

3-6 ACF/VTAM Installation and Coding



Note that the coding format for configuration lists is different than for
major nodes since the assembler language format is not used (except for the
continuation column 72). It is simply a list of major node names (and/or
PATH definition set names) separated by commas.

VTAM will activate the major nodes in the sequence coded in the
configuration list. One way for VTAM to automatically activate a different
list is to change the CONFIG =xx start option to point to a different list.

Major & Minor Node Activation

Before a program can successfully open an ACB, the internal program name
must be defined to VTAM in the application program major node, and that
major node must be made active. When the application program major
node becomes active (either automatically at VTAM startup or later on by
the operator VARY command), the major node name and all the application
program names defined in the major node definition become available to
VTAM.

There is a difference between activating a terminal minor node and an
VTAM application program minor node. The terminal minor node is
activated when VTAM sends an ACTPU and ACTLU to the terminal,
establishing an SSCP-PU and SSCP-LU session. The VTAM application
program is activated when the program OPENs its ACB. Prior to the
OPEN, VTAM maintains all APPL definitions with a status of connectable
(CONCT). The status changes from CONCT to ACTIV after a successful
OPEN ACB.

Please turn to Mini-Course 3, Exercise 3.1 in your PRG and answer the
exercise questions.
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Mini-Course 4. VTAM considerations in MVS

Introduction

The MVS System Modification Program (SMP) is used to install VTAM
from the distribution media. Installation requirements and coding

procedures are found in the Program Directories and Memo to Users which
come with VTAM.

The MVS release levels required for VTAM Version 3 are one of the
following:

® MYVS/System Product Version 1 (with JES2 or JES3) for System/370

® MVS/System Product Version 2 (with JES2 or JES3) for Extended
Architecture (XA) processors

MVS Generation

VTAM is included in MVS by specifying it in the DATAMGT generation
macro as follows:

ACSMETH=VTAM and/or IND=YES
Other MVS generation macros to consider are:

DATASET The DATASET macro defines all system data sets that
will be used by VTAM, NCP, and terminal subsystems.
(The definitions can be made with IEHPROGM instead
of the DATASET macro.)

IODEVICE Specifies all channel-attached devices including locally
attached cluster controllers and communications
controllers. The APFLIB parameter must specify
SYS1.VTAMLIB information.

Note: MVS does not need to know about any remote
devices that VTAM has in its domain; they are not
specified with IODEVICE statements. Addressing for
remote communications devices is accomplished entirely
within the hardware and software of the VTAM and
NCP system.
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SECONSLE If the multiple console support option is chosen, VTAM
requires routing codes of 1, 2, and 8 and command codes
of 1 and 2. Routing codes of 4, 6, and 10 may also be
used by VTAM.

CTRLPROG The CSA value must be at least 800.

MVS VTAM Data Sets

When VTAM is installed in MVS, the data sets required fall into four
categories:

® Required system data sets for VTAM modules and routines
® Optional data sets depending on user choices
® VTAM required data sets for user definitions and runtime libraries

® Special VTAM data sets.

Required System Data Sets
The required system data sets and contents for VTAM are:
SYS1.LINKLIB  VTAM initialization module
SYS1.LPALIB VTAM load modules and user written exit routines

SYS1.NUCLEUS VTAM resident SVCs and abnormal termination
routines

SYS1.LOGREC VTAM error records
SYS1.PARMLIB VTAM related information

SYS1.PROCLIB Will include one or more VTAM start procedures
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Optional System Data Sets

Optional data sets depend on user choices for:

® VTAM trace facility

® VTAM non-resident SVCs

® Supervisor call (SVC) dumps.

The optional data sets and contents are:

SYS1.TRACE Generalized Trace Facility (GTF) trace records for VTAM

SYS1.SVCLIB VTAM non-resident SVCs and local device error recovery
procedures (ERPs)

SYS1.DUMP SVC dump records

VTAM Runtime Data Sets

SYS1.VTAMLIB

Data sets used by VTAM during execution are a combination of system data
sets and user defined VTAM data sets.

The start procedure for VTAM will always require two data definition (DD)
names for VTAM:

® VTAMLIB
® VTAMLST

The data sets and their uses are as follows:

VTAMLIB is the VTAM load module and tables library.

VTAMLIB receives VTAM load modules when VTAM is installed. These
include VTAM executable modules and supplied tables. The supplied tables
are:

@® A logon mode table (ISTINCLM)

® A USS table (ISTINCDT)

® A VTAM network operator message and command table (ISTINCNO)

® A VTAM constants table ISTRACON).
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SYS1.VTAMLST

In addition, one or more of the following user-coded VTAM tables may be
link-edited into VTAMLIB:

® USS tables
Logon mode tables
Logon interpret tables

A class of service (COS) table ISTSDCOS)

A communication network management (CNM) routing table
(ISTMGC00).

There may be any number of USS logon, interpret, and logon mode tables in
the library. But only one COS table or CNM routing table will be used by
VTAM.

VTAMLST is the VTAM definition library.

Members of the definition library include user coded:

® Major nodes

@ Start option lists

® Configuration lists

® VTAM PATH definition sets

All members of VTAMLST are cataloged in source statement form. VTAM
creates internal tables from the source code for start option and
configuration lists at VTAM initialization time. Major nodes and path

tables are converted from source to internal tables when they are activated.

Note: VTAM PATH definition sets are not major nodes.
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SYS1.VTAMOBJ (Reference for Pre-ACF/VTAM Version 3)

VTAMOBYJ is a special data set used in MVS VTAM svstems prior to
ACF/VTAM Version 3.

When a major node is activated. the member is selected from VTAMLST
and VTAM builds an internal table called a resource definition table (RDT).
A copy of this table is then placed on VTAMOBJ. Later, if the major node
is inactivated and reactivated. VTAM will look at VTAMOBJ for a saved
RDT with the same name and use the copy rather than reassemble the RDT.

Note: When VTAM path tables are activated. VTAM builds an internal
path table which is not an RDT. Also, path tables are not placed on
VTAMOBJ.

IMPORTANT: VTAM looks at VTAMOBJ depending on the VTAMLST
data set.

1. If VTAMLST is not a concatenated data set:

a. VTAM will compare time stamps of the RDT member on VTAMOBJ
with the major node on VTAMLST.

b. If the VTAMLST major node time stamp is later than that of the
RDT on VTAMOBJ, VTAM will assume that the major node
definition has been changed since the copy was placed on
VTAMOBJ.

VTAM will rebuild the internal RDT from the VTAMLST member.

c. If the time stamps are the same, the VTAMOBJ copy is used.

2. If VTAMLST is a concatenated data set:

a. VTAM does no time stamp checking.

b. The RDT copy from VTAMOBSJ is used regardless of changes to the
major node definition on VTAMLST.

It is recommended that VTAMLST not be a concatenated data set for the

above reasons. If VTAMLST is made a concatenated data set, the user
should make sure that the RDT copy on VTAMOBYJ is scratched when
changes are made to the major node on VTAMLST.
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Special VTAM Data Sets

There are three additional data sets that receive VITAM code when VTAM
is installed:

- SYS1.MACLIB The MACLIB data set contains the VTAM macros
required to assemble VTAM application programs.

SYS1.ASAMPLIB The ASAMPLIB contains the source code for the
VTAM-supplied operator command table
(operation-level USS table). The code is supplied for
user information. The assembled and link-edited
table ISTINCNO) resides on VTAMLIB after VTAM
is installed.

SYS1.SAMPLIB The SAMPLIB data set contains the operator
command table in source format that allows
alterations by the user before VTAM installation.
Once VTAM is installed, SYS1.SAMPLIB is no
longer required.

Configuration Restart Data Sets

Two other special data sets may be defined if the user selects the VTAM
configuration restart facility. A configuration restart data set is used to
store the status of minor nodes (active or inactive) when there is a network
failure. Configuration restart is selected for each major node; therefore, a
separate user named data set can be assigned on a major node basis.

In addition to the individual configuration restart data sets, the user may
define a data set, SYSI.NODELST. in which VTAM will keep the status of
all major nodes. When VTAM is restarted. the operator may choose to
have VTAM restore major nodes listed in SYS1.NODELST to their original
status.
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MVS Data Sets for NCP

NCP Load Library

SYS1.VTAMLST

There are four data sets for NCP installation:
® A user named NCP Load Library

® SYS1.VTAMLST

® SYS1.LINKLIB

@® An additional data set is needed if the user selects the option to have
VTAM provide an NCP storage dump.

When NCP is installed in an MVS system, the output of the NCP
generation is an NCP load module which is placed on a user named NCP
Load Library. VTAM finds the data definition statements by looking at the
LOADLIB parameters in the NCP BUILD macro when the NCP is
activated.

The output of NCP generation consists of two types of NCP members:
® The NCP load module
® An NCP Resource Resolution Table (RRT)

The member name of the NCP is defined in the NEWNAME operand of the
NCP BUILD macro. The RRT member created has the same name as the
NCP appended with an “R.” For example, NCP11’s RRT would be NCP11R.

The NCP generation deck (source code) is placed on VTAMLST and
becomes the VTAM major node definition for the NCP..- When the NCP
major node is activated, VTAM gets the major node definition from
VTAMLST and the NCP RRT from the NCP Load Library.

VTAM builds its internal table (RDT) for the NCP major node by adding
RRT information to the NCP major node definition. The RRT contains
resource IDs for each network addressable unit (NAU) in the NCP (PUs
and LUs, for example). After VTAM matches RRT names with minor node
names, the NAU resource IDs correspond to VTAM minor node element
addresses in the RDT.

Note: The element address and NCP subarea number are used by VTAM
when it creates the destination address fields in the PIU transmission
header (TH) for particular PUs and LUs.

The name of the NCP in the NCP Load Library must match the member
name of the NCP major node on VTAMLST.
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SYS1.LINKLIB

NCP Dump Data Set

The third data set used with NCP is SYS1.LINKLIB. Four NCP programs
are placed in SYS1.LINKLIB when NCP is installed:

® The NCP loader utility program

® A dump utility program for NCP

@ A dump bootstrap program for NCP

® NCP testing modules for initialization testing.

VTAM will use the NCP loader utility program to load an NCP load module
from the NCP Load Library into the 37xx communications controller.

Note: The NCP loader utility program may also be run as a stand-alone job
to load an NCP; that is, VTAM need not be running.

VTAM will load the initial test module from SYS1.LINKLIB and an NCP
diagnostic routine from a user-defined Initial Test Routine data set into a
channel-attached 37xx before loading the NCP. This is a user option
selected when the NCP is coded.

The user may select the option to have VTAM dump NCP storage
automatically or by network operator request. A user-named NCP dump
data set must be supplied to receive the NCP dump records.

VTAM will use the NCP dump bootstrap program to obtain the records and
store them on the dump data set. The NCP dump utility program may then
be used to format and print the NCP dump records.

MVS Start Procedure

The VTAM start procedure for MVS includes an EXEC statement for the
VTAM initialization module and data set definitions for the required and
optional data sets. VTAM start procedures are cataloged in
SYS1.PROCLIB.

‘An example of the EXEC statement in the start procedure is:

//STEP1 EXEC PGM=ISTINMO1l,REGION=....

where ISTINMO1 is the member name on SYS1.LINKLIB for VTAM’s
initialization module.

4-8 ACF/VTAM Installation and Coding



Naming the VTAM Start Procedure

Any name may be chosen for the VTAM start procedure; however, in some
cases it may be advantageous to use the name NET for the procedure.

The operator commands DISPLAY, VARY, and HALT all require the name
NET to direct the command to VTAM. The MODIFY command requires
the VTAM procedure name rather than NET.

If only one VTAM start procedure will be used, then choosing the VTAM
procname of NET would make the command names the same for all VTAM
operator commands.

When more than one VTAM procedure will be used, different names must
be used for all of the procedures. Thus, NET might be chosen for the
normal VTAM production procedure and other names might be chosen for
VTAM testing procedures. The VTAM operator would then use the
appropriate name in the MODIFY command.

The Example Configuration

VTAMLST

VTAMLIB

SYS1.PROCLIB

The VTAM library members for the example configuration introduced in
earlier mini-cr*-=ses are as follows:

The members in VTAMLST are:
® The VTAM start options list ATCSTR00
® The initial configuration list ATCCONO1
® The major nodes:

INQMAJO1

- LOC2SNA
LOC1INSNA

The installed VTAM modules and tables.

At this point, there are no NCPs in the configuration and no user options
have been chosen which would require data set definitions. Therefore, the
VTAM start procedure will be cataloged in SYS1.PROCLIB as shown in
Figure 4-1. .
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//* EXEC ISTINMOl FOR MVS

//*

//VTAMP PROC

//STEP1 EXEC PGM=ISTINMO1l,REGION=3000K,DPRTY=(15,15),PERFORM=8,
// TIME=1440

//VTAMLIB DD  DSN=SYS1.VTAMLIB,DISP=SHR

//VTAMLST DD  DSN=SYS1.VTAMLST,DISP=SHR,LABEL=RETPD=0

Figure 4-1. Example Configuration MVS Start Procedure

Starting the System

The VTAM example configuration may now be started with the MVS
START command:

Either

S VTAMP

or

S VTAMP,,, (overriding start options)

VTAM’s initialization module will load the required VTAM modules first.
Next, ATCSTRO0O is loaded from VTAMLST. The start options specified for
the system are examined, and these options are used to establish various
operating characteristics for the VTAM domain.

VTAM modules are loaded into the VTAM address space, storage is
obtained for various control tables, and the tables are initialized. The
buffer pools controlled by VTAM’s storage management routines are built,
VTAM’s queues are initialized, and VTAM files are opened. The
configuration list ATCCONOL1 is read from VTAMLST and the RDTs are
built for the three major nodes: INQMAJO1, LOCINSNA, and LOC2SNA.

VTAM will then issue the console message:

"IST020I VTAM INITIALIZATION COMPLETE"

After this processing has been completed, VTAM is ready to accept VTAM
commands.

Please turn to Mini-Course 4, Exercise 4.1, in your PRG and answer
the exercise questions.
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Mini-Course 5. VTAM Considerations in VM

Installation

Introduction

ACF/VTAM Version 3 for VM/SP provides a native interface to VM,
allowing connected terminal devices to act as virtual machine operator
consoles. With the VM/Group Control System (GCS), a facility .

provided in VM/SP Release 4, VTAM can support end-user access,
terminal-to-application access, and network operations in an SNA
environment. In addition, application-to-application access is provided in a
multisystem environment.

VM/Group Control System (GCS)

VM Environment

GCS provides MVS supervisor and data management services with a
simulated subset of MVS. Also, selected VM services and conversational
monitor system (CMS) functions are provided in GCS. Each virtual
machine in the Group Control System machine group can communicate
with other machines in the group through common storage.

VTAM must be installed in a virtual machine that is a member of a GCS.
Any application program which accesses the VTAM application program
interface (API), such as NCCF Version 2, must reside in the same GCS
group as VTAM. Only one ACF/VTAM Version 3 may reside in a GCS
machine group; however, multiple GCS machine groups may run
concurrently in the same VM processor, each having a virtual machine
with a VTAM domain installed. Cross-domain communication is possible
between the VTAM domains using either a VM virtual channel-to-channel
adapter (CTCA) or through a channel-attached communications controller.

Figure 5-1 shows VTAM in a VM environment along with other optional
and required virtual machine applications.
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Figure 5-1. VTAM in a VM Environment

~

VSCS shown in Figure 5-1 is the VM SNA Console Support component of
VTAM. It is supplied with VTAM and allows terminals in an SNA network
to act as virtual machine operator consoles. For example, a terminal user
may first logon to the VTAM application program, and later, logon to CMS
as a virtual machine operator, and still later, use the CP DIAL command to
connect to the guest operating system as a local terminal.

Communication and data movement between virtual machines or between a
virtual machine and a VM control program (CP) service is accomplished
through the Inter-User-Communication-Vehicle (IUCV) shown in

Figure 5-1. The IUCV is the interface between the console support of
VTAM, VSCS, and CCS, a communication component of CP. The console
communication services (CCS) component of CP provides the interface
between IUCV and CP. One other CP component is necessary for data
movement between GCS group members: the CP Signal System Services.
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For example, a data movement may begin with an SNA terminal in the
network transmitting data destined for the CMS virtual machine. VTAM's
VSCS receives the data from the LU through the VTAM API (Application
Program Interface) with the use of CP Signal System Services. VSCS then
sends the data to CCS through the IUCV component. CCS then routes the
data to the CMS virtual machine. In turn, data from CMS back to the LU
would retrace the same path.

If, in the example, the LU were in session with the VTAM application
program shown in Figure 5-1, VSCS and CCS would not be involved and
data would flow through the VTAM API to and from the application
program.

CP-owned 3270 non-SNA and remote BSC devices, however, may directly
access the VTAM virtual machine and logon to VTAM application
programs. These devices would use the CP DIAL command to access
VTAM. In order to have this capability, VTAM needs to have a set of
nonexistent addresses defined in a LOCAL major node. Also, the CP DEF
GRAF command would be used to assign virtual terminals to the
non-existing addresses.

The recovery virtual machine shown in Figure 5-1 is responsible for
executing the initialization and termination routines for all members in the

group. This includes normal termination and abnormal termination with
error recovery via group termination exits.

Pre-Installation for VTAM

The program directory shipped with VTAM includes directions for
installing VTAM from the product tapes. The memo to users which
contains detail installation instructions is printed from the tape by entering
the MAINT command and userid.

Pre-installation tasks include standard VM functions as follows:

1. VM directory update

@ Add userids for VTAM, the recovery virtual machine, and other
virtual machines such as NCCF with the USER control command.

® Add minidisks for VTAM and other SNA products such as NCP,
SSP, NCCF, NPDA, and NLDM with the MDISK control command.
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® Consider using the option DIAG98 for VTAM. It will allow direct
I/O operation via VTAM’s channel programs. CP I/O address
translation will be bypassed giving VTAM a fast path through CP
for I/O processing.

@ Update the GCS configuration file to give VTAM authorization to
run in the supervisory state and use GCS functions. This may be

accomplished by answering questions on display panels provided by
the GROUP EXEC function.

VTAM runs with a discontiguous shared segment named in the GCS
generation with the VTAMSEG entry. If VTAM’s userid is to be
other than VTAM, the VTAMSEG name must be changed before
generating the VTAM GCS. Also, the VMFPARM file which
contains minidisk addresses required to install and maintain VTAM
and the VTAM discontiguous shared segment must have the same
VTAM name for the shared segment.

@ Regenerate the directory with DIRECT VMUSERS.
2. System name table (DMKSNT) update
® Add an entry for VTAM with the NAMESYS macro using
SYSNAME =VTAM. The segment name in the VMFPARM file
must be the same as SYSNAME.

® Use the GENERATE EXEC with ONLY to assemble and verify the
DMEKSNT before final assembly.

GENERATE DMKSNT ONLY

® Assemble DMKSNT with GENERATE DMKSNT to update the
system name table and regenerate the CP nucleus.
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GCS and VTAM Storage Layout and Allocation

VM requires user-coded entries in the system name table to define private
storage and shared segments for virtual machines. Both GCS and VTAM
require private storage and shared segments for the following:

® GCS private storage

° VTAM private storage, constant and dynamic, to contain:

— VTAM control blocks

— VTAM buffers

— VSCS private storage, if VSCS is to run in VTAM’s virtual machine.
® GCS common storage to contain:

— GCS supervisor

— GCS control blocks

— . GCS trace table.

Within the GCS common storage area there are VTAM application
specific requirements, including:

VTAM constant and dynamic common storage

VTAM buffer pools

VTAM internal trace table

Storage for VTAM activation of channel-attached devices.
@ VTAM discontiguous shared segment (VTAM’s common storage).

VTAM modules reside in the shared segment. It is recommended, but
not required, that the shared segment be discontiguous (addresses above
the VTAM virtual machine), since storage savings are gained when
other virtual machines, such as NCCF, need shared segment storage.
While discontiguous shared segments may be shared by two or more
virtual machines, shared segments within a virtual machine may not be
shared.

Storage calculations and recommendations may be found in the GCS Guide
reference manual and, for VTAM, in the Network Program Products
Planning manual. Also, you may reference the Network Program Products,
Samples: VM SNA manual for storage requirements and VTAM V3 for
VM/SP installation. '
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VTAM Installation

The installation of VTAM V3 in the VM/SP environment consists of a
series of steps outlined in the memo to users. Once VTAM is installed,
VTAM major nodes, tables, start options, and configuration lists are coded
to define the network. All VTAM definitions are coded using CMS and
filed in CMS files.

An overview of the installation steps is as follows:
1. Logon to the VM MAINT userid

2. Mount the VTAM installation tape

3. Attach the tape to MAINT (181)

4. IPL CMS large (CMSL)

5. Invoke the installation exec INSTFPP passing the VTAM program
number (5664280 for V3)

instfpp 5664280

At the completion of the INSTFPP EXEC, VTAM will be installed on the
minidisks created during the pre-installation process. The contents of the
minidisks is described in the memo to users.

At this point, VTAM may be started to verify the installation procedure. A
VTAM start procedure, in the form of an EXEC, is included with the
product on the BASE disk with the name VMVTAM GCS. The procedure
may be modified by the user for specific VTAM requirements. For example,
if VSCS is to run in the VTAM virtual machine, the VSCS startup
commands may be included in the procedure. The procedure, after
modification, should reside on VTAM’s runtime A disk, VTM191.
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Communications Products Installation Minidisks

Communications products require two sets of minidisks; one set for
installation and the other for operation. All of these minidisks should be
defined to the MAINT userid for installation and maintenance. The
operation minidisks will be either defined or linked to the VTAM userid
when the network operator logs onto the VTAM virtual machine.

The communications products include NCP/3705, NCP/3725, SSP, NCCF,
NPDA, NLDM and VTAM itself. An overview of the communications
products installation minidisks includes:

® BASE minidisk - the product text decks, macros, and installation
control files from the product installation tape (VSCS is on the BASE
minidisk with VTAM).

® DELTA minidisk - contains program temporary fixes (PTFs) from
program update tapes (PUT tapes) for installation or maintenance.

® MERGE minidisk - receives program updates from the installation tape
or from the DELTA disk via the VMFMERGE EXEC during

maintenance.
® ZAP minidisk - receives user changes made via the VMFZAP EXEC.

® RUN minidisk - contains the product load libraries and link-edit maps
at the conclusion of installation or maintenance. For VTAM, the
VTAM discontiguous shared segment map is also placed on this disk.

At the end of VTAM installation there will be two additional minidisks to
the above.

® VTMI191 minidisk - the VTAM virtual machine 191 A disk which will
contain VTAM supplied tables source in ISTxxxxx ASSEMBLE files,
and supplied start option, configuration, and application major node
samples in ATCxxx00 VTAMLST and ISTAPPLS VTAMLST files.

® MACRO minidisk - contains product macros required for user
assembling and link-editing of tables and VTAM application programs.
A CMS user would link to the MACRO disk before doing assemblies.
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VTAM Runtime Minidisks

When the VTAM virtual machine is logged on for operation, VTAM will
need access to the following minidisks:

® MAINT 190 disk - the CMS system disk.

® [PCSE disk - contains VTAM text decks required for formatting GCS
dumps with the Interactive Problem Control System (IPCS).

® TRAPRED disk - contains VTAM text decks required for formatting
trace records created with the CPTRAP command.

@® RUN minidisk - the VTAM module disk created during VTAM
installation. '

® VTMI191disk - VTAM’s definitions and LOADLIBS for VTAM tables and
NCP load modules.

NCP Generation Overview

A Version 3 NCP is generated in a VM environment with the NCP/EP
Definition Facility (NDF) supplied with SSP Version 3 for VM. Examples
to generate an NCP are provided with SSP in the form of EXECs. Users
may select the EXEC which fits the installation needs, then copy it from
the SSP BASE minidisk to the RUN disk to make installation dependent
modifications to the EXEC.

The NCP is coded in standard source format using CMS, then filed on the
userid A disk with a chosen NCP filename and a filetype of VTAMLST.
The generation EXEC will access this generation deck for input to NDF.

The NCP/EP generation macros are in a VM macro library (MACLIB) after
installation. NCP/EP text modules necessary at link-edit time are in a VM
text library (TXTLIB).

The generation EXEC includes VM file definition (FILEDEF) statements
for the macro library, text library, NCP source, work files, and output load
library. ’

An example of the statements for the macro library and the NCP source is:
*** Access the NCP macro library

FILEDEF SYSLIB DISK MAC3725 MACLIB *
GLOBAL MACLIB MAC3725

*** Access the user coded NCP scource

FILEDEF GENDECK DISK ncpname VTAMLST A
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NDF is invoked with the command ICNRTNDF after the work files and a
printer for the NDF return code summary are defined. NDF puts the text
output in simulated PDS data sets for input to the linkage-edit step. An
example of the EXEC statements for the NDF output file and the link-edit
step is:

*** NDF Output Object Code

- TXTLIB GEN objname TABLE1l TABLE2

*** (OBJ3725 is NDF Output for LKED Input
*** SYSPUNCH for NCP/EP Table Text
*** SYSLMOD for NCP Load Module and RRT

FILEDEF OBJ3725 DISK OBJ3725 TXTLIB *

FILEDEF SYSPUNCH DISK objname TXTLIB A
FILEDEF SYSLMOD DISK ncpname LOADLIB A
LKED NCPINCL ( MAP NCAL .. . caee

Produced on completion of the EXEC are a generation report, return code
summary, and table assembly listings. The ncpname LOADLIB will contain
the NCP load module and a resource resolution table (RRT) ready for
VTAM at NCP load and activation time.

Defining the Network

VTAM definitions for major nodes, start option lists, configuration lists,
and PATH definition sets are coded using CMS and filed with a filetype of
VTAMLST. For example, the application program major node INQMAJO1
would be filed in a CMS file INQMAJO1 VTAMLST on VTAM’s A disk.
Normally, the user would be logged on as VM MAINT; however, VTAM
files could be coded on other CMS user IDs and later copied to VTAM’s A
disk.

VTAM tables such as USS, logon mode, and class of service (COS) tables
are assembled and link-edited into VTAMUSER LOADLIB on VTAM’s A
disk. The VTAMUSER load module library is created with the VMFLKED
command when VTAM is installed.
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VTAM Initialization Processing

Network Configuration

The initialization routines which start VTAM in VM are invoked when the
system operator issues the EXEC command for VTAM startup.

The VTAM host attachment routines are given control first. The start
options specified for the system are examined, and these options are used to
establish various operating characteristics for the VTAM domain.

VTAM modules are loaded into the virtual machine, storage is obtained for
various control tables, and the tables are initialized. The buffer pools
controlled by VTAM’s storage management routines are built, VTAM’s
queues are initialized, and VTAM files are opened. The initialization
routines then attach sets of VTAM routines as subtasks. After this
processing has been completed, VTAM is ready to accept VTAM commands.

After the system has been initialized, the parts of the domain and the way
in which these parts are connected to the system are defined to VTAM.
The configuration of the domain and the characteristics of its nodes are
represented to VTAM by a series of control blocks called resource
definition table (RDT) segments. Each RDT segment represents a major
node with which VTAM will communicate. An RDT segment is composed
of a header and a number of entries; each entry representing a specific
(minor) node in the domain.

The Initial Configuration

The initial configuration is determined either by a series of operator
commands to activate major nodes or by the CONFIG start option. For
example, if the example configuration consisted of a dummy ATCCONzxx list
with no major nodes named, the operator would use the VARY command to
activate the VTAM major nodes as follows:

VTAM V ACT, ID=INQMAJO1l
VTAM V ACT, ID=LOCINSNA
VTAM V ACT, ID=LOC2SNA

VTAM configuration services routines activate and deactivate nodes in the
domain in response to operator commands and VTAM definition statements.
They also perform automatic logon processing (that is, in addition to
activating nodes, they allocate terminals to application programs).

The configuration list ATCCONOO is read and proceséed. The RDT
segments are built for major nodes, such as INQMAJO1 and LOC2SNA,
from the VTAM definition statements by the system definition component.
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The Example Configuration

The channel-attached I/O devices that VTAM will use may be defined in the
VTAM user directory or they may be attached at VTAM startup time.
Assuming for the example configuration that the local SNA and local
non-SNA addresses have been placed in the VTAM directory entry, VTAM
may be started with the start EXEC VMVTAM (on VTAM'’s VTM191 disk).
The codiﬁg thus far for the example configuration includes:

On VTAM’s A disk VIM191:

® ATCSTR00 VTAMLST

® ATCCONO1 VTAMLST

® INQMAJO1 VTAMLST

® LOCINSNA VTAMLST

® LOC2SNA VTAMLST
The only required change to the coding for the VM system is that VSCS, a

VTAM application program, would need an APPL statement added to the
application program major node INQMAJO1. For example:

VSCS APPL ACBNAME=VM,AUTHEXIT=YES,PRTCT=VM

To start VTAM the network operator would need to do the following:
1. Logon to the GCS recovery machine.

2. Logon to the VTAM userid.

3. Access any VTAM required disks that are not in the VTAM directory
entry. '

4. Issue the VTAM start procedure command VMVTAM.
Since the major node names are coded in the CONFIG list, and no PATH
definition sets are required, the VTAM example network will come up

active.

The application program INQUIRE can then be started in a virtual machine
within VTAM'’S GCS group. Session requests can then be made.

Please turn to M ini-Course 5, Exercise 5.1, in your PRG and answer
the exercise questions.
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Mini-Course 6. VTAM Considerations in VSE

Introduction

VSE IPL Procedure

Virtual Storage Extended/System Package Version 2 is a pre-generated
interactive operating system. VTAM is included as one of the VSE/SP
subsystem services.

The VTAM product levels supported with VSE/SP Version 2 are:

® ACF/VTAM Version 2 Release 1 for VSE/SP Version 2 Release 1,
Modification Levels 1 and 2 (VSE/SP V2.1.1 or V2.1.2)

® ACF/VTAM Version 3 for VSE/SP V2.1.3 or V2.1.4

Among other functional changes to VSE is a new library structure which
provides a single, logical library structure for source books, relocatable
modules, phases, procedures, and user-defined library types. This library
structure replaces the core image, relocatable, and source statement
libraries of previous VSE systems.

Although VSE/SP may be installed as a ready-to-run system, it can be
tailored through the use of dialogs to complete the base instailation.

VTAM coding requirements, such as major nodes, are accomplished
through an interactive function called the Interactive Interface. The
Interactive Interface is a set of function lists, dialogs, selection panels
(menus) and data entry panels. Among the functions of the Interactive
Interface is the capability to configure the system hardware including local
and remote terminals to be managed by VTAM.

Remote devices that VTAM will manage do not need to be defined to VSE;
however, channel-attached devices including local terminals and

communications controllers must be defined in the hardware configuration
table.

The initial program load (IPL) procedure brings VSE into processor storage
and passes it information including the types and addresses of
channel-attached devices. The IPL procedure is automatically created
during VSE/SP initial installation. It may be tailored using the “Tailor IPL
Procedue” dialog followed by the “Create Startup Books” dialog which
catalogs it on the system library IJSYSRS.SYSLIB. [JSYSRS.SYSLIB
corresponds to the former system core image library with the additonal
capability of housing cataloged procedures.
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ADD statements in the IPL procedure are used to define the
channel-attached devices to VSE. The ADD statements for VTAM managed
resources include:

® Devices attached locally on subchannels including:
37xx Communications Controllers
Local SNA and non-SNA Cluster Controllers

® Communications lines attached to a communications adapter.

Adding Communications Controllers

Channel-attached communications controllers (37xx) are specified for VSE
with ADD statements with a device type of 3705. For example, a 37xx at
channel address 020 would be added as follows:

ADD 020,3705,01 (3705 with a type 1 or type 4 Channel Adapter)
ADD 020,3705,02 (3705 with a type 2 or type 3 Channel Adapter)

ADD 020,3705,01 (3725 with its type 5 Channel Adapter)

Adding CA Communications Lines

For communications adapters, each SDLC communications line is specified
on an ADD statement by its address (030 to 037), a device type of 3705, and
a mode setting of 10. For example, an SDLC communications line at
address 035 would be entered as:

ADD 035,3705,10

A BSC 3270 line for VTAM is added with its line address, a device type of
2703, and no mode setting as follows:

ADD 037,2703

Adding Local Devices

Locally attached devices are specified with the IPL ADD stateraent.

Local SNA Devices

SNA cluster controllers (that is, 3274 A Models, and the 3791), attached
locally to a channel, have their own addresses and a device type of 3791L.
The devices attached to the cluster controller do not have channel
addresses and therefore are not entered on ADD statements. For example, a
cluster controller at address 41A would be defined as follows:

ADD 41A,3791L

The devices attached to the 3774 are defined in a local SNA major node
using the “Configure Local SNA 3270s” dialog.
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Local Non-SNA Devices

Entering IPL Statements

VTAM Partition

Non-SNA devices attached to processor subchannels and devices which are
attached to the Display/Printer Adapter of the 4300 have their own
addresses.

The address range for the Display/Printer Adapter is 009 to 01F. Attached
terminals, such as the 3278 Display Station - Model 2, are identified in the
ADD statement by address and device type 3277. For example, a 3278-2
attached to the Display/Printer Adapter at address 00B would be added as
follows:

ADD 00B,3277

Non-SNA cluster control units (such as, 3274 B & D Models, or the 3272
Models 1 or 2) must have a subchannel address for each device attached.
Local 3270s, such as 3277s or 3278s, are added as device type 3277. A mode
setting of 01 is specified for printers only. For example, the first eight ports
of a 3274 are reserved for 3278s, and ports 009 and up may be used for 3277s.
For a 3278 and a 3277 attached to a 3274 cluster control unit at addresses
0AQ and 0AS8, and a 3287 Printer at address 0A9, the ADD statements would
be as follows:

ADD O0A0,3277 (the 3278)
ADD OA8,3277 (the 3277)
ADD 0A9,3277,01 (the 3287)

The VTAM local non-SNA major node is defined with the “Configure Local
Non-SNA 3270s” dialog.

In a VTAM system with local terminals as well as communications
controllers or communications adapter lines, the number of ADD
statements may be significant. The IPL statements may be cataloged as a
procedure for use with VSE Advanced Function - Automated System
Initialization (ASI). Or, the IPL statements may be entered by the system
operator either through the operator console, or via a card reader.

VTAM must run in a partition with a higher priority than any of the
VTAM application programs. The virtual and real partitions for VTAM are
specified with the ALLOC and ALLOCR commands.

For calculating VTAM storage requirements, refer to the Network Program
Products Planning manual.
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VTAM Start Procedure

The VTAM startup job is supplied with VSE/SP as VTAMSTRT, one of the
supplied skeletons. The VTAM start procedure contains VSE job control
statements to supply a job name, define disk file labels, and assign devices
to channel addresses. The supplied startup skeleton for VTAM startup in a
VSE/POWER environment is shown in Figure 6-1.

//
//

/7

//
//
&

* $§$ JOB JNM=VTAMSTRT,DISP=L,CLASS=3

JOB VTAMSTRT START VTAM

ASSGN SYS000,UA

ASSGN SYS001,DISK,VOL=SKSWK1l,SHR TRACE FILE ASSIGNMENT
ASSGN SYS004,DISK,VOL=SKSWK1l,SHR TRACE FILE for TPRINT
ASSGN SYS008,DISK,VOL=SKSWK1l,SHR. NCP LOAD MODULE ASSIGNMENT
ASSGN SYS012,DISK,VOL=SKSWK1l,SHR NCP DIAGNOSE FILE

LIBDEF PHASE,SEARCH=(user sublibraries,..,PRD2.COMM,PRDG2.CONFIG,

PRD1.BASE)PERM

LIBDEF OBJ,SEARCH=(user sublibraries,..,PRD2.COMM,PRD2.CONFIG,
PRD1.BASE)PERM

LIBDEF SOURCE,SEARCH=(user sublibraries,..,PRD2.COMM,PRD2.CONFIG,
PRD1.BASE)PERM

LIBDEF DUMP,CATALOG=SYSDUMP,private

EXEC INTINCVT

* $$ EOJ

Figure 6-1. VTAM Startup (VTAMSTRT Skeleton)

Changes to the supplied startup skeleton are made using the “Program
Development Library” dialog procedure. For example, user sublibrary
search chains need to be modified according to installation requirements.

Standard labels are provided for the files shown in Figure 6-1. User files
other than shown would require DLBL and EXTENT information in the
startup procedure.

A partial list of supplied communicaitions program components and their
permanent sublibraries is as follows:

PRD2.COMM - ACF/NCP 3705, NCCF, NPDA X.25 VTAM
PRD2.COMM2 - ACF/NCP 3725, EP 3725
PRD2.BASE - ACF/VTAM, CICS/DOS/VS

VTAM major nodes, start option lists, CONFG lists, and PATH definition
sets may be in PRD2.CONFIG or in other private sublibraries. '
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Optional VTAM Files

Configuration Restart Files

Trace Files

More than one VTAM startup book may be cataloged to allow user
flexibility. For example, one procedure might include statements for trace
files in a test environment while another might exclude tracing for the
production environment.

Additional files are required if the user selects the VTAM configuration
restart facility. The configuration restart file is used to store the status of
minor nodes (active or inactive) when there is a network failure. Each
major node is related to a different user-defined VSAM file.

Configuration restart is defined to VTAM in each major node definition
with the parameters CONFGDS ="filename“ and CONFGPW = “file
password”. For an NCP major node, the parameters are coded in the NCP
PCCU macro.

In addition, the user may select to have VTAM keep the status of all major
nodes (and NCP dynamic reconfiguration data sets, DRDS) in a NODELST
file. The NODELST file is a user-defined VSAM file which a network
operator may select with the CONFIG start option when restarting VTAM.
The major nodes would then be restored to their original status before a
failure if the operator had started VTAM originally and included the
NODELST start option.

When traces are to be taken, the trace records may be stored on tape or
disk files by user option. VTAM checks to see if the trace file at SYS001
has been assigned. If it has, tracing is recorded externally on the SYS001
device. VTAM also creates internal trace tables for trace records.

The VTAM TPRINT utility is used to print trace records whether internal
or external recording is used. When recordeing is on an external SYS001
file, SYS004 is assigned to the same file for TPRINT trace record input.
TPRINT requires that SYSLST be assigned in the VTAM partition when
TPRINT is invoked with a VTAM operator command. SYSLST may be
assigned to a tape, printer, or disk.
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VTAM Initialization Processing

Network Configuration

The VTAM initialization routines, which start VTAM in the operating

system, are invoked when the system receives the EXEC command for
ISTINCVT. '

The VTAM host attachment routines are given control first. The start

options specified for the system are examined, and these options are used to
establish various operating characteristics for the VTAM domain.

VTAM modules are loaded into the partition, storage is obtained for
various control tables, and the tables are initialized. The buffer pools
controlled by VTAM's storage management routines are built, VTAM'’s
queues are initialized, and VTAM files are opened. The initialization

- routines then attach sets of VTAM routines as subtasks. After this

processing has been completed, VTAM is ready to accept VTAM commands.

After the system has been initialized, the parts of the domain and the way
in which these parts are connected to the system are defined to VTAM.

The configuration of the domain and the characteristics of its nodes are
represented to VTAM by a series of control blocks called resource definition
table (RDT) segments. Each RDT segment represents a major node with
which VTAM will communicate. An RDT segment is composed of a header
and a number of entries—each entry representing a specific (minor) node in
the domain.

VTAM configuration services routines activate and deactivate nodes in the
domain in response to operator commands and VTAM definition statements.
They also perform automatic logon processing (that is, in addition to
activating nodes, they allocate terminals to application programs).

The source statement library book B.ATCCONOO is read and processed.
The RDT segments are built for major nodes, such as INQMAJO1 and
LOC2SNA, from the VTAM definition statements by the system definition
component.
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Example Configuration - Putting It All Together

Sample IPL Procedure

The example configuration IPL procedure shown in Figure 6-2 is cataloged
in the VSE procedure library. .

ADD 024,3277 3278 Display Terminal

ADD 025,3277 3278 Display Terminal

ADD 026,3277B 3286 Printer

ADD OB8,3791L The local 3274 Control Unit

DEF SYSCAT=DOSRES,SYSREC=SYSWK1
DLA VOLID=DOSRES,BLK=....,NBLK=....,DSF=N,NAME=....
SVA PSIZE=nnnK,SDL=nnn,GETVIS=nnK

Figure 6-2. Sample IPL Procedure

Example Start Procedure

The requirements for the first example configuration assume that no traces
are to be taken; therefore, no label sets or ASSGNs are necessary for the
trace file or the SYSLST file. Also, the first example assumes that VTAM
phases and transients are in the PDR1.BASE sublibrary; the major node
definitions, the start options, and the configuration list are in a private
source sublibrary PRD2.CONFIG.

The VTAM start procedure for the example configuration, ready to be
cataloged in the VSE procedure library, is shown in Figure 6-3.

// ASSGN  SYS000,UA
// BASSGN  SYS001,UA
// ASSGN  SYS004,UA
// LIBDEF PHASE,SEARCH=(PRD2,CONFIG,PRD1.BASE) ,PERM
// LIBDEF OBJ, SEARCH=(PRD2 ,CONFIG,PRD1.BASE) ,PERM
// LIBDEF SOURCE,SEARCH=(PRD2,CONFIG,PRD1.BASE),PERM

// LIBDEF DUMP , CATALOG=SYSDUMP. xx,PERM xx=partition
// EXEC ISTINCVT,SIZE=nnnn ‘
/*

/&

Figure 6-3. Example Configuration Start Procedure
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Sample VSE Sublibraries

The current VSE libraries for the example configuration are shown in
Figure 6-4 and summarized below.

PHASE PROCEDURE SOURCE
SUBLIBRARY SUBLIBRARY SUBLIBRARY

CVTAN

INQUIRE

S
~_

Figure 6-4. Sample VSE Libraries
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Phase Sublibrary

The VSE PHASE sublibraries for the example configuration will contain
the following:

® The VTAM phases
® The VTAM transients
® The INQUIRE application program.

Source Sublibrary

The source sublibrary includes the following books from the example
configuration:

® INQMAJO1.B - the application program major node definition
LOCINSNA.B - the local non-SNA definition

[
® LOC2SNA.B - the local SNA definition
® ATCSTRO00.B - the start options list

[ ]

ATCCONO01.B - the configuration list.

Procedure Sublibrary

The VSE procedure sublibrary for the example configuration will contain
the following:

® The VTAM start procedure.

® The VSE IPL procedure.
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Starting the System

Pe

Once the VSE IPL procedure has been invoked and the partitions have been
allocated, VTAM can be started.

The general procedure for starting VTAM is the same as it is for the
example configuration. The one difference would be when the Start Option
list specifies PROMPT for the operator to enter the options. In the
example, all necessary options have been coded in ATCSTR00.B including
NOPROMPT.

The steps for starting the VTAM example configuration are as follows:
1. Start the VTAM partition with the VSE START command.
2. Invoke the VTAM sample start procedure.

3. Call in the first VTAM phase (ISTINCVT) with the VSE EXEC
command. VTAM will begin its initialization process and display a
console message for each major node that it activates. The last message
will be:

"S5A20I, VTAM INITIALIZATION COMPLETE"

The application program INQUIRE can now be started in another VSE
partition of lower priority.

Had there been a requirement for the operator to supply any start options
(PROMPT in ATCSTRO00.B), there would be a message, “56A51A, ENTER
VTAM START PARAMETERS”. The operator would then type in any
overriding options. The start options are merged from ATCSTRO00.B, the
operator options, and another ATCSTRyy.B list (if it is selected by the
operator LIST =yy option). VTAM asks for corrections if any options are
1n error.
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The Initial Configuration

The initial configuration is determined either by a series of operator
commands to activate major nodes or by the CONFIG start option. For
example, if the example configuration consisted of a dummy ATCCONxx list
with no major nodes named, the operator would use the VARY command to
activate the VTAM major nodes as follows:

V NET,ACT,ID=INQMAJO1l
V NET,ACT,ID=LOC1NSNA
V NET,ACT,ID=LOC2SNA

Please turn to Mini-Course 6, Exercise 6.1, in your PRG and answer
the exercise questions.
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Mini-Course 7. VTAM-Only Operands/ in Device

Major Nodes

Introduction

There is a set of VTAM-only operands that appear on device definitions in
all types of device major nodes. Although the operands appear with the
device definitions, they function to define session options during
installation. The specific operands, grouped with their primary function,
are:

MODETAB,DLOGMOD LU-LU Session Initiation

USSTAB,SSCPFM,DISCNT SSCP-LU Session for End User
Logon/Logoff

ISTATUS Initial Component Status,
ACTIVE/INACTIVE

LOGAPPL Automatic LU-LU Session Request

VPACING Data Flow Control, VTAM outbound

In an NCP major node, these VTAM-only operands are changed by
modifying only the source code on the VTAM definition library. Since the
NCP load module is generated without knowledge of these operands, the
changes will be effective the next time that the NCP is activated.

In local major nodes, or in a VSE or VM communications adapter (CA)
major node, these operands are modified by changing and recataloging the
major node definition in the VTAM definition library. The changes will
become effective the next time the major node is activated.

MODETAB, DLOGMOD

When there is an LU logon request, VTAM will sends the name of a
suggested set of session parameters (protocol) to the primary LU regardless
of the request source. These session parameters are always stored in logon
mode tables which reside in SYS1.VTAMLIB (MVS), VTAMUSER
LOADLIB (VM) or in the VTAM module library (VSE). There is a default
logon mode table supplied with VT AM that contains valid entries for
selected device types. User coded entries for other device types or default
overrides are stored in one or more assembled and link-edited tables.
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If the supplied logon mode table does not contain an appropriate entry, 3270
devices for example, then the MODETAB operand is coded. MODETAB
points to a specific user-coded table. Since it is coded at the terminal/LU
level, every device could have a separate logon mode table. In practice, all
like devices usually use the same logmode entry and the same MODETAB
coding. VTAM will search the default table automatically if
MODETARB is not coded.

DLOGMOD stands for default logmode entry name and is a pointer to a
specific entry in either a user-coded table (MODETAB=) or in the
IBM-supplied default table.

DLOGMOD is only used by VTAM when a logmode entry name is not

supplied at some higher level. Entry name codings take precedence over
DLOGMOD in a hierarchy as follows:

1. When a LOGMODE pointer is entered by the end user in a LOGON
command.

2. When a LOGMODE pointer is entered by the network operator on
behalf of the end user in a VARY LOGON command.

3. When a LOGMODE pointer is coded as a default in a USS table.

VTAM checks for each of these LOGMODE pointers in turn. If none are
supplied, the device definition is checked for the DLOGMOD pointer and
used to search the logon mode table. VTAM first searches the optional
table (MODETAB =), and if the entry is not found, the default table is
searched. If the named entry can not be found in either table, VTAM
rejects the logon request.

There is a special procedure when no LOGMODE pointer (or DLOGMOD) is
given to VTAM. In this special case, VTAM will pass the name of the first
entry coded in the MODETAB= table or, if no MODETAB = is coded, the
name of the first entry in the default table.

Note: The user can take advantage of the VTAM search order by coding a
separate logon mode table for each device type and not supply a LOGMODE
pointer or DLOGMOD operand at all. VTAM will then pass to the primary
LU the correct entry name since it is the first (and only) entry in the table.

It is important to recognize that the primary LU has the option to use
a set of its own session parameters. This happens when the primary
LU (application program) either has hard-coded session parameters or
gives VTAM its own LOGMODE entry name. In either case, the
suggested entry name is ignored even though VITAM is required to
pass a valid name in the logon request.
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USSTAB, SSCPFM, & DISCNT

The device definition operands USSTAB and SSCPFM are used by VTAM
when the device is not in an LU-LU session. VTAM is in session with the
device after the device becomes ACTIVE. This session is called the
SSCP-LU session.

The SSCPFM operand appears on SDLC device definitions to inform VTAM
of the type of messages to send to or expect from the logical unit. There are
two general types of SDLC terminal/LUs:

® Programmable terminals are capable of sending to VTAM a formatted
logon request as a command (the INITIATE-SELF command). The
command includes-the necessary information for VTAM to pass the
logon request directly to the primary LU (application program).

Included are:
a. The name of the requesting terminal/LU.

b. The name of the application program for which the request is
intended.

c. The name of an entry in a logon mode table associated with the
terminal/LU.

Formatted logon requests are processed in VTAM in a routine called
formatted system services. VTAM knows from the SSCPFM operand to
expect formatted logon requests from programmable devices such as the
IBM 8100 or 3790.

For these devices, either SSCPFM = FSS must be coded or left out (FSS
is the SSCPFM default).

® Nonprogrammable terminals are not capable of sending the
INITIATE-SELF command and therefore use a different type of LU-LU
session request.

One form of logon request is called a character-coded logon request.
This normally means that an end user enters the request from a
keyboard, such as at a 3270 display station. The character coded
requests are processed by the SSCP unformatted system service (USS)
routine according to the SSCPFM operand.
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There are various methods of USS character coded logon message
processing, depending on the type of SDLC device and user options. A
summary of SSCPFM USS values follows:

SSCPFM =USSSCS for SNA terminals which use the SNA
character string (SCS) character coded messages. For example, all
display stations connected to IBM 3274 Control Units in SDLC
mode use SCS messages for the SSCP-LU session.

SSCPFM = USS3270 for SDLC 3271 Models 11 & 12 LU logon
requests.

SSCPFM =USS3270 or USS3275 for SDLC 3275 Models 11 & 12
display stations. USS3275 suppresses a USS good morning message
when a printer is attached to the 3275.

SSCPFM = USSNTO or USS3780 for non-SNA terminals supported
by the IBM Network Terminal Option (NTO) program product.

Session initiation using character-coded logon requests is always processed
by the SSCP unformatted system service by referencing a USS table.
VTAM has a supplied default USS table which contains a standard format
for character-coded logon requests (logon commands). If an easy to
remember mneumonic is desired, USS tables may be coded by the user to
replace the standard logon format. The default USS table also contains the
LOGOFF command, a standard format for LU-LU session termination.

The USSTAB operand on the device definition is used to tell VTAM that a
user-coded USS table exists for the device. When a message is received
from the terminal during the SSCP-LU session, SSCP’s USS processing uses
that USS table to translate the logon (or logoff) request. If the incoming
logon command can not be found in the USS table, the default USS table is
searched as well before an error message is sent back to the originator.

The DISCNT operand on the device definition tells VTAM what to do when
all LU-LU sessions for a given PU are terminated. If DISCNT is coded
YES, then VTAM will automatically terminate the SSCP-PU and SSCP-LU
session as soon as the last LU-LU session terminates.

When DISCNT =NO is coded, an option such as to code the desired

disconnection of the PU and LUs in the USS table is possible. This is done
with operands on the USS logoff command.
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VTAM will automatically attempt to activate a network component that
has ISTATUS = ACTIVE in its definition as soon as its superior node
becomes ACTIVE. (ISTATUS=ACTIVE is the default.) This allows the
user to plan how the initial status of the network is to look.

ISTATUS =ACTIVE is equivalent to the network operator command VARY
ACT. The alternative is to code ISTATUS =INACTIVE which is equivalent
to the VARY INACT command.

For example, if there were a number of PUs and LUs defined on a
particular communications line, the LINE definition could be coded as
ISTATUS =INACTIVE, letting all of the PU and LU definitions default to
ISTATUS=ACTIVE. When the network operator uses the single VARY
ACT command for the line, VTAM would attempt to contact all of the PUs
and LUs automatically.

The ISTATUS operand allows limitless combinations for initial network
status. If in the example above, the line and all of the LUs were coded
ACTIVE and the PUs INACTIVE, the network operator would have a
choice when to activate the PUs (and their LUs automatically) on an
already active line.

There may be devices in the network that are intended for a single
application program. In this case, the user may request that VTAM
automatically pass a logon request to a particular application program
when that device becomes active to VTAM. This is done by coding the
LOGAPPL operand, in the device definition, with the VTAM name of the
application program. The VTAM name is the name on the APPL statement
for the program in the application program major node.
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For example: If a device defined as LU111 is to be primarily used for
transactions in the CICS/VS application program, and the CICS APPL
statement were coded as:

DBDCCICS APPL AUTH=(....

VTAM would send a logon request to CICS on behalf of LU111 at activation
time if the LU definition were coded:

LUl11 LU ... ,LOGAPPL=DBDCCICS, ...

A LOGAPPL logon does not involve USS tables; however, a valid logon
mode table entry name is required. This could be a DLOGMOD entry name,

or the default first entry in a mode table as discussed above under
MODETAB and DL\OGMOD.

The LOGAPPL operand also establishes a special condition for the
LOGAPPL device. VTAM associates the LOGAPPL terminal/LU with the
application program as if that application program owned the terminal/LU.
VTAM marks the terminal/LLU as having a controlling application program.

Controlling application program means that after an end-user logs off from
the original application program to log on to a second program, when a
logoff occurs for the second program, VTAM will automatically send a new
logon request to the owning controlling application program.

For example: Steps in the above example for LU111
(LOGAPPL =DBDCCICS) could be:

® LU111 becomes ACTIVE (via ISTATUS=ACTIVE or the VARY ACT
command)

VTAM automatically passes a logon request to CICS which becomes
the controlling application program for LU111.

® The terminal operator at LU111 logs off from CICS to log on to a second
program.

® The terminal operator logs off the second program.

® VTAM automatically passes a logon request to CICS, the controlling
application program.

Another way to establish a controlling application program is to use the
network operator command VARY LOGON on behalf of the LU. This
approach would normally be used only in a test environment or to change
the controlling application program.
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VPACING

It is possible that VTAM application programs can flood the network with
messages to the point where network components cannot keep “pace” with
the data flow. The VTAM-only operand VPACING can be coded in device
definitions to slow-down the rate of messages entering the network.
VPACING applies to outbound traffic to the network when coded on device
definitions. Conversely, when VPACING is coded on an application
program’s APPL statement, it applies to messages flowing inbound from the
network to the application program.

The VPACING operand on the device definition tells VTAM how many
PIUs to send from the primary LU (application program) to the secondary
LU before waiting for a pacing response. A second VPACING value can be
specified to tell VTAM on which of the PIUs to turn on the pacing
indicator.

If PIUs were destined for LUs connected to an NCP, VPACING would
define pacing only between VTAM and the NCP (the boundary function).
Pacing between NCP and the LU would depend on another device operand:
PACING. The combination of VPACING to the NCP and PACING from the
NCP to the LU is called 2-stage pacing.

With certain devices pacing is not used. For example, due to the logical
pacing in 3270 data stream operations, explicit pacing is not generally
required. For display output, an application program usually will not send
subsequent output until receiving acknowledgement from the operator that
the current display has been received and can be overwritten.

Please turn to Mini-Course 7, Exercise 7.1, in your PRG and answer
the exercise questions.
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Mini-Course 8. VTAM Logon Considerations

Introduction

This mini-course explains how an LU may log on to a VTAM application
program and how session protocols are established for SNA LUs. Before
logon, the required preliminary SNA commands, including commands to
activate the physical unit and logical unit must be transmitted and the

_ appropriate positive responses returned to VTAM.

An application program is available when it has an open access method
control block (ACB). Generally, a program also needs an active logon exit.

There are four ways that VTAM can establish a connection between a
VTAM application program and an available terminal.

@ Field-formatted or character-coded

@® Host acquire

@® Automatic logon

@® Operator VARY command.

The logon considerationé differ between programmable LUs and

non-programmable LUs. Figure 8-1 on page 8-2 illustrates the logon
request processing discussed in the next sections.
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Figure 8-1. LU Logon Processing
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Programmable LUs

A programmable LU is capable of tranamitting certain SNA commands.
inciuding Initiate-Self and Terminate-Self. A logon request may be initiated
by naming the VTAM application program through transmission of an
INITIATE-SELF command.

To begin the logon, the terminal operator enters data. perhaps in response
to a prompt by the LU function program. The LU program interprets the
data as being a logon request for a particular application program and
issues the INITIATE-SELF command to VTAM.

The SSCP processes the INITIATE-SELF command and builds a control
initiate (CINIT) command to pass to the application program. The CINIT
contains the session parameters. and the name of the application program
requested and the requesting LU. This type of logon from a programmable
LU is called field-formatted. because the INITIATE-SELF command has an
SNA defined format.

Non-programmable LUs

Logons from non-programmable LUs are more complex. A typical
non-programmable LU is essentially a tvpewriter with a kevboard. and does
not possess the ability (it is non-programmable) to generate an
INITIATE-SELF command. Its capability is limited to transmitting data
keved by the operator and cannot accept user-coded programming.

Since VTAM’s SSCP can only process logon requests in the form of an
INITIATE-SELF command, an intermediate piece of code must be
introduced in VTAM. This code, called unformatted svstems services (USS),
is designed to receive character-coded messages from an LU. convert the
character string to a form acceptable to the SSCP. and pass the converted
request to the SSCP which makes the desired connection. Thus. the USS
functions to convert the data string sent by the LU into the equivalent of
an INITIATE-SELF command which SSCP can recognize and then pass to
an application program.

An IBM-supplied USS table must be present for VTAM to start. This table,
called the session-level USS table, is looked-up by VTAM at initialization
time. The user may modify. replace or code additional USS tables, then
assemble and link-edit them into the VTAM module library.
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Logon Mode Tables

8-4

VTAM also loads another USS table at initialization time called the
operation-level USS table. This table is supplied with VTAM and contains:

@ All of the network operator console messages issued by VTAM
@® Selected VTAM operator commands.

This table may also be modified by the user.

The session protocols which SNA LUs may use during a session with an
application program are specified by logon mode tables, frequently called
logmode tables. IBM supplies a standard logmoile table with every VTAM
system. That table must be present in order for VTAM to start successfully.
In addition to the IBM logmode table, the user may have any number of
user-defined logmode tables. In practice, the user will probably define at
least one logmode table entry for every different device type, since session
parameters vary from one SNA device to another. (For example, what is
acceptable to printers will not work for display devices.)

The LU macro should be coded with a MODETAB = parameter to specify
the logmode table which lists the appropriate parameters. Logmode tables

are coded, assembled, and link-edited to the VTAM module library by the
user.

The logmode table is specified by MODETAB =, but the table entry can be
pointed to in several ways as listed below:

The end-user in a USS logon

A USS table DEFAULT logmode value

The application program

The LU definition DLOGMOD = operand

The network operator with a VARY LOGON command

A programmable LU sending an INITIATE-SELF command

The first entry in a logmode table if none of these are specified.
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Session Parameters

With a programmable LU, the name of a logmode entry may be specified by
a field in the INITIATE-SELF command which the LU sends to request the

logon. With a non-programmable LU, the operator keys in a data string,

which is converted by a USS table into the equivalent of an
INITIATE-SELF command.

The operator can override the USS table’s default LOGMODE parameter
when logging on by supplying the name of an entry in the logon request.
Typically, however, the logmode name is supplied by a USSPARM default
in the USS table.

A logmode entry contains a set of rules which specifies how the requested
session is to be conducted. For example, it determines if pacing and
brackets will be used, and whether the communication is half-duplex or
full-duplex.

After the CINIT command is built, VTAM passes control to the application
program which processes the logon request and issues an OPNDST macro,
which returns control to VTAM. VTAM then transmits an SNA BIND
command, containing the session parameters, to the LU to establish the
session.

The parameters may or may not be the same as those originally requested
by the LU. The application program has four options:

® To accept the parameters requested by the LU in the logon request.

@® To obtain the bind parameters requested by the LU and make any
desired changes to the requested parameters.

@® To ignore the parameters requested by the LU and create different
parameters in an area in the program known as a bind area.

® To ignore the parameters requested by the LU and select a different set
of parameters from the logmode table associated with the LU trying to
log on.

Whichever option the VTAM program selects, the program-determined
session parameters are transmitted to the LU as a part of the BIND
command.

The LU has the option of accepting or rejecting the session parameters. If
the LU rejects them, no session is established. In a non-programmable LU,
the hardware (microcode) determines whether the BIND parameters are
acceptable. In some programmable LUs, the LU function program may
examine the BIND parameters and decide whether to accept them.
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The search logic for logon mode table entry is illustrated in Figure
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Figure 8-2. Search Logic for Logon Mode Table Entry
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If the LU request doesn’t specify a particular logmode entry name, a default
is implied. When MODETAB = is not coded for the I.U, then the standard
IBM logmode table is the one associated with the LU. While VTAM must
have a valid entry name, regardless of whether the application program
uses it, VTAM follows a default hierarchy to determine the logmode entry
name, as listed below:

1. A name supplied in the LOGON command

2. A default coded in the USS table logon entry

3. A DLOGMOD coded in the LU definition

4. The first entry in the associated logmode table

Thus, if logmode tables are coded for each device type with valid single
entries, it is never necessary for the logon message to identify the name of a
logmode entry. If each application program specifies the session parameters
for every session, the required IBM logmode table is the only one that need
be present, and the user does not have to code any logmode tables,
MODETAB= parameters, DLOGMOD parameters, or USS table LOGMODE
defaults. : :

b

Please turn to Mini-Course 8, Exercise 8.1, in your PRG and answer
the exercise questions.
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Mini-Course 9. USS Table Macro Coding and USS

Messages

Introduction

A non-programmable terminal cannot directly log on to VTAM since it is
incapable of generating an INITIATE-SELF command. USS tables are
coded in the host to interpret the character-coded message the terminal can
generate, and convert it to the required formatted message that SSCP can
process. In this mini-course we will examine how USS tables are coded for
unformated logons. In addition, error messages, IBM-supplied session-level
USS tables, and user translation tables will be discussed.

Function of Session-Level USS Tables

The top part of Figure 9-1 on page 9-2 shows the sequence of events
involved in a USS logon request. The following explanation of how the
conversion is made from a character-coded message to equivalent
Initiate-Self information using a USS table should make the coding logic
easier to understand.

At the bottom of Figure 9-1, a simplified version of an INITIATE-SELF
command is shown. (An actual INITIATE-SELF command is more complex
than the format shown in Figure 9-1. Certain fields have been omitted for
this discussion.) :

Recall that the purpose of the session-level USS table is to generate
Initiate-Self information in the format shown at the bottom of Figure 9-1.

Please note the terminology at the bottom of Figure 9-1. The command is
the word LOGON. For logons there are only three parameters—the
keyword parameters of APPLID, LOGMODE, and DATA. The values are
the actual data coded for each of the three parameters.
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APPLID

LOGMODE

DATA

APPLID is the keyword identifying the application program onto which the
end user wants to log. It will be matched with a name on an APPL
statement in the application program major node.

LOGMODE is the keyword identifying the logmode entry for the session.
In a USS table, a logmode name is the name of an entry in a logmode table
associated with the requesting LU. The purpose of logmode tables is to
provide session parameters which may be used in requested sessions.

DATA is the keyword identifying the optional user data field.

Note the values for each of the above parameters shown at the bottom of
Figure 9-1. The values are the user-supplied program minor node name,
logmode entry name, and optional user data.

Uses of Session-Level USS Tables

One use of a USS table is to allow substitute names for LOGON or
LOGOFF commands. The user can substitute any word to replace either = -
command word, LOGON or LOGOFF. In the USS table, the user can supply
defaults for various parameters and vaiues. (See Figure 9-1 to review the
meaning of parameter and value.)

Default values from the USS table may be overridden by the LU operator, if

- desired.

The normal use of a USS table is to allow the operator to key in a few
characters and have the USS table generate the program name, the logmode
name, and any required optional user data. For example, the operator may
key:

INQ

The USS table then generates everything necessary to log on to the
program. '

USS commands are normally coded with defaults for APPLID and
LOGMODE to save end-user overrides when logging on to an application.
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USS Table Macros

Figure 9-2 shows the macros which make up a USS table.

USSTAB

USSCMD
USSPARM
USSPARM
USSPARM

[ ]

[ ]

USSCMD
USSPARM
USSPARM
USSPARM

[ ]

USSMSG

[{Optional User Translation Table]

USSEND

Figure 9-2. USS Table Format

The first macro is always USSTAB; the last macro is always USSEND. In
between, there must be at least one USSCMD macro. Usually, each
USSCMD will be followed by three USSPARM macros:

® To define the APPLID (APPL name)

® To define the LOGMODE (session parameter list name in a mode table)

® To define the optional user DATA field.

The optional USSMSG macro is used to specify user-defined text for a
- specific condition.

Please turn to Mini-Course 9, Exercise 9.1, in your PRG and answer
the exercise questions.

e
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USS Table Macro Coding

USSTAB

The USS table macros shown in Figure 9-2 consist of keyword operands
which are coded to suit a particular VTAM environment. The macros, the
operands, and coding considerations are described as follows:

Figure 9-3 shows the format of the USSTAB macro.

[name] USSTAB [TABLE =table addr]
@ Optional name (member name in module library is real name).

® TABLE= Address pointer to optional character translation
table.

If none is specified, the default table STDTRANS is used.

It converts lower case to UPPER CASE, etc.

Figure 9-3. USSTAB Macro

USSTAB may have an optional name, which is ignored if present. The only .
valid parameter is the TABLE = parameter identifying an optional user
translation table.

The IBM-provided translation table translates all lowercase letters to
uppercase and translates the X’05’ (horizontal tab character) to a blank. No
other characters are altered.

If the default IBM translation table is acceptable, there is no need to code a
user translation table in a user USS table. However, if it is necessary to
translate characters keyed in by the LU operator, a user translation table
must be included in the same assembly with the USS table and coded just
before the USSEND macro.
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USSCMD

Figure 9-4 shows the format of a USSCMD macro.

[name] USSCMD CMD=user command name
REP=LOGON or LOGOFF

FORMAT=PL1 or BAL

Figure 9-4. USSCMD Macro for Session-Level USS Table

The USSCMD macro is used to define each command with which an LU
will initiate a logon or a logoff. For example, if the LU operator keys
either RUN, EXEC, or INQ to request a logon, three USSCMD macros must
be included in the USS table, one for each command. Each of these
USSCMD macros will define one command; each will have some USSPARM
macros associated with it.

Figure 9-4 shows the three parameters which may be coded in a USSCMD
macro: CMD, REP, and FORMAT.

CMD=char-string

This parameter defines the character string which the operator keys to
generate the LOGON command. For example, if the LOGON command is to
be INQ, it is coded:

CMD=INQ

REP=LOGON|LOGOFF

The REP value specifies whether the command (char-string) is to be
interpreted by VTAM to mean LOGON or LOGOFF. For this example, it
will be coded REP=LOGON.

FORMAT=PL1|BAL

This parameter specifies the format of any overriding that the operator may
do when keying a particular logon request. In most operations, the end
user will not override any table parameters; in these cases, it doesn’t matter
whether BAL or PL1 is coded since PL1 is the default.
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Figure 9-5 shows a coding example for the USSCMD macro.

USSCMD CMD=INQREP=LOGON,FORMAT =BAL

Figure 9-5. USSCMD Example for Session-Level USS Table

The parameters CMD =INQ and REP=LOGON mean that if the end user
keys INQ, the command is converted by the operation of the USS table to
LOGON. In other words, INQ is defined as a synonym for LOGON.
FORMAT =BAL says that if end users will ever override any of the default
values supplied by the table, they must use the BAL format. (After some
basic considerations, the difference between BAL and PL1 formats will be
shown.)

The user may now key the word INQ (or inq) and LOGON is understood.
But, the parameters must still be supplied. (See Figure 9-1 on page 9-2 to
review parameters.) The parameters may be specified with the USSPARM
macro as shown in Figure 9-6.

USSPARM PARM =user name or Pn
REP=APPLID or LOGMODE or DATA
DEFAULT =substitution value
VALUE =optional substitution method
EXAMPLE:
USSCMD CMD=INQREP=LOGON,FORMAT=PL1
USSPARM PARM=P1,REP=APPLID.DEFAULT=INQUIRE

USSPARM PARM=P2REP=LOGMODE,DEFAULT =MODE3270
USSPARM PARM=P3,REP=DATA,DEFAULT=PASSWD14

Figure 9-6. USSPARM Parameters with PL1 Example

The top of Figure 9-6 shows the parameters that may be coded in a
USSPARM macro. The rest of the figure shows a sample USSCMD and its
associated USSPARM macros.

At the top of Figure 9-6, notice that each USSPARM macro has four
parameters: PARM =, REP=, and DEFAULT = or VALUE=.
(DEFAULT= and VALUE = cannot be coded together.) Three of these
parameters are normally specified for every USSPARM macro.
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PARM =

REP=replacement

DEFAULT =default

VALUE =value

PARM means parameter. If the operators will not be overriding default
parameters specified in the USS table, PARM = is not referenced. In the
example shown in the lower part of Figure 9-6 the parameters are coded
PARM=P1, PARM =P2, and PARM =P3. These positional parameters are
explained in the next section.

For a logon request, replacement must always be one of three parameters:
APPLID, LOGMODE, or DATA.

For a logon request, default is the default name of the application program
(the APPL minor node name), the name of the logmode entry, or the
optional user data. For each of these possibilities, the default value is the
one used for this USSCMD command, unless the user overrides the default
by specifving a different one.

Note: If the defaults are coded for a particular application program, an end
user only needs to enter the CMD name to request a session with the
program.

The VALUE parameter and DEFAULT are mutually exclusive. When the
keyword (APPLID, LOGMODE or DATA) is entered by the operator in a
logon request without a value, the name coded for VALUE is substituted
for the keyword. An end user would have to know the appropriate
keywords for VALUE to be substituted properly. Normally, USS tables are
coded using DEFAULT rather than VALUE.
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E.x:ample USS Command

Look again at the example in the lower part of Figure 9-6. The first
USSPARM macro which follows the USSCMD macro can be read as
follows:

The application program which the command INQ requests is the
program named INQUIRE, which is coded default for APPLID.

If the opérator wants to use the INQ command to log on to an application
program other than the one named INQUIRE, the first parameter must be
overridden (P1 means positional parameter #1).

We will now examine how the end user can override the first USSPARM
shown in Figure 9-6. The P1 in the first USSPARM can be read as:

The first override value keyed by the operator is understood by VTAM
to be the APPLID value—that is, the APPL name of the VTAM
application program. For example, keying INQ PROG2 would request a
session with a different program; the program with an APPLID of
PROG2.

The P1 in the second USSPARM in Figure 9-6 can be read as follows<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>