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Preface

This technical bulletin was originally written in the summer of 1988. The original
bulletin was based on information about VTAM V3R2 and NCP V4R3/VS5R2 prior
to their general availability. Some of the examples in this bulletin are based on
results using early VITAM and NCP code. Late in 1989, the bulletin was updated
with  information pertaining to the VTAM enhancements and NCP
V4R3.1/V5R2.1. Some of the examples in this bulletin are based on results using
this level of VTAM and NCP. Because of the various levels of VTAM and NCP
code, it is possible that there will be some slight differences between the examples
provided in this bulletin and the results experienced by installations that have dif-
ferent levels of VIAM and NCP. Changes between the original bulletin,
GG66-3102, and the updated bulletin, GG66-3102-1, are marked with a revision
code, |.

—— PROGRAMMING INTERFACES

The majority of this bulletin consists of general usage and guidance
information. Such information should never be used as Programming
Interface Information. However, this book also contains general-use
Programming Interface Information.

Two functions, APPC/VTAM and Multiple Load Module Support are not dis-
cussed in this bulletin. Please refer to GG66-0283, listed below, for information on
APPC/VTAM, and to GG66-0286 for information on Multiple Load Module
Support.

Other information which may be of interest to the reader is contained in:

¢ (GG66-0283 “A Technical Overview: VTAM Version 3 Release 2, NCP
Version 4 Release 3, NCP Version 5 Release 2”

e (GG66-0299 “VTAM Version 3 Release 2 & NCP Version 4 Release 3/Version
S Release 2: SNA Type 2.1 Node Support Using the System/36 As An
Iixample”

* (GG66-0286 “3745 Technical Overview/3745 Model 210 Installation Planning
Guide”

* GG66-3111 “3745 Model 410 Planning and Installation Topics”
* GG66-3127 “3745 Models 130/150/170 Technical Overview and Installation
Topics”
We would like to thank the following people for their help in the preparation of this
bulletin:
* Marge Cronin and Mary Foshee, CPD
+ Dave Olson, Syd Palmer, Jim Robinson, and Si Snow, WTEC

» Karla Boyle, Kevin Cummings, Jim Lucas, Nanda Pandya, and Pat Walker,
WSC
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1.1 Overview

1.1.1 Dynamic Table Replacement

At network initialization, a number of tables are loaded by VI'AM into processor
memory. These tables are used by VI'AM for a variety of functions such as:

1. Translating characters keyed in at end user terminals.

. Converting user input to “initiate self” information.

2
3. Displaying messages at V' I'AM network operator and end user terminals.
4. Sclecting parameters for use in sctting up sessions.

S

. Selecting a route for sessions to use.

The types of tables that are used are: Interpret Tables in conjunction with function
1, Unformatted Systems Services (USS) Tables in conjunction with functions 2 and
3, Logon Mode (Logmode) Tables in conjunction with function 4, and Class of
Service (COS) Tables in conjunction with function 5.

With VTAMs prior to V3R2, these tables cannot easily be changed or new tables
added; in order to load a new copy of a table, VIAM must be halted and restarted.
In some cases, a resource may be associated with a new table if the Major Node(s)
is deactivated and reactivated. However, prior to V3R2, changing, adding or
deleting a table 1s disruptive to some or all of the network. With VIAM V3R2 a
new function called Dynamic Table Replacement (DTR) allows these tables to be
added, deleted or replaced by a new command:

MODIFY TABLE

issued from the VITAM Operator console. The ability to dynamically alter the
tables should improve network availability because the user does not need to restart
VTAM or deactivate Major Nodes in order to cause VIAM to load a new table or
new copy of a table into processor memory.

Another helpful function in Dynamic Table Replacement 1s the ability to name a
resource or set of resources that should be associated with a particular table. For
example, if all of the Logical Units within one NCP were currently using a specific
USS table, the table association of one resource or group of resources could be
changed to use a different USS table through use of the “MODIFY TABLE”
command.

The MODIFY TABLE command can also be used in conjunction with the Session
Awareness (SAW) Data Filter table, a new function in VIAM V3R2 which is
described in Chapter 11 of this manual.

NOTE: It is necessary to assemble Interpret and USS tables with VTAM V3R2

libraries in order to use the MODIFY TABLE command in conjunction with these
tables. Sece Section 1.7 for more information on table assembly with VTAM V3R2.
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1.1.2 Enhanced Display ID VTAM Command
With VTAM V3R2, when the VTAM operator issues a DISPLAY command speci-
fying a Logical Unit (LU), the resulting messages have been enhanced to show the
Logon Mode, USS, and Interpret tables in use for the LU. Also displayed is the
default logon mode entry (DLOGMOD) of the LU. Examples of the enhanced
DISPLAY command appear later in this chapter. The first example of the
enhanced DISPLAY command is in Figure 1-1 on page 1-7.

1.1.3 New Display COS VTAM Command
VTAM V3R2 provides a new operator command,

DISPLAY COS

which can be used to determine the name of the COS table(s) in use. COS tables
for both native and non-native networks can be determined through use of this
command. An example of the DISPLAY COS command is provided in Section
1.6.4.

1.2 How Tables Are Used in the Logon Process

To request a session with an application program, an LU sends a logon request to
VTAM specifying the application program’s name and, optionally, a logon mode
name and user data.  Programmable terminals (such as 4700s) generate
INITIATE-SELF and TERMINATE-SELF requests (called field-formatted
requests) to send to VIAM. Non-programmable terminals (such as 3270s) do not
generate INITIATE-SELF and TERMINATE-SELF commands for VTAM proc-
essing. For non-programmable terminals, VT AM can accept logons and logoffs in
character-coded (unformatted) form. In order for VTAM to accept the requests, the
unformatted system services (USS) component of VTAM must have the appropriate
tables to convert the character-strings into formatted requests. The logon format
needs to be in the form:

LOGON APPLID(programname) LOGMODE(modename) DATA(userdata)
in order for VTAM to process the session initiation request.

The user does not actually have to key in the logon request in the above form. One
or a combination of the IBM-supplied session-level USS definition table, user-
written supplemental USS definition tables, or Interpret tables written to provide
application program names can be used to convert the user keyed data to formatted
requests.

Logon Mode Tables are used for specifying session protocols that are appropriate
for different types of Logical Units. For example, differing types of user terminals
may have varying display sizes, buffer sizes, and may or may not accept chaining.
Different types of terminals may be in session with the same application program.
Differing types of terminals can use separate Logon Mode Table entries which
VTAM uses to pass session protocols to the application program.

Class of Service Tables are used to specify Virtual Routes for sessions.
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1.3 Interpret Tables

1.3.1

Interpret Tables--General Description

When VTAM processes a formatted initiate or terminate request, either directly
from an LU or formatted by USS from a character coded logon or logoff, it first
attempts to use the Interpret Table associated with the LU to translate the character
string into an application program name. Interpret Tables can be used in conjunc-
tion with USS Tables. The Network Program Products Planning manual and the
VTAM Customization manual contain descriptions of how USS tables and Inter-
pret tables are used in the logon request conversion process.

1.3.2 Using Dynamic Table Replacement with Interpret Tables

The Interpret Table that VTAM uses for a specific logical unit (LU) is pointed to
from the definition of that LU in VTAM or NCP through use of the LOGTAB
operand. Below is an example of coding in our lab’s NCP for a 3290 (the four LUs
listed) attached to a 3174 (the PU, P040A). These LUs are defined to use the Inter-
pret table called “LOGONTAB”:

63174  GROUP PUTYPE=2,LOGTAB=LOGONTAB
L0460 LINE  ADDRESS=(040,FULL),ISTATUS=ACTIVE
SERVICE ORDER=(P040A)

PO4OA  PU ADDR=CI

X040A02 LU LOCADDR=02,DLOGMOD=M2SDLCNQ

X040A03 LU LOCADDR=03,DLOGMOD=M2SDLCNQ

X040A04 LU LOCADDR=04,DLOGMOD=M2SDLCNQ

X040A05 LU LOCADDR=05,DLOGMOD=M2SDLCNQ

This particular table, LOGONTAB, allows a user to key in a variety of different
character strings in order to be connected with various applications. For example,
the string DSX connects the user with DSX, NVAS with NetView/AS, HCF with
HCF, etc.. We wanted the user to have the ability to key in “DYN” to be con-
nected with NetView. To do this we used Dynamic Table Replacement to change
the association of the PU (and LUs under it) to a new table.

These are the steps we followed:
1. We copied the existing Interpret table and added the statement:
LOGCHAR ~ APPLID=(APPLCID,N2P1),SEQNCE='DYN'
2. We changed the name of the Interpret table to “INTDYN” by coding :
INTDYN INTAB
as the first statcment in the table.

3. We assembled and link-edited the table into SYSI.VITAMLIB, calling it
INTDYN.

4. To change the Interpret table used by the PU, P040A, and LUs defined on that
PU we issued the command:

F CSSVTAM,TABLE, ID=P040A, TYPE=INTTAB,
OLDTAB=LOGONTAB, NEWTAB=INTDYN, OPTION=ASSOCIATE
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The effect of this command is to load the table, INTDYN, into memory and change
the associations of the four LUs listed above to now use INTDYN as an Interpret
table. INTDYN would be used upon the next logon of LU X040A03, for example.

Figure 1-1 on page 1-7 shows our console listing when we used Dynamic Table
Replacement to replace the Interpret Table, LOGONTAB, with a new table,
INTDYN, for PU P040A and its LUs:

* First, LU XO040A03 is displayed and the resulting messages show that
LLOGONTAB is the associated Interpret table. This is an example of the
enhanced DISPLAY ID command in VTAM V3R2.

e Next, the MODIFY TABLE command is issued to change the Interpret table
for the PU, P040A, and its LUs to the table named INTDYN.

» Next, a display of the LU, X040A03, shows that the Interpret table is now
INTDYN.

» Next, a display of an LU on a different PU, LU X000C02, shows that the Inter-
pret table for that LU, LOGONTAB, has not changed.
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. p
D NET,ID=X040A03
ISTO971 DISPLAY ACCEPTED
ISTO751 NAME = X040A03, TYPE = LOGICAL UNIT
IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV
IST8611 MODETAB=AMODETAB USSTAB=USS3270A LOGTAB=LOGONTAB
IST9341 DLOGMOD=M2SDLCNQ
IST5971 CAPABILITY-PLU INHIBITED,SLU ENABLED ,SESSION LIMIT 00000001
ISTO81I LINE NAME = LO40, LINE GROUP = G3174, MAJINOD = FRACKX2
IST1351 PHYSICAL UNIT = PO40A
ISTE82I DEVTYPE = LU
IST6541 I/0 TRACE = OFF, BUFFER TRACE = OFF
IST171T ACTIVE SESSIONS = 0000000000, SESSION REQUESTS = 0000000000
IST3141 END
F CSSVTAM, TABLE,NEWTAB=INTDYN, TYPE=INTTAB,OPTION=ASSOCIATE,ID=P04GA,
OLDTAB=LOGONTAB
ISTO971 MODIFY ACCEPTED
IST8651 MODIFY TABLE COMMAND COMPLETE- 4 ASSOCIATION(S) CHANGED
IST8641 NEWTAB=INTDYN, OLDTAB=LOGONTAB, OPT=ASSOCIATE, TYPE=LOGTAB
IST9351 ORIGIN=***NA***_ NETID=***NA***_ ID=PO40A
D NET,ID=X040A83
ISTO971 DISPLAY ACCEPTED
ISTO75I NAME = X040A03, TYPE = LOGICAL UNIT
IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV
IST8611 MODETAB=AMODETAB USSTAB=USS3270A LOGTAB=INTDYN
IST9341 DLOGMOD=M2SDLCNQ
IST5971 CAPABILITY-PLU INHIBITED,SLU ENABLED ,SESSION LIMIT 006000001
ISTO81I LINE NAME = LO40, LINE GROUP = G3174, MAJNOD = FRACKX2
IST1351 PHYSICAL UNIT = PO40A
IST082I DEVTYPE = LU
IST6541 1/0 TRACE = OFF, BUFFER TRACE = OFF
IST1711 ACTIVE SESSIONS = 0000000000, SESSION REQUESTS = 0000000000
IST3141 END
D NET,ID=X0006C02
ISTO971 DISPLAY ACCEPTED
ISTO751 NAME = X000C02, TYPE = LOGICAL UNIT
IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV
IST8611 MODETAB=AMODETAB USSTAB=USS3270A LOGTAB=LOGONTAB
IST9341 DLOGMOD=M3276
IST5971 CAPABILITY-PLU INHIBITED,SLU ENABLED ,SESSION LIMIT 00000001
ISTO81I LINE NAME = L00O®, LINE GROUP = G3276, MAJNOD = FRACKX2
IST1351 PHYSICAL UNIT = Pogec
ISTO82I DEVTYPE = LU
IST6541 1/0 TRACE = OFF, BUFFER TRACE = OFF
IST1711 ACTIVE SESSIONS = 0000000000, SESSION REQUESTS = 0000000000
IST3141 END
- /
Figure 1-1. Console Listing--Dynamic Change of Interpret Table for a PU

The above example illustrates loading a new table and associating a set of resources
(all LUs under PU P040A) with the new table.

It is also possible to load a new table using Dynamic Table Replacement and have
ALL resources that were using the old table automatically associated with the new
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table. In order to accomplish this, the MODIFY TABLE command is issued in the
form:

F CSSVTAM,TABLE,NEWTAB=INTDYN,OLDTAB=LOGONTAB, OPTION=L0AD

Figure 1-2 shows loading a new table, INTDYN, and automatically having the
resources formerly associated with LOGONTAB now associated with INTDYN. A
display of the LU X000C02 after the command is issued illustrates that the LU is
now associated with INTDYN.

F CSSVTAM, TABLE,NEWTAB=INTDYN,OLDTAB=LOGONTAB,OPTION=LOAD

ISTO971 MODIFY ACCEPTED

IST8651 MODIFY TABLE COMMAND COMPLETE-TABLE INTDYN LOADED

IST8641 NEWTAB=INTDYN, OLDTAB=LOGONTAB, OPT=LOAD, TYPE=**NA**

D NET,ID=X000C02

DISPLAY ACCEPTED

NAME = X000C02, TYPE = LOGICAL UNIT

CURRENT STATE = ACTIV, DESIRED STATE = ACTIV
MODETAB=AMODETAB USSTAB=USS3276A LOGTAB=INTDYN
DLOGMOD=M3276

CAPABILITY-PLU INHIBITED,SLU ENABLED ,SESSION LIMIT 00000001
LINE NAME = L00O, LINE GROUP = G3276, MAJNOD = FRACKX2
PHYSICAL UNIT = PoOGC

DEVTYPE = LU

I/0 TRACE = OFF, BUFFER TRACE = OFF

ACTIVE SESSIONS = 0000000000, SESSION REQUESTS = 0000000000

ISTO971
IST0751
IST4861
IST8611
IST9341
IST5971
ISTO81I
IST1351
IST0821
IST6541
IST1711
IST3141

Figure

1-2. Console Listing--Associating all resources with A New Table

The MODIFY TABLE command can also be used to replace an Interpret table
with a refreshed copy of the same table. The command to replace a table is:

F CSSVTAM,TABLE,NEWTAB=LOGONTAB,0LDTAB=LOGONTAB,0PTI°N=LOAD

Figure 1-3 shows the console listing when the Interpret table, LOGONTAB, was
replaced with a new copy.

F CSSVTAM,TABLE,NEWTAB=LOGONTAB,OLDTAB=LOGONTAB,OPTION=LOAD
ISTO971 MODIFY ACCEPTED

IST865I MODIFY TABLE COMMAND COMPLETE-TABLE LOGONTAB LOADED
IST8641 NEWTAB=LOGONTAB, OLDTAB=LOGONTAB, OPT=LOAD, TYPE=**NA**

Figure

1-3. Console Listing--Replacing an Interpret Table with A New Copy

It is also possible to delete the association between an Interpret table and a resource.
In the following example we deleted the association between LU X040A03 and the
Interpret table, INTDYN. The resulting display shows that X040A03 is no longer
using an Interpret table. In our lab exercise, the end user could no longer key in the
character strings, such as “DYN” and “NVAS,” to be connected with an applica-
tion. The LU was still associated with a USS table, USS3270A, which allowed the
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user to key in some different character strings to be connected with some different
applications.

e 2
F CSSVTAM,TABLE,OLDTAB=INTDYN, TYPE=INTTAB,OPTION=DELETE,ID=X040A03
ISTO97I MODIFY ACCEPTED ‘
IST865I MODIFY TABLE COMMAND COMPLETE- 1 ASSOCIATION(S) DELETED
IST8641 NEWTAB=***NA***  QLDTAB=INTDYN, OPT=DELETE, TYPE=LOGTAB
D NET,ID=X040A03
ISTO971 DISPLAY ACCEPTED
ISTO751 NAME = X040A03, TYPE = LOGICAL UNIT
IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV
IST8611 MODETAB=AMODETAB USSTAB=USS3270A LOGTAB=***NA***
IST9341 DLOGMOD=M2SDLCNQ
IST5971 CAPABILITY-PLU INHIBITED,SLU ENABLED ,SESSION LIMIT 66000001
ISTO81I LINE NAME = L040, LINE GROUP = G3174, MAJNOD = FRACKX2
IST1351 PHYSICAL UNIT = PO40A
ISTO82I DEVTYPE = LU
IST6541 1/0 TRACE = OFF, BUFFER TRACE = OFF
IST1711 ACTIVE SESSIONS = 0000000000, SESSION REQUESTS = 0000000000
IST3141
- )
Figure 1-4. Console Listing--Deleting an Interpret Table

1.4 USS Tables

1.4.1 USS Tables--General Description

VTAM uses two types of Unformatted System Services (USS) tables--session-level
USS tables and the operation-level USS table. The commands and messages that
are defined in these USS tables are called USS commands and USS messages.
Whenever VTAM receives a USS command, it uses one of these tables to process
the command. Similarly, whenever VTAM is to send a USS message, it uses one of
these tables to determine the message text and other characteristics of the message.

The session-level USS table handles commands and messages for logical units such
as end-user terminals. IBM supplies a default table for this purpose called
ISTINCDT. Included as part of this table is an IBM-supplied translation table
named STDTRANS. Installations generally customize additional USS tables to
allow end-users to key in different character strings in order to logon or logoff or to
allow different messages to be displayed at the end-user terminal.

The operation-level USS table handles USS commands that can be received from
the VTAM operator and messages that are sent by VIAM to the VTAM operator.
IBM supplies an operation-level USS table named ISTINCNO. Installations can
also customize an operation-level USS table and specify the customized one to be
used through the VI'AM start option, USSTAB=.
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1.4.2 Using Dynamic Table Replacement with USS Tables

The session-level USS tables and operation-level USS table can be added, replaced,
or deleted through use of VTAM V3R2’s Dynamic Table Replacement function.
There is an additional IBM supplied operation-level USS table named
ISTCFCMM. ISTCFCMM cannot be added, replaced or deleted using Dynamic
Table Replacement. Because VIAM may perform functions depending on the
issuing of messages contained in ISTCFCMM, this table cannot be altered via
Dynamic Table Replacement in order to avoid problems.

The session-level USS table used by VTAM for a specific logical unit (LU) is
pointed to from the definition of that LU in VTAM or NCP through use of the
USSTAB operand. Below is an example of coding in our lab’s NCP for a 3290 (the
four LUs listed) attached to a 3174 (the PU, P040A). These LUs are defined to use
the USS table called “USS3270A”:

G3174 GROUP  PUTYPE=2,USSTAB=USS3276A,L0GTAB=LOGONTAB

L0406 LINE  ADDRESS=(040,FULL),ISTATUS=ACTIVE
SERVICE ORDER=(P040A)

PO40A PU ADDR=C1

X040A02 LU LOCADDR=02,DLOGMOD=M2SDLCNQ

X040A03 LU LOCADDR=03,DLOGMOD=M2SDLCNQ

X040A04 LU LOCADDR=04,DLOGMOD=M2SDLCNQ

X040A05 LU LOCADDR=05,DLOGMOD=M2SDLCNQ

This particular table, USS3270A, allows a user to key in a variety of different char-
acter strings in order to be connected with various applications with the correct
logmode. For example, L allows the user to be logged onto TSO. In addition,
MSGO and MSGI10 have been customized for use on our system. MSGO is dis-
played when a user is logging on to notify the user that the logon is being executed.
MSGI0 is the display the appears on an end-user terminal once the terminal is
active to VTAM.

We created a new USS table, USSDYN, with a different text for MSGO and
MSGI10. Subsequently, we used Dynamic Table Replacement to allow LU
X040A03 to use the new USS table. These are the steps we followed:

1. We copied the existing USS table and changed the text for MSGO and MSG10
thus:

MESSAGES USSMSG ~ MSGO,TEXT='% PATIENCE, PLEASE'
USSMSG  MSG1O,TEXT='(79C'*' X'15',CL19'*' ,CL59'HELLO @@LUNAME-

YOU ARE ONLINE TO MVSNM1,C'+*' X'15',79C'*'),0PT=NOBLKS-
up

2. We changed the name of the USS table to “USSDYN” by coding:
USSDYN USSTAB  TABLE=UPCASE
as the first statement in the table.

3. We assembled and link-edited the table into SYSI.VTAMLIB, calling it
USSDYN.

4. To change the USS table used by the LU, X040A03, to the new table,
USSDYN, we issued the command:

F CSSVTAM,TABLE, ID=X040A03,TYPE=USSTAB,
OLDTAB=USS3270A,NEWTAB=USSDYN, OPTION=ASSOCIATE
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The effect of this command is to load the table, USSDYN, into memory and
change the table association of LU X040A03 to now use USSDYN as its session-
level USS table. Upon the next logon, the new table is used. After the end user
keys in an acceptable sequence of characters to logon to a specific application, the
new MSGQO is displayed:

PATIENCE, PLEASE

The new MSGI10 is not automatically displayed when the table is changed, but is
displayed when the terminal is reactivated or after a logoff. The MSG10 that is dis-
played after the change to USSDYN is:

%k K KKk Kk e ek ok ok ok ok kA e ok ok ok ok ok ok R ok ok ok ke A ok ok ok ke ok ok ok ke e e ok ok ok ok sk ke ke A ok ok ke ke kR R R Rk ok kA ke ok ok ok ok ok ok

* HELLO XB40A03 YOU ARE ONLINE TO MVSNM1 *

Fe ke e ok e ke ok ok ke ok sk ok ke e ok ok ok ok A ok ke ok ok ok ok ke e Rk ok ok ok ok e ke ok ok ok ok ok ok ok ok sk ok ok e ke ok ke ok ok o ok ok ok ok ok

Figure 1-5 illustrates dynamically changing the session-level USS table for LU
X040A03 from USS3270A to USSDYN and the messages received as a result.

F CSSVTAM, TABLE,NEWTAB=USSDYN, TYPE=USSTAB,OPTION=ASSOCIATE,ID=X040A03,
OLDTAB=USS3270A

ISTO971 MODIFY ACCEPTED

IST8651 MODIFY TABLE COMMAND COMPLETE- 1 ASSOCIATION(S) CHANGED
[ST8641 NEWTAB=USSDYN, OLDTAB=USS3270A, OPT=ASSOCIATE, TYPE=USSTAB

Figure

1-5. Console Listing--Dynamic Change of USS Table for an LU

In the case above, we issued the MODIFY TABLE command so that only one LU
would use the new USS table, USSDYN. Figure 1-6 on page 1-12 shows an
example of loading a new USS table and having ALL resources which were using
the old table, USS3270A, use the new table, USSDYN. LU X000C02 is onc of the
resources using the new table after the command is executed.

F CSSVTAM, TABLE,NEWTAB=USSDYN, OPTION=LOAD, OLDTAB=USS3270A

ISTO971 MODIFY ACCEPTED

[ST8651 MODIFY TABLE COMMAND COMPLETE-TABLE USSDYN LOADED

[ST8641 NEWTAB=USSDYN, OLDTAB=USS3270A, OPT=LOAD, TYPE=**NA**

D NET,ID=X000C02

ISTO97I DISPLAY ACCEPTED

ISTO751 NAME = X000C02, TYPE = LOGICAL UNIT

IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV

IST8611 MODETAB=AMODETAB USSTAB=USSDYN LOGTAB=LOGONTAB

IST9341 DLOGMOD=M3276

IST5971 CAPABILITY-PLU INHIBITED,SLU ENABLED ,SESSION LIMIT 00000001
ISTO81I LINE NAME = L0O0O, LINE GROUP = G3276, MAJNOD = FRACKX2
IST1351 PHYSICAL UNIT = PoeOC

ISTO82I DEVTYPE = LU

IST6541 I/0 TRACE = OFF, BUFFER TRACE = OFF

IST1711 ACTIVE SESSIONS = 0000000000, SESSION REQUESTS = 0000000000

Figure

1-6. Console Listing--Replacing a USS Table with A New Table
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To replace a USS table with a refreshed copy of the same table, the command in the
following form should be issued:

F CSSVTAM,TABLE,NEWTAB=USS3270A,0LDTAB=USS3270A,0PTION=LOAD

Figure 1-7 is an example of replacing the USS table, USS3270A, with a refreshed
copy: '

F CSSVTAM, TABLE,NEWTAB=USS3270A,0LDTAB=USS32706A,0PTION=LOAD
ISTO97I MODIFY ACCEPTED

IST8651 MODIFY TABLE COMMAND COMPLETE-TABLE USS3270A LOADED
IST8641 NEWTAB=USS3270A, OLDTAB=USS3270A, OPT=LOAD, TYPE=**NA**

Figure 1-7. Console Listing--Replacing a USS Table with A New Copy

Figure 1-8 on page 1-13 is an example of deleting the association between the PU,
P040A (and its 4 LUs), and the USS Table, USSDYN. Following this command,
in order to logon from one of the LUs the SYSREQ key needed to be used and the
logon had to be keyed in long form. Additionally, no USS messages were displayed
on the screens.

F CSSVTAM, TABLE, TYPE=USSTAB,OPTION=DELETE,ID=P040A,0LDTAB=USSDYN
ISTO971 MODIFY ACCEPTED

IST8651 MODIFY TABLE COMMAND COMPLETE- 4 ASSOCIATION(S) DELETED
IST8641 NEWTAB=***NA***_ OLDTAB=USSDYN, OPT=DELETE, TYPE=USSTAB

D NET,ID=X040A03

IST6971 DISPLAY ACCEPTED

ISTO751 NAME = X040A03, TYPE = LOGICAL UNIT

IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV

IST8611 MODETAB=AMODETAB USSTAB=***NA*** | 0GTAB=LOGONTAB

IST9341 DLOGMOD=M2SDLCNQ

IST5971 CAPABILITY-PLU INHIBITED,SLU ENABLED ,SESSION LIMIT 000600001
ISTO81I LINE NAME = L040, LINE GROUP = G3174, MAJNOD = FRACKX2
IST1351 PHYSICAL UNIT = PO40A

1ST0821 DEVTYPE = LU

IST6541 I/0 TRACE = OFF, BUFFER TRACE = OFF

IST1711 ACTIVE SESSIONS = 0000000000, SESSION REQUESTS = 0000000000
IST3141 END

Figure 1-8. Console Listing--Deleting a USS Table
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1.5 Logon Mode Tables
1.5.1 LOGMODE Tables--General Description

When a logical unit requests a session with an application program, it uses a sym-
bolic logon mode name, either directly or by default, to suggest the session proto-
cols. Session protocols are expressed as a string of parameters, usually specified in
the logon mode table. These parameters specify things such as whether the session
will use chaining, what RU size to use, ctc.. The session protocols are sent from the
VTAM of the sccondary logical unit (SLU) to the primary logical unit (PLU)
during the session initiation. The PLU can choose to use these parameters, override
some or all of them, or not to BIND the session.

IBM supplies a Logon Mode table, ISTINCLM, that contains a set of generally
accepted session parameters for most IBM device types. However, installations
ordinarily customize unique Logon Mode tables and supply them as supplementary
tables. Logical units are associated with specific Logon Mode tables through use of -
MODETAB operands in VTAM or NCP definition statements for the resources.

1.5.2 Using Dynamic Table Replacement with Logon Mode Tables
Logon Mode tables can be added, replaced, or deleted through use of VIAM
V3R2’s Dynamic Table Replacement function. When VTAM is started the
resources are associated with Logon Mode tables through the coding of the
MODETAB operand in the VTAM or NCP definition statements. Below 1s an
example of the coding in our lab’s NCP for a 3290 (the four LUs listed) attached to
a 3174 (the PU, P040A). These LUs are defined to use the logon mode table called

“AMODETAB”:
G3174 GROUP  PUTYPE=2,MODETAB=AMODETAB,USSTAB=USS3270A,L0GTAB=LOGONTAB
LO40 LINE  ADDRESS=(040,FULL),ISTATUS=ACTIVE

SERVICE ORDER=(P040A)
PO40A PU ADDR=C1
X040A062 LU LOCADDR=02,DLOGMOD=M2SDLCNQ
X040A03 LU LOCADDR=03,DLOGMOD=M2SDLCNQ
X040A04 LU LOCADDR=04,DLOGMOD=M2SDLCNQ
X040A05 LU LOCADDR=05,DLOGMOD=M2SDLCNQ

This particular table, AMODETAB, contains a number of different logmode entries.
The LUs on the 3290 are using a default logmode entry of M2SDLCNQ. (Specified
by the DLOGMOD = operand on the LU statements.)

We created a new Logon Mode table in order to specify a new COS entry. The
new COS entry was also added to the COS table which was dynamically replaced
(see the following section on COS Tables). After creating the new Logon Mode
table, we used Dynamic Table Replacement.

These are the steps we followed:

1. We copied the existing logon mode table, AMODETAB, and added the COS
name thus: ‘
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M2SDLCNQ MODEENT LOGMODE=M2SDLCNQ,FMPROF=X'03",TSPROF=X'03", X
PRIPROT=X'B1*,SECPROT=X'90",COMPROT=X"'3080",
RUSIZES=X'8587"',PSERVIC=X'020000000000185000007E00", X
C0S=DYN '

2. We changed the name of the logon mode table to “MODEDYN” by coding:
MODEDYN  MODETAB

>

as the first statement in the table.

3. We assembled and link-edited the table into SYSL.VIAMLIB, calling it
MODEDYN.

4. To change the logon mode table used by the LU, X040A03, to the new table,
MODEDYN, we issued the command:

F CSSVTAM,TABLE,ID=X040A03, TYPE=MODETAB,
OLDTAB=AMODETAB,NEWTAB=MODEDYN, OPTION=ASSOCIATE

The effect of this command is to load the table, MODEDYN, into memory and
change the association of the LU, X040A03, to now use MODEDYN as its Logon
Mode table. At the next logon LU X040A03 will use the default logmode entry,
M2SDLCNQ (unless overridden by the end user as part of a USS logon, or by the
USS table default logmode entry), from the new table, MODEDYN. Part of the
parameters specified in this entry are the new COS name, DYN.

NOTE: In a cross-domain or cross-network environment the COS name as specified
in the Logon Mode table entry of the SLU is sent to the VTAM of the PLU. The
COS name must be present in the COS table at the VI AM that owns the PLU.

Below is a listing of the console showing the command entered and messages
received as a result.

- R
F CSSVTAM,TABLE,TYPE=MODETAB, NEWTAB=MODEDYN, OLDTAB=AMODETAB, OPTION=ASS
OCIATE, ID=X040A03
ISTE971 MODIFY ACCEPTED
IST865I MODIFY TABLE COMMAND COMPLETE- 1 ASSOCIATION(S) CHANGED
IST8641 NEWTAB=MODEDYN, OLDTAB=AMODETAB, OPT=ASSOCIATE, TYPE=MODETAB
D NET,ID=X040A03
ISTO971 DISPLAY ACCEPTED
ISTO751 NAME = X040A03, TYPE = LOGICAL UNIT
IST4861 CURRENT STATE = ACT/S, DESIRED STATE = ACTIV
IST8611 MODETAB=MODEDYN USSTAB=USSDYN LOGTAB=***NA***
IST9341 DLOGMOD=M2SDLCNQ
IST5971 CAPABILITY-PLU INHIBITED,SLU ENABLED ,SESSION LIMIT 00000001
ISTO811 LINE NAME = L0640, LINE GROUP = G3174, MAJNOD = FRACKX2
IST1351 PHYSICAL UNIT = PO40A
IST082I DEVTYPE = LU
IST6541 1/0 TRACE = OFF, BUFFER TRACE = OFF
IST1711 ACTIVE SESSIONS = 0000000001, SESSION REQUESTS = 0000000000
IST3141
o ./

Figure 1-9. Console Listing--Dynamic Change of Logon Mode Table for an LU
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In the case above, we issued the MODIFY TABLE command so that only one LU
would use the new Logon Mode table, MODEDYN. In order to load a new
Logon Mode table and have ALL resources which were using the old table,
AMODETAB, use the new table, MODEDYN, we entered the commands as
shown in Figure 1-10.

4 ™\
F CSSVTAM,TABLE,NEWTAB=MODEDYN,OPTION=LOAD,OLDTAB=AMODETAB
ISTO971 MODIFY ACCEPTED
IST8651 MODIFY TABLE COMMAND COMPLETE-TABLE MODEDYN LOADED
IST8641 NEWTAB=MODEDYN, OLDTAB=AMODETAB, OPT=LOAD, TYPE=**NA**
D NET,ID=X000C02
1STO971 DISPLAY ACCEPTED
ISTO751 NAME = X000CO2, TYPE = LOGICAL UNIT
IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV
IST8611 MODETAB=MODEDYN USSTAB=USSDYN LOGTAB=INTDYN
1ST9341 DLOGMOD=M3276
IST5971 CAPABILITY-PLU INHIBITED,SLU ENABLED ,SESSION LIMIT 00000001
ISTO81I LINE NAME = L00O, LINE GROUP = G3276, MAJNOD = FRACKX2
IST1351 PHYSICAL UNIT = PO@OC
IST0821 DEVTYPE = LU
IST6541 1/0 TRACE = OFF, BUFFER TRACE = OFF
IST1711 ACTIVE SESSIONS = 0000000000, SESSION REQUESTS = 0000000000
. ,

Figure 1-10. Co

nsole Listing--Replacing a Logon Mode Table with A New Table

It is also possible to replace AMODETAB with a refreshed copy by 1ssuing the
command in the form:

F CSSVTAM,TABLE,NEWTAB=AMODETAB,OLDTAB=AMODETAB,OPTION=LOAD

F CSSVTA

M, TABLE,NEWTAB=AMODETAB,OLDTAB=AHODETAB, OPTION=LOAD

ISTO971 MODIFY ACCEPTED
IST865I MODIFY TABLE COMMAND COMPLETE-TABLE AMODETAB LOADED

IST8641

NEWTAB=AMODETAB, OLDTAB=AMODETAB, OPT=LOAD, TYPE=**NA**

Figure 1-11. Console Listing--Replacing a Logon Mode Table with A New Copy

It is also possible to delete the association between a resource and a logon mode
table. Figure 1-12 on page 1-16 demonstrates displaying the LU X000C02 which is
associated with the Logon Mode table, AMODETAB. The first attempt to delete
the association of LU X000C02 with AMODETAB fails because the required
parameter, OLDTAB, is omitted. After the successful Logon Mode table deletion,
a subsequent display of the LU shows that there is no Logon Mode table associated
with it.
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D NET,ID=X000C02

ISTO971 DISPLAY ACCEPTED

ISTO751 NAME = X000C02, TYPE = LOGICAL UNIT

IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV

| IST8611 MODETAB=AMODETAB USSTAB=USS3270A LOGTAB=LOGONTAB

| 1ST9341 DLOGMOD=M3276

I1ST5971 CAPABILITY-PLU INHIBITED,SLU ENABLED ,SESSION LIMIT 06000001
ISTO81I LINE NAME = L8O, LINE GROUP = G3276, MAJNOD = FRACKX2
IST1351 PHYSICAL UNIT = POoC

ISTO821 DEVIYPE = LU

IST6541 1/0 TRACE = OFF, BUFFER TRACE = OFF

IST1711 ACTIVE SESSIONS = 0000000000, SESSION REQUESTS = 0000000000
IST3141 END ,

F CSSVTAM,TABLE, ID=X000C62, TYPE=MODETAB, OPTION=DELETE

IST4561 OLDTAB REQUIRED PARAMETER OMITTED

F CSSVTAM, TABLE, ID=X000C02, TYPE=MODETAB,OPTION=DELETE ,OLDTAB=AHODETAB
I1STO971 MODIFY ACCEPTED

IST8651 MODIFY TABLE COMMAND COMPLETE- 1 ASSOCIATION(S) DELETED
IST8641 NEWTAB=***NA*** OLDTAB=AMODETAB, OPT=DELETE, TYPE=MODETAB
D NET,ID=X000C02

ISTO971 DISPLAY ACCEPTED

ISTO751 NAME = X000C02, TYPE = LOGICAL UNIT

IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV

| IST8611 MODETAB=***NA*** USSTAB=USS3270A LOGTAB=LOGONTAB

| IST9341 DLOGMOD=M3276

IST5971 CAPABILITY-PLU INHIBITED,SLU ENABLED ,SESSION LIMIT 66000001
ISTO81I LINE NAME = L0, LINE GROUP = 63276, MAJNOD = FRACKX2
IST1351 PHYSICAL UNIT = POOOC

I1STO821 DEVTYPE = LU

IST6541 1/0 TRACE = OFF, BUFFER TRACE = OFF

IST1711 ACTIVE SESSIONS = 0000000000, SESSION REQUESTS = 0000000000

IST3141 END
. -

Figure 1-12. Console Listing--Deleting a Logon Mode Table

After we deleted the association between X000C02 and AMODETAB, we were
unable to logon because the terminal’s default logmode entry, M2SDLCNQ, does
not exist in the VIAM default Logon Mode table. We received the message at the
terminal “LOGMODE PARAMETER INVALID.” Figure 1-13 on page 1-17
shows the NetView Session List screen, indicating the session initiation failure with
sense 08210002, and the NetView Sense Code Description screen, indicating sense
code 08210002 is issued when session parameters are invalid.
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e I
NLDM. SESS PAGE 1
SESSION LIST
NAME: X000C02 DOMAIN: N2P1

*kkkk PRIMARY kkkkk *kk%k SECONDARY *kkk
SEL# NAME  TYPE DOM NAME ~ TYPE DOM START TIME END TIME
(1) €ss1 SSCP N2P1  X000C02 LU N2P1  08/11 08:11:50 *** ACTIVE ***
( 2) N2P1 LU NZ2P1  X000C02 LU N2P1 08/11 08:22:34 *** INITF ***
SENSE 08210002
END OF DATA
ENTER SEL# (CONFIG), SEL# AND CT (CONN. TEST), SEL# AND STR (TERM REASON)
CMD==>
J
4 I
NLDM. SENS SENSE CODE DESCRIPTION PAGE 1
SENSE DATA:
CATEGORY - (08) INVALID SESSION PARAMETERS: SESSION PARAMETERS WERE NOT
MODIFIER - (21) VALID OR NOT SUPPORTED BY THE HALF-SESSION WHOSE
BYTE 2 - (00) ACTIVATION WAS REQUESTED.
BYTE 3 - (02) )

Figure 1-13. NetView Screens--Effect of Logon Mode Table Deletion

1.6 Class of Service Tables

1.6.1 COS Tables--General Description

Classes of service are defined in a table called the Class of Service (COS) table. A
class of service is selected for an LU-to-LU session through the COS name specified
in the logon mode table entry associated with the secondary logical unit (SLU).
The COS name is resolved to a virtual route list in the domain of the primary
logical unit (PLU). Having multiple routes between subareas allows installations to
associate the level of service required by a session with the approprate virtual route.
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In order to create multiple routes, a Class of Service table can be established to rep-
resent each of the levels of service needed for sessions in the network.

Installations can customize COS tables. ISTSDCOS is the name of the COS table
which VTAM uses when establishing routes. If no ISTSDCOS is included in
SYS1.VTAMLIB, then a default COS selection algorithm is used. The Network
Program Products Planning manual contains more information about the default
algorithm. In environments in which NCP, rather than VIAM, activates routes
(such as SNI), more than one COS table may exist. See Scction 1.6.5 of this
Chapter for more information.

In the example below, ISTSDCOS, the required name for VIAML1’s COS table, has
four entries. The first entry, INTERACT, specifies that for any LU-to-LU session
established using a COS name of INTERACT, that virtual route #0 with a trans-
mission priority of 2 (the highest) is to be used. If virtual route #0 is not available,
then virtual route #1 with a transmission priority of 2 is to be used. "The second
entry, BATCH, spccifies that for any LU-to-LU session established using a COS
name of BATCH, virtual route #1 with a transmission priority of 0 (the lowest) is
to be used. If virtual route #1 isn’t available, then virtual route #0 with a trans-
mission priority of 0 is to be used. The ISTVTCOS entry is used for SSCP session
requests and the blank entry used for LU-to-LU session requests specifying no COS
name (or for SSCP session requests if there 1s no ISTVTCOS entry).

VTAM1

VRO (56KB 1ink)

NCP11 NCP21

VR1 (19.2KB 1ink)

COS Table in VTAM1's SYS1.VTAMLIB:

ISTSDCOS
ISTSDCOS ~ COSTAB
INTERACT  COS VR=(0,2), (1,2)
BATCH CoS VR=(1,0), (0,0)
ISTVTCOS  COS VR=(0,2), (1,2)
€S VR=(1,0), (0,0)
COSEND

Figure

1-14. COS Table Example

Through coding of PATH statements, (see the Dynamic Path Update section of this
manual for a description of PATH statements), VR#0 has been defined as a route
which uses the 56KB link and VR#1 as a route using the 19.2KB link. When an
interactive session (using a COS name of INTERACT as specified in its logon
mode table entry) is established between resources located at NCP21 and VTAMI,
it will use the higher speed link, if available. If the higher speed link is not available,
the interactive session will use the lower speed link, but at a higher transmission
priority than the batch traffic. NCP puts the higher transmission prionity PIUs
ahead of the lower transmission priority PIUs on the link between NCPs. Batch
sessions, using a COS name of BATCH, will use the lower speed link unless it is
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not available. If the higher speed link is used, the batch traffic will have a lower
transmission priority than the interactive traffic.

1.6.2 Using Dynamic Table Replacement with COS Tables

COS tables can be added, replaced, or deleted through use of VITAM V3R2’s
Dynamic Table Replacement function. When VTAM is started, if ISTSDCOS has
been provided in VITAMLIB, ISTSDCOS is the table used for session establishment
in VITAM’s own network.

For an example, we created a new COS entry named “DYN” and added it to our
existing COS table, ISTSDCOS. We then replaced ISTSDCOS using Dynamic
Table Replacement. Recall that DYN is a COS name that is pointed to from a
logon mode table entry that we added in the previous example of using Dynamic
Table Replacement with Logon Mode Tables. In our example, we coded the COS
entry for DYN so that it would specify virtual route number 7.

These are the steps we followed:
1. We copied the existing COS table, ISTSDCOS, and added the COS entry thus:
DYN C0S  VR=(7,0)
2. We assembled and link-edited the table into SYSI.VTAMLIB

3. To have the COS table with the new entry, DYN, loaded and used we issued
the command:

F CSSVTAM, TABLE,NEWTAB=ISTSDCOS, OPTION=LOAD

The effect of this command is to load the table, ISTSDCOS, into memory. Any
sessions subsequently established would use the entries as coded in the new copy of
ISTSDCOS.

Below is a listing of the console showing the command entered and messages
received as a result.

-
F CSSVTAM,TABLE,NEWTAB=ISTSDCOS,OPTION=LOAD
ISTO971 MODIFY ACCEPTED
IST8651 MODIFY TABLE COMMAND COMPLETE- TABLE ISTSDCOS LOADED
IST8641 NEWTAB=ISTSDCOS, OLDTAB=ISTSDCOS, OPT=LOAD, TYPE=**NA**
Figure 1-15. Console Listing--Dynamic Change of a COS Table

In our exercise, we now had a COS entry for sessions established using LU
X040A03 (remember in the Logon Mode Table section that we had dynamically
changed the logon mode table for this LU so that now a COS entry of DYN would
be used). However, on our system, we had no route specified as VR#7. We used
Dynamic Path Update to add this route to VIAM and NCP--sce the Dynamic
Path Update section of this manual for information.
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1.6.3 Using NetView for Table Information

We attempted to logon to TSO from the terminal X040A03 before and after
replacing the Logon Mode table for the terminal and the COS table, ISTSDCOS.
The NetView screens shown in Figure 1-16 on page 1-21 illustrate the successful
session between X040A03 and TSO before the tables.were changed. Note that the
terminal is using the blank COS entry (shown by the blank next to COSNAME on
the Session Configuration Data screen).

( )
SELECT PT, ST (PRI, SEC TRACE), RT (RESP TIME), P, ER, VR
CMD==>
NLDM.SESS PAGE 1
SESSION LIST
NAME: X040A03 DOMAIN: N2P1
""" wwse PRIMARY *+%%+ *+%+ SECONDARY **+*
SEL# NAME  TYPE DOM NAME  TYPE DOM START TIME END TIME
( 1) TS18061 LU N2P1  X848A03 LU N2P1  06/27 15:29:34 *** ACTIVE ***
( 2) €ss1 SSCP N2P1  X040A03 LU N2P1  06/27 12:12:16 *** ACTIVE ***

- S
e N
NLDM. CON SESSION CONFIGURATION DATA PAGE 1
-------------- PRIMARY =---ccccmcmmecdoee oo~ SECONDARY ==---emmeeee
NAME TS10001 SA 00000010 EL GOFO | NAME X040A03  SA 0000006B EL 0007
______________________________________ For e rrrr cr e r e, ———————————

DOMAIN N2P1 DOMAIN N2P1
SR, + S — +
CSS1PUS (0000) | SUBAREA PU | ---- VR 00 ---- | SUBAREA PU | FRACKX2 (0000)
Fommmam o + TP 00 [ p—— Fommeo- +
I |
tommmam Fommeem + ER 00 - T +
1510001 (00F0) | LU | RER 00 | LINK | Le4o
S S SSp R + SR P— L NP +
l
COSNAME Ftooomo- LT +
LOGMODE M2SDLCNQ | PU | PO4BA  (0005)
R PR S ——— +
|
Foeeee- L P +
| Lu | X040A03 (0007)
Fomoommeme e +
- J

Figure 1-16. NetView’s Session Information Before Change in Logon Mode & COS Tables

Figure 1-17 on page 1-22 is an example of NetView’s Session Information after an
attempt was made to logon to TSO from the terminal, X040A03, after we had
changed the Logon Mode table and COS table. Although the COS entry, DYN,
had been added, it pointed to a virtual route, VR#7, which had not been defined.
We subsequently used Dynamic Path Update to add the route. The NLDM Sense
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Code information shown in Figure 1-17 on page 1-22 details why the logon
attempt failed.
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NLDM. SESS PAGE 1
SESSION LIST
NAME: X040A03 DOMAIN: N2P1
----- sxwts PRIMARY *+%%+ *t%% SECONDARY *+++
SEL# NAME TYPE DOM  NAME TYPE DOM  START TIME END TIME
(1) CSS1  SSCP N2PL  X046AB3 LU N2P1  06/27 15:38:11 *** ACTIVE ***
(2) TSI LU N2P1  X040A@3 LU N2P1  06/27 15:38:17 *** BINDF ***

REASON CODE 10 SENSE 80130000

ENTER TO VIEW MORE DATA
ENTER SEL# (CONFIG), SEL# AND CT (CONN. TEST), SEL# AND STR (TERM REASON)
CMD==>

-
4
NLDM. CON SESSION CONFIGURATION DATA PAGE 1
-------------- PRIMARY ------omemememtooeeeeo -~ SECONDARY ----ommeemee-o
NAME TS1 SA 00000016 EL 0OFO | NAME X040A03  SA 0000006B EL 0007
______________________________________ B g gy g
DOMAIN N2P1 DOMAIN N2P1
Fommmmmmeeme o + . R — +
CSS1PUS (0000) | SUBAREA PU | ---- VR NA ---- | SUBAREA PU | FRACKX2 (0000)
S T L T + TP NA D . S + .
l |
L T —— S T + ER NA Fomoeeo S T p—— +
TS1 (O@FO) | Ly | RER NA | LINK | Lo4o
oo + S Fomoaen +
l
COSNAME DYN Hommomo Fooooa- +
LOGMODE M2SDLCNQ | PU | PO4oA (0005)
Fommeem S +
|
S SR S S +
| LU | X040A03 (0007)
S R +
-
( )
NLDM. SENS SENSE CODE DESCRIPTION PAGE 1
SENSE DATA:
CATEGORY - (80) COS NOT AVAILABLE: A SESSION ACTIVATION REQUEST CANNOT
MODIFIER - (13) BE SATISFIED BECAUSE NONE OF THE VIRTUAL ROUTES RE-
BYTE 2 - (00) QUESTED FOR THE SESSION ARE AVAILABLE.
BYTE 3 - (00)
-

Figure 1-17. NetView’s Session Information After Change in Logon Mode & COS Tables
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1.6.4 Using the New Display COS Command

With VTAM V3R2, a new command, DISPLAY COS is provided. The command
shows the name of the COS table currently in use from a particular origin VTAM
or NCP. Below is an example of the DISPLAY COS command on our Lab system
showing the COS table in use for both VTAM (CSS1PUS) and NCP (FRACKX2).
The COS table shown is ISTSDCOS.

.

D NET,COS,ID=CSS1PUS,NETID=CSSNET

ISTO971 DISPLAY ACCEPTED

IST3541 PU T4/5 MAJOR NODE = CSS1PUS

IST887I NO COS TABLE FOR CSSNET - ISTSDCOS MAY BE USED

IST3141 END

D NET,COS,ID=FRACKX2,NETID=CSSNET

ISTO971 DISPLAY ACCEPTED

IST3541 PU T4/5 MAJOR NODE = FRACKX2

IST8871 NO COS TABLE FOR CSSNET - ISTSDCOS MAY BE USED

IST3141 END

Figure

1-18. Console Listing--Example--DISPLAY COS Command

1.6.5 Using Dynamic Table Replacement with COS Tables in an SNI

environment
In an SNI environment, more than one COS table can exist and be used within a
single VTAM when it is also a gateway SSCP. ISTSDCOS is used by VTAM for
routes originating in it. In other words, when VTAM is the owner of the primary
logical unit, ISTSDCOS is used. ISTSDCOS can also be used in conjunction with
gateway NCPs or different COS tables as named on NCP definition statements can
be used.
VTAM1 . . VTAM2
GWSSCP . . GWSSCP
PLU . . SLU
l : . |
GWNCP1 ']——————[‘ GWNCP2
NETA . NETX - NETB
GWNCP1: ~ GWNCP2
BUILD  NETID=NETA,COSTAB=COSA BUILD  NETID=NETB,COSTAB=COSB
NETWORK NETID=NETX,COSTAB=COSX NETWORK NETID=NETX,COSTAB=COSX
Figure 1-19. COS Tables in an SNI Environment
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In the above example, VTAMI has three COS tables defined in SYSI.VTAMLIB,
ISTSDCOS, COSA, and COSX. VTAM?2 also has three tables, ISTSDCOS,
COSB, and COSX. For a session in which the primary logical unit is located at
VTAMI1, VTAMI uses ISTSDCOS to select the list of virtual routes for use in
NETA. If the secondary logical unit is located at VTAM2, then VTAMI, as the
gateway SSCP controlling GWNCPI, uses the table COSX for selecting a list of
virtual routes in NETX. VTAM2, the gateway SSCP controlling GWNCP2 uses
the table COSB to select a list of virtual routes for use in NETB.

If the Primary Logical Unit were located at VIAM?2, then VIAM2 would use
ISTSDCOS to select the list of virtual routes for use in NETB, would use the table
COSX for selecting a list of virtual routes in NETX, and VTAMI would use the
table COSA to sclect a list of virtual routes for use in NETA.

Dynamic Table Replacement can be used to change the COS tables in an SNI envi-
ronment. ISTSDCOS can be changed by loading a new copy of the table as
detailed in Section 1.6.2. The table, COSA, could be refreshed with a new table of
the same name by entering the following command at VTAMI:

F CSSVTAM, TABLE,NEWTAB=COSA, OLDTAB=COSA, OPTION=LOAD

The table, COSA, could be replaced by a new table with a different name and the
association of GWNCPI changed to using the new table in place of COSA by
issuing the following command at VTAMI1:

F CSSVTAM, TABLE,NEWTAB=COSNEWA,OLDTAB=COSA,TYPE=COSTAB,
OPTION=ASSOCIATE,ORIGIN=GWNCP1,NETID=NETA

The table, COSX, could be refreshed with a new table of the same name by entering
the following command at VTAMI:

F CSSVTAM, TABLE,NEWTAB=COSX, 0LDTAB=COSX,0PTION=LOAD

The table, COSX,could be replaced by a new table with a different name and the
association of GWNCP1 changed to using the new table in place of COSX by
issuing the following command at VTAMI:

F CSSVTAM,TABLE,NEWTAB=COSNEWX,0LDTAB=COSX, TYPE=COSTAB,
OPTION=ASSOCIATE,ORIGIN=GWNCP1,NETID=NETX

1.6.6 Using the DISPLAY COS Command in an SNI Environment
The DISPLAY COS command could be used to display the COS tables in effect for
the GWNCPs shown in Figure 1-19 on page 1-23. To display the COS table in
effect with GWNCP1 as the origin in NETA, the VTAMI operator would enter the
command:

DISPLAY NET,COS,ID=GWNCP1,NETID=NETA

The resulting messages should indicate that COSA is the table name. (After the
Dynamic Table Replacement of COSA with COSNEWA as explained in the pre-
vious section, the resulting messages would indicate that COSNEWA s the table
name.) To display the COS table in effect with GWNCPI as the origin in NETX,
the VTAMI1 operator would enter the command:

DISPLAY NET,COS,ID=GWNCP1,NETID=NETX

The resulting messages should indicate that COSX is the table name. (After the
Dynamic Table Replacement of COSX with COSNEWX as explained in the pre-
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vious scction, the resulting messages would indicate that COSNEWX is the table
name.)

1.7 Migration Considerations

Customers who plan to use Dynamic Table Replacement need to ensure that
SYS1.VIAMLIB is allocated with enough primary space to allow for new members
to be added to the library without its going into secondary extents. One problem we
experienced was that if new tables were link-edited into SYSI.VTAMLIB and the
new members were placed in secondary extents of the datasct that were unused at
VTAM startup, the new tables could not be used with Dynamic Table Replace-
ment. We received a message indicating a FETCH error when we tried to use these
tables. The solution is to compress the dataset. We were able to compress the
dataset without bringing VTAM down; however, in other than a lab environment,
dataset compression with VTAM running is not a viable solution.

With VTAM V3R2, some changes have been made to VITAM tables in order to use
them with the new function, Dynamic Table Replacement. USS and INTERPRET
tables nced to be rcassembled using VIAM V3R2 libraries before they can be
dynamically added, replaced or deleted. In some cases, once tables are assembled
using VITAM V3R2 libraries, maintenance is required if the tables are then used on
pre-V3R2 VTAM systems. Specifically, if LOGMODE or INTERPRET tables are
assembled using VTAM V3R2 libraries, maintenance is required on VTAM V2R,
V2R2, V3R1, or V3R1.1 systems if the tables are distributed to these systems for

~use. With USS tables, VTAM V3R2 provides a FORMAT = V3R2|OLD param-
eter on the USSTAB Macro instruction. If OLD i1s specified, the USS table can be
used on a pre-VIAM V3R2 system after assembly with V3R2 libraries; however,
USS tables assembled with VTAM V3R2 libraries using FORMAT = OLD cannot
be used with Dynamic Table Replacement on a VTAM V3R2 system. COS tables
that are assembled with V3R2 libraries can be distributed to pre-V3R2 VTAM
systems without any prerequisite maintenance.

The chart below summarizes the VT AM table considerations:
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Table 1-1. VTAM V3R2 Tables
USS INTER- LOGMODE | COS
PRET
Table must YES YES NO NO
be reassem- FORMAT
bled to use = V3R2
DTR
If DTR not YES YES YES YES
used,
pre-V3R2
asscmbled
table will
work with
V3R2
V3R2 YES PTF PTF YES
assembled FORMAT
table will = OLD
work on
pre-V3R2

1.8 Backup and Recovery Considerations

Backup and Recovery needs to be considered when using Dynamic Table Replace-
ment. If VTAM is restarted or if NCPs are lost and resources reactivated, the
network will come back up using the original tables (not the dynamically changed
ones) unless techniques are developed to ensure that the changes are made perma-
nent or that the changes are reapplied.
One technique that could be used is:
1. Copy existing tables and rename them.
. Make changes to these tables.
. Test the tables using the new names with Dynamic Table Replacement.

2
3
4. Rename the new tables using the original table names.
5

. Use Dynamic Table Replacement to associate the resources with the
original named tables.

6. If VTAM should restart at this point the originally named tables
will be used but the table information has been changed.
Another technique that could be used is:
1. Code new tables.

2. Test the tables using with Dynamic Table Replacement with a few
resources. .

3. Associate all system resources with appropriate new tables using
Dynamic Table Replacement.

4. Change all USSTAB=, LOGTAB=, and MODETAB = parameters in all
Major Node definitions to name the appropriate new tables.
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5. Change COSTAB = parameters on BUILD and NETWORK definition
statements to name the appropriate new tables.

6. Since the above parameters are VITAM only parameters, the new tables
will be used upon VTAM restart even if they are in NCP statements.

Chapter 1. Dynamic Table Replacement 1-27



1-28 VTAM V3R2 AND NCP V4R3/V5R2 INSTALLATION CONSIDERATIONS



Chapter 2. Dynamic Path Update

2.1 VTAM and NCP Path Statements and Class of Service . ... ... ... 2-3
2.2 Dynamic Path Update . ... ... ... ... ... ... ........ 2-5
22,1 Overview . ... .. S 2-5
2.2.2 New/Changed NCP Parameters . ... .. ... ............ 2-6
2.2.3 Enhanced DISPLAY Command . . ... ... ... ... ....... 2-9
2.2.4 Dynamic Path Update in SNI Environments . . . ... ... ... .. 2-9
2.3 Four Ways to Activate Dynamic Path Update Members . . . . ... .. 2-11
2.4 Dynamic Path Update Example . . .. ... ... . .. ... ... . ... 2-12
2.5 Dynamic Path Update Migration Considerations . . . ... .. ... ... 2-23
2.6 Backup/Recovery Considerations . . . . . ... ... ... ... 2-25

Chapter 2. Dynamic Path Update 2-1



2-2  VTAM V3R2 AND NCP V4R3/V5R2 INSTALLATION CONSIDERATIONS



2.1 VTAM and NCP Path Statements and Class of Service

In order for sessions to be established between resources that are located at different
subareas (different VTAMs or NCPs), installations define explicit routes between
the subareas and define virtual routes that are used to map session traffic to partic-
ular explicit routes. These routes are defined via PATH statements in VITAM and
NCP. Sessions are mapped to a specific virtual route via a Class of Service table.

TG 1
VTAM1

VTAM1's PATHs:

TG 11

NCP11 NCP21

16 21

NCP11's PATHs: NCP21's PATHs:

PATH

PATH DESTSA=11,

ERO=(11,1),
VRO=0

PATH DESTSA=1,
ERO=(11,11),
ER1=(11,21)

PATH DESTSA=21,
ERO=(21,11),
ER1=(21,21)

DESTSA=21, PATH DESTSA=1,
ERO=(11,1), ERO=(1,1),
ER1=(11,1), ER1=(1,1)
VRO=0,
VR1=1
COS Table in VTAMI's SYS1.VTAMLIB:
ISTSDCOS
ISTSDCOS ~ COSTAB
INTERACT  COS VR=(0,1),(1,1)
BATCH cos VR=(1,0), (0,0)
ISTVTCOS  COS VR=(0,2),(1,2)
CoS VR=(1,0), (0,0)
COSEND

Figure

2-1. Example of Path Statements and COS Table

In Figure 2-1, all three subareas contain PATH definitions to the other subareas.
VTAMI’s PATH definitions define one explicit route to destination subarea 11
(DESTSA=11). ERO is defined indicatirig to use adjacent subarea 11 (11,1) across
TG1 (11,1) to reach destination subarea 11. Additionally, VTAMI1 defines that for
any session on virtual route 0, use explicit route 0 (VR0O=0). VTAMI's PATH
definitions to reach destination subarea 21 define two routes. To reach destination
subarea 21, adjacent subarea 11 across the channel, TG1, should be used for both
ERO and ER1. Also virtual route 0 maps to explicit route 0 and virtual route 1
maps to explicit route 1.

NCP11’s PATH statements define explicit route 0 to destination subarea 21 using
TGI1. TGII in this example is a high speed link. NCP11’s PATHs define explicit
route 1 to destination subarea 21 using TG21, a lower speed link. NCPI11 also
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defines explicit routes 0 and 1 to destination subarea 1 across the channel, TGI, to
VTAMI.

NCP21l’s PATH statements define explicit route 0 to destination subarea 1 using
TG11, the high speed link. NCP21’s PATHs define explicit route 1 to destination
subarea | using TG21, the lower speed link.

Note that the routes that are defined are reversible; that is, explicit route 0 between
subarea 1 and 21 uses first TG1 and then TG11. There is a reverse explicit route,
ERO which traverses TG11 and TG1 from subarea 21 back to subarea 1. It is not
necessary that the forward and reverse route use the same ER number, as in this
cxample, but it is necessary that there be a reverse explicit route traversing exactly
the same transmission groups in order for a session to be sctup using that route.

Classes of service are defined in a table called the Class of Service (COS) table. A
class of service is selected for an LU-to-LU session through the COS name specified
in the Logon Mode Table entry associated with the session. The COS name is
resolved to a virtual route list in the domain of the primary logical unit (PLU).
Having multiple routes between subareas allows installations to associate the level of
service required by a session with the appropriate virtual route. In order to create
multiple routes, a class of service table can be established to represent each of the
levels of service needed for sessions in the network.

In Figure 2-1 on page 2-3, ISTSDCOS, the required name for VITAM1’s COS
table, has four entries. The first entry, INTERACT, specifies that for any
LU-to-LU session established using a COS name of INTERACT, that virtual route
0 with a transmission priority of 1 (medium) is to be used. If virtual route 0 is not
available, then virtual route 1 with a transmission priority of 1 is to be used. The
second entry specifies that for any LU-to-LU session established using a COS name
of BATCH, virtual route 1 with a transmission priority of 0 (the lowest) is to be
used. If virtual route 1 is not available, then virtual route 0 with a transmission
priority of 0 is to be used. The ISTVTCOS entry is used for SSCP session requests
(using transmission priority 2, the highest), and the blank entry used for LU-to-LU
session requests specifying no COS name. It would also be used for SSCP session
requests if there were no ISTVTCOS entry.

In Figure 2-1 on page 2-3, an interactive session involving a terminal attached to
NCP21 and an application at VTAMI could be setup using the higher speed link,
TG11, by using the INTERACT COS table entry in VTAMI1’s COS table. Like-
wise, batch sessions could be separated from the interactive traffic and setup to use
the lower speed link by using the BATCH COS entry. Installations can specify a
COS table entry name to be used in the Logon Mode table entry used by a partic-
ular logical unit.

The Chapter on Dynamic Table Replacement in this manual describes how to
change a Class of Service Table dynamically.
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2.2 Dynamic Path Update

2.2.1 Overview

Prior to VTAM V3R2, VTAM PATHs can be added or changed by altering the
PATH statements within an already active path definition member of the VTAM
Definition Library (or new path definition member), and reactivating (or activating)
that member. This can be accomplished as long as the PATHs are undefined or
inoperative. With VITAM V3R2, in addition to the prior method, VITAM PATHs
can be added, changed, or deleted through use of the new function, Dynamic Path
Update. The PATHs are altered through activating a member of the VIAM Defi-
nition Library containing statements in the form:

VIAML VPATH  NETID=NETA
PATH  DESTSA=21,
ER2=(11,1),

VR2=2

PATHs can be deleted by activating a member of the VITAM Definition Library
containing statements in the form:

VTAM1 VPATH  NETID=NETA
PATH  DESTSA=21,
DELETER=ER1

When explicit routes are deleted, any virtual routes mapped to that explicit route are
deleted also. In order to add, change or delete PATHs, the PATHs must be unde-
fined or inoperative. If the ERs are not inoperative, they cannot be altered and an
error message is issued. If a VR is inactive, it can be mapped to a different ER;
however, this does not work if the VR is active.

With NCPs prior to NCP V4R3 or V5R2, changes in PATH statements within an
NCP require a regeneration and reloading of that NCP into the communication
controller. With NCP V4R3 and NCP V5R2, PATHs can be added, changed, or
deleted dynamically through use of a new function, Dynamic Path Update. The
PATHs are added or changed from the NCP’s owning VT AM through activating a
member of the VIAM Definition Library containing the new statements in the
form:

NCP21 NCPPATH  NETID=NETA
PATH DESTSA=1,
ER2=(11,11)

PATHs can be deleted by activating a member of the VITAM Definition Library
containing NCPPATH statements in the form:

NCP21 NCPPATH  NETID=NETA
PATH DESTSA=1,
DELETER=ER1

Virtual route definitions and virtual route pacing window sizes can be coded on the
VPATH and NCPPATH PATH statements and transmission group flow-control
thresholds can be coded on the NCPPATH PATH statements, if desired.

Upon activation of library members with NCPPATH statements, if VTAM owns
the named NCP it sends the PATH updates to the NCP on the SSCP-to-NCP
session. If VTAM does not have an SSCP-to-NCP session with the named NCP,
the PATH statements are ignored.
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It is necessary for the PATHSs to be undefined or inoperative in order for them to be
altered. Additionally, new parameters have been added to the NCP generation
process to support Dynamic Path Update. These parameters are TGBEXTRA,
PATHEXT, and a second operand on VRPOOL. These values must be considered
during the NCP generation process to plan for using Dynamic Path Update. The
parameters are discussed in Section 2.2.2.

The above Dynamic Path Update statements, if added to the example illustrated in
Figure 2-1 on page 2-3, would add a new explicit route, ER2, and virtual route,
VR2, between subareas 1 and 21. ER1/VRI1 would not have been deleted because
their status would not have been inoperative. Since the channel, TGI1, is used for
the SSCP-to-NCP session, it is operative and any VRs/ERs defined using that same
TG would be operative, even if not in use for any session.

2.2.2 New/Changed NCP Parameters ,
In order to support Dynamic Path Update, there are three new keywords on the
BUILD definition statement that can be coded, TGBXTRA, PATHEXT, and a
second suboperand on VRPOOL.

TGBXTRA specifies the number of extra transmission group control blocks (TGBs)
that are needed within this NCP for PATHs added via Dynamic Path Update. One
TGB is automatically generated for every unique adjacent subarca/transmission
group number pair that is defined on NCP PATH definition statements. Additional
TGBs are needed for PATHs that specify new adjacent subarea/transmission group
number pairs.

PATHEXT specifies the number of extra transit routing table (TRT) rows that are
required for PATHS added via Dynamic Path Update. A TRT row is used by
NCP to index into the Subarea Vector Table to locate the address of the proper
transmission group block for a particular PIU. A TRT row is generated for every
destination subarea that 1s named on a PATH statement in NCP.  An extra TRT
row 1s needed for each PATH added via Dynamic Path Update that names a new
destination subarea.

The second suboperand on VRPOOL specifies the number of extra flow control
table (FCT) rows to generate. An FCT row holds the minimum and maximum
virtual route pacing window sizes for a particular VR. An extra FCT row is needed
for ecach VR that is added via Dynamic Path Update which has virtual route pacing
window sizes coded.

NOTE: The defaults for these values may not be appropriate. TGBXTRA results
in almost 600 bytes of storage per each extra TGB specified. The default is equal to
the total number of subarea links and channels generated within this NCP. In some
cases, taking the default value could result in a significant waste of NCP storage.
Each PATHEXT coded results in a control block of 16 bytes--the default is a TRT
with 254 rows if PATHEXT is not coded. Each second suboperand on VRPOOL
results in a control block of 5 bytes--the default is equal to the first suboperand of
VRPOOL if not coded.
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T6 11

6 1
VTAM1 NCP11 NCP21
16 21
VTAM1's PATHs: NCP11's PATHs: NCP21's PATHs:

PATH DESTSA=11, PATH DESTSA=21, PATH DESTSA=11,
ERO=(11,1), ERO=(21,11), ERO=(11,11),
ER1=(11,1), ER1=(21,21) ER1=(11,21),
VRO=0, PATH DESTSA=I, PATH DESTSA=1,
VR1=1 ERO=(1,1), ERO=(11,11),

PATH DESTSA=21, ER1=(1,1) ER1=(11,21)
ERO=(11,1), :

ER1=(11,1)
VRO=0,
VR1=1

VTAM1: Dynamic Path Update Member:

VTAML  VPATH  NETID=NETA
PATH  DESTSA=21,
ER2=(11,1),
VR2=2
NCP11  NCPPATH NETID=NETA
PATH  DESTSA=2,
ERO=(2,1)
PATH  DESTSA=21,
ER2=(21,21)
NCP21  NCPPATH NETID=NETA
PATH  DESTSA=2,
ERO=(11,21)

Figure 2-2. Dynamic Path Update Definitions
In Figure 2-2, a Dynamic Path Update member filed in VITAMI1’s Definition
Library is shown. It contains these statements for VIAMI1:
* A new ER, ER2, to reach NCP21.
* A new VR, VR2, mapped to ER2 to reach NCP21.
It contains these statements for NCP11:

* A new ER, ERO, to reach a new subarea, subarea 2. Subarea 2
is a test VI'AM to be brought up later in place of VITAMI.

* A new ER, ER2, to reach NCP21.
It contains these statements for NCP21:
* A new ER, ERO, to reach a new subarea, subarea 2. Subarca 2

1s a test VTAM to be brought up later in place of VIAMI.

After activation of this Dynamic Path Update member, sessions between resources
at VTAMI1 and NCP21 are able to use VR2/ER2. Additionally, when the test
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VTAM, subarea 2, is brought up later, NCP11 and NCP21 will have a path, ERO,
that could be used for sessions with that VTAM.

NCP11 Definition Requirements to Add PATHS:
In order for the PATH statement:
PATH DESTSA=2ER0=(2,1)

to be added to NCPI11, at least one TGBXTRA and one PATHEXT must have
been included as part of NCPI11’s generation. Although the transmission group
number, TGI, the channel, has already been defined in a generated PATH state-
ment, the combination of the new adjacent subarea, 2, with this TG number
requires that there be an extra TGB. At least one PATHEXT must have been gen-
erated to allow for an extra TRT row for the new destination subarea, 2.

An extra TGB or TRT row is NOT rcquired in order for the PATH statement:
PATH DESTSA=21,ER2=(21,21)

to be added to NCP11. The TGBXTRA is not required for this PATH statement
to take effect because the combination of TG21l and adjacent subarea 21 is not
new--it is defined on one of the PATH statements that are part of the NCPI11 gen-
eration. PATHEXT is not required because destination subarca 21 is already
named on one of the PATH statements in NCP11’s generation.

NCP21 Definition Requirements to Add PATHs:

NCP21 would not have had to be generated with any TGBXTRAs in order for the
PATH statement:

PATH DESTSA=2ER2=(11,21)

to be added to NCP21. This is because the combination of adjacent subarea 11 and
transmission group 21 exists on a PATH statement included as part of the NCP21
generation. Since destination subarea 2 is a new subarea, at lease one PATHEXT
would have had to be generated for NCP21. A new virtual route, VR2, is being
added with NCP21 as an endpoint. The first suboperand on VRPOOL must have
been coded large enough to accomodate all virtual routes, including dynamically
added ones, that will be concurrently active with this NCP as an endpoint.

The second suboperand on VRPOOL is not required for any of the PATHs shown
in this example. An FCT row is required for any VR that is added to this NCP
that has virtual route pacing window sizes coded. NCP PATH statements need to
include VRs when the NCP is responsible for activating a virtual route for a session.
This occurs in SNI environments, when the NCP activates VRs into another
network or the same network, in LEN environments, where the two endpoints are
not in a VI'AM subarea, and in other environments such as XI.
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2.2.3 Enhanced DISPLAY Command

The VTAM DISPLAY command is enhanced to show the name(s) of the Dynamic
Path Update Member(s) that have been activated when either VTAM or NCP are
DISPLAYed. Figure 2-3 illustrates activating the Dynamic Path Update Member
PATHO1IN which contains PATH statements for the NCP named FRACKX2. A
subsequent DISPLAY of FRACKX?2 shows that the Dynamic Path Update

Member, PATHOLIN, has been activated.

V NET,ACT,ID=PATHOL11IN

ISTO971
IST5411
IST5441
IST5231
ISTO93I
1ST9291

D NET, ID=FRACKX2

ISTO971
1ST0O751
IST4861
1ST2471
1ST4841
IST3911
IST9251
1ST6541
ISTO771
IST6751
1ST3141

VARY ACCEPTED

FOLLOWING PATH DEFINITION IS IGNORED

PATH VRO7 = 07, DESTSA = 107

REASON = VR ALREADY DEFINED

PATHO11IN ACTIVE

LOAD OF DYNAMIC PATH DEFINITION FRACKX2.PATHO11N COMPLETE

DISPLAY ACCEPTED
NAME = FRACKX2, TYPE = PU T4/5

CURRENT STATE = ACTIV, DESIRED STATE = ACTIV

LOAD/DUMP PROCEDURE STATUS = RESET

SUBAREA = 107

ADJ LINK STATION = 011-S, LINE = 011-L, NODE = CSSIPUS
DYNAMIC PATH DEFINITION PATHO11N STATUS = ACTIV

1/0 TRACE = OFF, BUFFER TRACE = OFF

SI0 = 00000276 CUA = 011

VR=0, TP =2

END

Figure

2.2.4

2-3. Enhanced DISPLAY NCP Command Showing Dynamic Path Update Member

Dynamic Path Update in SNI Environments

In order to perform Dynamic Path Update, the VTAM from which the Dynamic
Path Update member is activated must be an owner of the NCP(s) to which the
NCPPATH statements are to be applied. If VTAM encounters NCPPATH state-
ments for an NCP it doesn't own, a message is issued and those particular
NCPPATH statements are ignored. If VTAM is an owner of a gateway-NCP, it 1s
possible to dynamically apply NCPPATH statements for both the native and non-
native networks.
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VTAM1 . VTAMZ2

GWSSCP .
l . NETB
. TG21
NCP11 . NCP21
GWNCP .
ol
. t TG31 NCP31
NETA .
. NETC
. VTAM3
VTAM1's PATHs: NCP11's PATHs:
PATH DESTSA=11, PATH DESTSA=1,
ERO=(11,1), ERO=(1,1),
ER1=(11,1), ER1=(1,1)
VRO=0, .
VR1=1 .
NETWORK NETID=NETB

PATH DESTSA=21,
ERO=(21,21),
VRO=0

NETWORK NETID=NETC
PATH DESTSA=31,

ERO=(31,31),
VRO=0

VTAM1 Dynamic Path Update Member:

NCP11 NCPPATH NETID=NETB
© PATH  DESTSA=21,
ER1=(21,21),
VR1=1
NCP11 NCPPATH NETID=NETC
PATH  DESTSA=31,
ER1=(31,31),
VR1=1

Figure 2-4. Example of Dynamic Path Update in an SNI Environment
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Using Figure 2-4 as an example, VITAMI is an owner of the gateway-NCP,
NCP11. NCPI11 has been generated with PATH statements to reach subarea I,
VTAMI in the native network, NETA, as well as with PATH statements for
ERO/VRO to reach subarea 21 (NCP2I1) in NETB, and PATH statements for
ERO0/VRO to reach subarea 31 (NCP31) in NETC. Dynamic Path Update can also
be used from VTAMI in order to add, replace, or delete NCP PATH statements for
PATHs in the non-native network. Figure 2-4 on page 2-10 shows the Dynamic
Path Update member that could be activated from VTAMI for NCP11 in order to
add ER1/VRI to reach subarea 21 in NETB, and ER1/VR1 to reach subarea 31 in
NETC.

NCPI11 would not have needed to be generated with any extra TGBs (TGBXTRA)
or TRT rows (PATHEXT) in order to have the PATHs shown in Figure 2-4 on
page 2-10 applied, since neither PATH statement defines an additional adjacent
subarea/transmission group pair to what has been included in NCP11’s generation.
VRPOOL needs to have been generated large enough to accomodate the number of
virtual routes having endpoints in NCP11 (the first suboperand on VRPOOL) and
enough Flow Control Table (FCT) rows to contain any virtual route pacing
window sizes that have been coded on NCP VRs (the second suboperand on
VRPOOL).

2.3 Four Ways

to Activate Dynamic Path Update Members

Once Dynamic Path Update members have been coded and filed in the VITAM
Definition Library, there are four different techniques that can be used to activate
the members and have the PATHs applied to the specified subareas.

Technique 1--Vary Activate the Dynamic Path Update Member

A VARY NET,ACT,ID = membername command can be issued by the VTAM
operator where membername equals the name of the VIAM Definition Library
Dynamic Path Update member.

Technique 2--Vary Activate the NCP Specifying NEWPATH =

A VARY NET,ACT,ID = ncpname, NEWPATH = membername can be issued by the
VTAM operator where membername equals the name of the VIAM Definition
Library Dynamic Path Update member. Up to three membernames can be speci-
fied. The PATHS coded in the members are dynamically applied to the NCP as
part of NCP activation.

Technique 3--Specify Member in VTAM’s CONFIG list =

As part of VTAM startup, a CONFIG list can be used which specifies the names of
major nodes to be activated. The name(s) of a Dynamic Path Update member(s)
can be included in the CONFIG list and the specified PATHs will be dynamically
applied during VTAM startup. Care should be exercised if the member(s) contains
PATHs to be applied to NCP(s) to ensure that the NCP(s) are activated prior to
the Dynamic Path Update members. If the NCP(s) is not activated prior to the
Dynamic Update Member in the CONFIG list, an error message is issued at the
VTAM operator console and the PATHs are not applied.
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Technique 4--Specify NEWPATH = membername in NCP PCCU Statement

Up to three Dynamic Path Update members can be specified on the NEWPATH =
operand of the NCP PCCU statement. The PATHs specified in these members
pertaining to NCP’s subarea are automatically applied during NCP activation.
VPATH or NCPPATH statements pertaining to subareas other than NCP’s are
ignored.

2.4 Dynamic Path Update Example

In our lab, we used Dynamic Path Update to add PATHs to both VITAM and
NCP. We let TGBXTRA, PATHEXT, and the second suboperand of VRPOOL
default in our NCP generation for our first set of tests with Dynamic Path Update.
The default values were large enough to allow us to add the PATHs that follow.

The configuration we used is shown in Figure 2-5 on page 2-13. In our lab’s con-
figuration, the VIAM, CSS1, is started with the PATH statements shown, allowing
it to communicate with subareas 107, 109, and 13 using VRO/ERO0. Likewise, the
NCP, FRACKX2, is genned with the PATH statements shown, allowing it to com-
municate with subareas 109, 16, and 13 using ERO.
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VTAM NETID=CSSNET VTAM
Subarea SSCPNAME=CSS1 Subarea
16 13
NCP NCP
FRACKX2 FRICK

Subarea 107 Subarea 109

CSS1's PATH Statements:

PATHO13 PATH DESTSA=13,
ERO=(107,1),
VRO=0,
VRPYS00=(10,255)
DESTSA=107,
ERO=(107,1),
VRO=0,
VRPLS0=(10,255)
DESTSA=109,
ERO=(107,1),
VRO=0,
VRPWSO0=(10,255)

PATH107 PATH

PATH109 PATH

FRACKX2's PATH Statements:

PATHCSS1 PATH DESTSA=16,ER0=(16,1)
PATHCSS2 PATH DESTSA=13,ER0=(109,1)
PATH109 PATH DESTSA=109,ER0=(109,1)

CSS1 Dynamic Path Update Member CSS1 Dynamic Path Update Member

PATHO11D: PATHO11N:
Css1 VPATH NETID=CSSNET Css1 VPATH NETID=CSSNET
PATH DESTSA=107, PATH DESTSA=107,
ER7=(107,1), ER7=(107,1),

VR7=7,
VRPWS70=(10,255)

VR7=7,
VRPWS70=(10,255)

NCPPATH NETID=CSSNET
PATH DESTSA=1,

FRACKX2 NCPPATH NETID=CSSNET FRACKX2

PATH DESTSA=16,

ER6=(16,1), ER6=(1,1),
ER7=(16,1) ER7=1,1)
PATH DESTSA=2,
ER6=(2,1),
ER7=(2,1)

Figure 2-5. Lab Configuration for Dynamic Path Update

Figure 2-6 on page 2-14 shows the results of a DISPLAY ROUTE command illus-
trating that ERO is defined from VTAM subarea 16 to NCP subarea 107.
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VRO0/transmission priority 2 is active. VRO/TP2 is used for the SSCP-to-NCP
session between CSS1 and FRACKX?2. ERs 1-7 are not currently defined.

NOTE: The results of the DISPLAY ROUTE command have been enhanced with
VTAM V3R2. Message IST5371 now displays the virtual route pacing window sizes

. for active routes.

4 N
D NET,ROUTE,DESTSUB=107
ISTO971 ROUTE ACCEPTED
IST5351 ROUTE DISPLAY 1 FROM SA 16 TO SA 167
IST8081 ORIGIN PU = CSSIPUS DEST PU = FRACKX2 NETID = CSSNET
IST5361 VR TP STATUS ER ADJSUB  STATUS CUR MIN MAX
IST5371 © © ACTIV 0 187  ACTIV3 11 10 255
IST5371 6 1 INACT 0 107  ACTIV3
IST5371 © 2 ACTIV 0 107 ACTIV3 10 1 223
IST5371 1 107  PDEFO
IST5371 2 107  PDEFO
IST5371 3 107  PDEFO
IST5371 4 107 PDEFO
IST5371 5 107  PDEFO
IST5371 6 107  PDEFO
IST5371 7 107  PDEFO
IST3141 END
- S

Figure 2-6. DISPLAY ROUTE Subarea 16 to Subarea 107

Figure 2-7 on page. 2-15 illustrates a DISPLAY ROUTE command issued at CSS1
showing the routes from FRACKX2 (Subarea 107) to CSS1 (Subarea 16). The
results show that VRO/TP2 is active (it is being used for the SSCP-NCP session).
ERs 1-7 are not defined (UNDEF).

NOTE: The new results of the DISPLAY ROUTE command do not show virtual
route pacing window sizes for other subareas than the host at which the command
is issued. In the following example, the window sizes are shown as 0, because the
subarea displayed is the NCP rather than VITAM. In order to show the virtual
route pacing window sizes for other subareas, new Request Units, which have not
been architected at this time, would have been needed.
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D NET,ROUTE,DESTSUB=16,0RIGIN=FRACKX2

ISTO971 ROUTE ACCEPTED

IST535I ROUTE DISPLAY 2 FROM SA 107 T0O SA 16

IST808I ORIGIN PU = FRACKX2 DEST PU = CSS1PUS NETID = CSSNET

IST5361 VR TP STATUS  ER ADJSUB  STATUS CUR MIN MAX
IST5371 0 0O ACTIV 0 16  ACTIV3 ] 0 0
IST5371 © 1 INACT 0 16 ACTIV3
ISTS371 6 2 ACTIV 0 16 ACTIV3 6 0 0
IST5371 7 UNDEF
IST5371 6 UNDEF
IST5371 5 UNDEF
IST5371 4 UNDEF
IST5371 3 UNDEF
IST5371 2 UNDEF
IST5371 1 UNDEF
IST3141 END
- J
Figure 2-7. DISPLAY ROUTE Subarea 107 to Subarea 16 -

Next, the Dynamic Path Update member, PATHO11D, shown in Figure 2-5 on
page 2-13 is varied active with one change. The first time it was tried, FRACKX?2
was mistakenly coded as FRACKX3. Note that VIAM, CSSI, ignores the state-
ments pertaining to FRACKX3 in that it has no SSCP-to-NCP session with
FRACKX3 but VTAM goes ahead and updates CSS1’s PATHs. Following the
activation of PATHO11D, a DISPLAY ROUTE command for PATHSs between
subarea 16 and subarea 107 show that VR7 and ER7 have been added to CSS1’s
PATHs.
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( N
V NET,ACT,ID=PATHO11D
ISTO971 VARY ACCEPTED
IST9261 PATH FOR FRACKX3 IGNORED - NODE FRACKX3 NOT FOUND/INVALID
ISTO93I PATHO11D ACTIVE
D NET,ROUTE,DESTSUB=107
ISTO971 ROUTE ACCEPTED .
IST5351 ROUTE DISPLAY 5 FROM SA 16 TO SA 107
IST8081 ORIGIN PU = CSS1PUS DEST PU = FRACKX2 NETID = CSSNET
IST5361 VR TP STATUS  ER ADJSUB  STATUS CUR MIN MAX
IST5371 @ © ACTIV ] 187  ACTIV3 11 16 255
ISTS371 0 1 INACT 0 107  ACTIV3
IST5371 6 2 ACTIV ] 107  ACTIV3 10 1 223
IST5371 1 107  PDEFO
IST5371 2 107  PDEFO
IST5371 3 107  PDEFO
IST5371 4 107  PDEFO
IST5371 5 107  PDEFO
IST5371 6 107 PDEFO
ISTS371 7 @ INACT 7 187  INACT
ISTS371 7 1 INACT 7 167  INACT
ISTS5371 7 2 INACT 7 187  INACT
IST3141 END
. S

Figure 2-8. Activate PATHOL1D (error) and DISPLAY ROUTE Subarea 16 to Subarea 107

Next, the coding of FRACKX2 was corrected in the PATHO11D Dynamic Path
Update member and PATHO11D was varied active again. Note that VTAM
ignores the PATH statements for CSS1 because the PATHs have already been
added and are in an INACT state. The messages indicate that PATHs are changed
in FRACKX2. The DISPLAY ROUTE command for subarea 16 to subarea 107
shows that the PATHs are unchanged. The DISPLAY ROUTE command for
subarea 107 to subarea 16 shows that ER6 and ER7 have been added to
FRACKX2.
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( A
V NET,ACT,ID=PATHO11D
ISTO971 VARY ACCEPTED
IST541I FOLLOWING PATH DEFINITION IS IGNORED
IST5441 PATH VRO7 = 07, DESTSA = 107
IST5231 REASON = VR ALREADY DEFINED
ISTO93I PATHO11D ACTIVE
IST9291 LOAD OF DYNAMIC PATH DEFINITION FRACKX2.PATH011D COMPLETE
D NET,ROUTE,DESTSUB=167
ISTO971 ROUTE ACCEPTED
IST5351 ROUTE DISPLAY 6 FROM SA 16 TO SA 167
IST8081 ORIGIN PU = CSSIPUS DEST PU = FRACKX2 NETID = CSSNET
IST536I VR TP STATUS  ER ADJSUB  STATUS CUR MIN MAX
IST537I 0 © ACTIV 0 187  ACTIV3 11 10 255
IST5371 0 1 INACT 0 107  ACTIV3
IST5371 0 2 ACTIV 0 107  ACTIV3 10 1 223
IST5371 1 107  PDEFO
IST5371 2 107  PDEFO
IST5371 3 107 PDEFO
IST5371 4 107 PDEFO
IST5371 5 167  PDEFO
IST5371 6 107 PDEFO
IST5371 7 © INACT 7 107 INACT
IST5371 7 1 INACT 7 107 INACT
IST5371 7 2 INACT 7 107 INACT
IST3141 END
D NET,ROUTE,DESTSUB=16,0RIGIN=FRACKX2
ISTO971 ROUTE ACCEPTED
IST5351 ROUTE DISPLAY 7 FROM SA 107 TO SA 16
IST808I ORIGIN PU = FRACKX2 DEST PU = CSS1PUS NETID = CSSNET
IST5361 VR TP STATUS  ER ADJSUB  STATUS CUR MIN MAX
IST5371 0 0O ACTIV 0 16 ACTIV3 0 0 0
ISTS37I 60 1 INACT 0 16  ACTIV3
IST5371 0 2 ACTIV 0 16 ACTIV3 0 0 0
IST5371 7 16  INACT
IST5371 6 16 INACT
IST5371 5 UNDEF
IST5371 4 UNDEF
IST5371 3 UNDEF
IST5371 2 UNDEF
IST5371 1 UNDEF
[ST3141 END
- ./

Figure 2-9. Activate PATHOL1D (corrected), DISPLAY ROUTEs between SA 16 and SA 107

Next, the Dynamic Path Update member, PATHOIIN, was varied active. Note
that it contains PATH statements for FRACKX2 to allow it to communicate with
two new subareas, 1 and 2, using ERs 6 and 7. Note also that member PATHOL1IN
contains identical PATH statements for CSS1 to the ones previously activated in
PATHO11D. The console messages indicate that VI'AM ignores these. Also note
that member PATHOI1IN contains identical PATH statements for FRACKX2 to
communicate with DESTSA 16 to the ones previously activated in PATHOI1D.
Although there is no console message indicating that the PATHs already exist in
FRACKX2, the DISPLAY ROUTE command for subarea 107 to subarea 16 show
that the PATHs have not been altered. The DISPLAY ROUTE commands for
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subarea 107 to subarea 1 and subarea 107 to subarea 2 (Figure 2-11 on page 2-19)
show that the PATH statements in member PATHOIIN have been added to
FRACKX2.

V NET,ACT,ID=PATHO11N

ISTO971 VARY ACCEPTED

IST5411 FOLLOWING PATH DEFINITION IS IGNORED

IST5441 PATH VRO7 = 07, DESTSA = 107

IST5231 REASON = VR ALREADY DEFINED

ISTO93I PATHOL1N ACTIVE

IST9291 LOAD OF DYNAMIC PATH DEFINITION FRACKX2.PATHO11N COMPLETE
D NET,ROUTE,DESTSUB=167

ISTO971 ROUTE ACCEPTED

IST5351 ROUTE DISPLAY 8 FROM SA 16 TO SA 107

IST808I ORIGIN PU = CSSIPUS DEST PU = FRACKX2 NETID = CSSNET

IST5361 VR TP STATUS ER ADJSUB  STATUS CUR MIN "MAX
ISTS371 0 © ACTIV 0 107  ACTIV3 11 108 255
IST5371 6 1 INACT 0 167 - ACTIV3

IST537I 08 2 ACTIV 0 107  ACTIV3 10 1 223
[ST5371 1 107  PDEFO

IST5371 2 107  PDEFO

IST5371 3 107  PDEFO

IST5371 4 107  PDEFO

IST5371 5 107  PDEFO

IST5371 6 107  PDEFO

IST5371 7 @ INACT 7 107 INACT

IST5371 7 1 INACT 7 107 INACT

IST5371 7 2 INACT 7 107 INACT

IST3141 END

D NET,ROUTE,DESTSUB=16,0RIGIN=FRACKX2

ISTE971 ROUTE ACCEPTED

IST5351 ROUTE DISPLAY 9 FROM SA 107 TO SA 16

IST808I ORIGIN PU = FRACKX2 DEST PU = CSS1PUS NETID = CSSNET

IST5361 VR TP STATUS = ER ADJSUB  STATUS CUR MIN MAX
ISTS371 © 0O ACTIV e 16 ACTIV3 ] 0 0
ISTS5371 8 1 INACT 0 16  ACTIV3

ISTS371 8 2 ACTIV 0 16  ACTIV3 (¢ 0 0
IST5371 7 16 INACT

IST5371 6 16 INACT

IST5371 5 UNDEF

IST5371 4 UNDEF

IST5371 3 UNDEF

IST5371 2 UNDEF

IST5371 1 UNDEF

IST3141 END

. J

Figure 2-10. Activate PATHO11IN and DISPLAY ROUTEs between SA 16 and SA 107
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e A
D NET,ROUTE,DESTSUB=1,0RIGIN=FRACKX2
ISTO971 ROUTE ACCEPTED
IST5351 ROUTE DISPLAY 10 FROM SA 1067 T0 SA 1
IST808I ORIGIN PU = FRACKX2 DEST PU = ***NA*** NETID = CSSNET
IST5361 VR TP STATUS ER ADJSUB  STATUS
IST5371 7 1 INOP
IST5371 6 1 INOP
1ST5371 5 UNDEF
1ST5371 4 UNDEF
1ST5371 3 UNDEF
1ST5371 2 UNDEF
1ST5371 1 UNDEF
1ST5371 0 UNDEF
IST3141 END
D NET,ROUTE,DESTSUB=2,0RIGIN=FRACKX2
ISTO971 ROUTE ACCEPTED
1ST5351 ROUTE DISPLAY 11 FROM SA 107 TO SA 2
IST808I ORIGIN PU = FRACKX2 DEST PU = ***NA*** NETID = CSSNET
IST5361 VR TP  STATUS ER ADJSUB  STATUS
IST5371 7 2 INoP
IST5371 6 2 INnopP
1ST5371 5 UNDEF
1ST5371 4 UNDEF
1ST5371 3 UNDEF
IST5371 2 UNDEF
1ST5371 1 UNDEF
1575371 0 UNDEF
IST3141 END
. J

Figure 2-11. DISPLAY ROUTE:s between SA 107 and SA 1 and SA 2

After the VR7/ER7 between Subarea 16 and Subarea 107 were added to CSS1 and
a reverse explicit route existed between Subarea 107 and Subarea 16, we were able
to establish the LU-to-LU session between a terminal attached to FRACKX2,
X040A03, and an application on CSS1, TSO. In the Dynamic Table Replacement
Chapter of this manual is described a procedure we went through where we dynam-
ically replaced the Interpret Table, USS Table, and Logon Mode Table for the ter-
minal, X040A03. When we replaced the Logon Mode Table for X040A03, we
pointed to a new COS name, DYN. We then used Dynamic Table Replacement to
refresh the COS Table for CSS1, ISTSDCOS, with a new copy having an entry of
DYN. The DYN entry indicated that VR7 was to be used for sessions. At that
point we were unable to logon from X040A03 to TSO because there was no VR7
on our system.

After adding the routes as explained above, we established the session between
X040A03 and TSO. Figure 2-12 on page 2-20 shows the NetView Session screen
showing the session partners, “DYN” COS entry name, and routes (VR7, ER7,
RERDO0) used for the session.
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SELECT PT, ST (PRI, SEC TRACE), RT (RESP TIME), P, ER, VR

CMD==>
NLDM.CON SESSION CONFIGURATION DATA PAGE 1
-------------- PRIMARY ==--=c-m-eemooetomemoccoacooo SECONDARY ----oomemmemen
NAME N2P1 SA 00000010 EL BOF1 |  NAME X040A03  SA 0000006B EL 0007
______________________________________ j-.._-_---__..__-____-..__._-----___-__.._.._-_
DOMAIN N2P1 DOMAIN N2P1
Fommm e m + R T +
CSS1PUS (0000) | SUBAREA PU | ---- VR 07 ---- | SUBAREA PU | FRACKX2 (0000)
tommmm- Fommmem + TP 00 Fomemem Fommmam +
| |
Fommmem R + ER 07 [ S —— Fommemm +
N2P1  (00F1) | LU | RER 00 | LINK | Lo40
L S + L R —— +
I
COSNAME DYN T Fooemes +
LOGMODE M2SDLCNQ | PU | PO4OA  (0005)
L SE— L —— +
I
S S tommm - +
| L | X040A03 (0007)
R U +

SELECT PT, ST (PRI, SEC TRACE), RT (RESP TIME), P, ER, VR
CMD==>

Figure 2-12. NetView Screen -- Session Using Dynamically Added Route

We also tried activating the Dynamic Path Update member, PATHO11N, shown in
Figure 2-5 on page 2-13 when our NCP gen contained 0 values for TGBXTRA,
and PATHEXT. For this exercise we loaded a new NCP, FRACKX4, which had
been genned with values of 0 for TGBXTRA and PATHEXT. Figure 2-13 on
page 2-21 illustrates that only ER0O/VRO are defined between CSS1 (subarea 16) and

FRACKX4 (subarea 107) before PATHOLLN is activated.
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e N
D NET,ROUTE,DESTSUB=107
IST0971 ROUTE ACCEPTED
IST5351 ROUTE DISPLAY 1 FROM SA 16 TO SA 107
IST808I ORIGIN PU = CSS1PUS DEST PU = FRACKX4 NETID = CSSNET
IST5361 VR TP STATUS  ER ADJSUB  STATUS CUR MIN MAX
ISTS371 0 0 ACTIV 0 107 ACTIV3 11 18 255
IST5371 6 1  INACT @ 107  ACTIV3
ISTS371 6 2 ACTIV @ 107  ACTIV3 10 1 223
IST5371 1 107 PDEFO
IST5371 2 107 PDEFO
1ST5371 3 107 PDEFO
1875371 4 107 PDEFO
1ST5371 5 107 PDEFO
IST5371 6 107 PDEFO
IST5371 7 167 PDEFO
IST3141 END
D NET,ROUTE,DESTSUB=16,0RIGIN=FRACKX4
ISTO971 ROUTE ACCEPTED
IST5351 ROUTE DISPLAY 2 FROM SA 107 TO SA 16
ISTBO8I ORIGIN PU = FRACKX4 DEST PU = CSS1PUS NETID = CSSNET
IST5361 VR TP STATUS ER ADJSUB  STATUS CUR MIN MAX
ISTS371 @ 6 ACTIV @ 16 ACTIV3 6 0 o
ISTS371 6 1  INACT O 16 ACTIV3
IST5371 @ 2 ACTIV 0@ 16 ACTIV3 6 o0 o
IST5371 7 UNDEF
IST5371 6 UNDEF
IST5371 5 UNDEF
IST5371 4 UNDEF
IST5371 3 UNDEF
IST5371 2 UNDEF
IST5371 1 UNDEF
IST3141 END
- S

Figure 2-13. Defined Routes between CSS1 and FRACKX4

Figure 2-14 on page 2-22 shows that message IST927I 1s received when trying to
activate PATHO11IN with NCPPATH statements for FRACKX4 to add routes for
destination subarea 1 and destination subarea 2. TGBXTRA of at least 2 and
PATHEXT of at least 2 needed to be generated in FRACKX4 in order to add these
PATHs. Note, however, that the ER7/VR7 route from subarea 16 to subarea 107
was added to CSS1’s PATHSs and that the ER6 and ER7 routes from subarea 107
to subarea 16 were added to FRACKX4’s PATHs. No extra TGBs were required
for ER6 and ER7 because the adjacent subarea/transmission group pair had already
been generated in FRACKX4's PATH statements for ERO. No PATHEXT was
needed to add ER6 and ER7 because the destination subarea, 16, had already been
generated in FRACKX4’s PATH statements for ERO.
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-
V NET,ACT,ID=PATHO11N
ISTE971 VARY ACCEPTED
ISTO931 PATHO11N ACTIVE
1ST9271 ERROR FOR FRACKX4.PATHO11N DSA 1 NETID CSSNET CODE 2
IST9271 ERROR FOR FRACKX4.PATHO11N DSA 2 NETID CSSNET CODE 2
-+ 1ST9291 LOAD OF DYNAMIC PATH DEFINITION FRACKX4.PATHO11N COMPLETE
D NET,ROUTE,DESTSUB=107
ISTO971 ROUTE ACCEPTED
IST5351 ROUTE DISPLAY 3 FROM SA 16 TO SA 107
IST8081 ORIGIN PU = CSSIPUS DEST PU = FRACKX4 NETID = CSSNET
IST536I VR TP STATUS  ER ADJSUB  STATUS CUR MIN MAX
IST5371 0 © ACTIV ] 187  ACTIV3 11 16 255
IST5371 6 1 INACT ] 107  ACTIV3
IST5371 0 2 ACTIV 0 107  ACTIV3 10 1 223
IST5371 1 107  PDEFO
IST5371 2 107  PDEFO
IST5371 3 107  PDEFO
IST5371 4 107  PDEFO
IST5371 5 107  PDEFO
IST5371 6 107 PDEFO
IST5371 7 © INACT 7 187  INACT
IST5371 7 1 INACT 7 187  INACT
IST5371 7 2 INACT 7 167  INACT
IST3141 END
D NET,ROUTE,DESTSUB=16,0RIGIN=FRACKX4
ISTE971 ROUTE ACCEPTED
IST5351 ROUTE DISPLAY 4 FROM SA 107 T0 SA 16
IST8081 ORIGIN PU = FRACKX4 DEST PU = CSSIPUS NETID = CSSNET
IST536I VR TP STATUS  ER ADJSUB ~ STATUS CUR MIN MAX
IST5371 6 © ACTIV ] 16  ACTIV3 0 0 0
ISTS371 6 1 INACT ] 16 ACTIV3
IST5371 0 2 ACTIV ] 16 ACTIV3 0 0 0
IST5371 7 16 INACT
ISTS371 6 16  INACT
IST5371 5 UNDEF
IST5371 4 UNDEF
IST5371 3 UNDEF
IST5371 2 UNDEF
IST5371 1 UNDEF
L\ IST3141 END
Figure 2-14. Using Dynamic Path Update with Insufficient Values for TGBXTRA & PATHEXT
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2.5 Dynamic Path Update Migration Considerations

In order to activate a Dynamic Path Update member with the new VPATH and
NCPPATH statements, VTAM must be at a V3R2 level. VTAMs previous to
V3R2 can add PATHs for VTAM as long as the PATHs are undefined or inopera-
tive by activating VTAM Definition Library members with VITAM PATH state-
ments in them; however, pre-V3R2 cannot process members with the new VPATH
and NCPPATH statements.

In order to be able to process changes in PATHs, NCPs must be at a V4R3 or
V5R2 level and be generated properly with sufficient values for TGBXTRA,
PATHEXT, and the sccond suboperand of VRPOOL. There must be an
SSCP-to-NCP session between the VIAM activating the Dynamic Path Update
member and NCP in order for the changes in PATHs to be sent to the NCP. This
means that all NCPs must be generated with at least one route for the
SSCP-to-NCP session. The route for the SSCP-to-NCP session cannot be defined
or changed via Dynamic Path Update because it will be an active route before the
SSCP-to-NCP session can be established.

In the example shown in Figure 2-15 on page 2-24, assuming that VITAMI owns
the NCPs and that ER1/VR1 is undefined at this point, VTAMI could activate the
Dynamic Path Update member shown. ER1/VRI would be added as a PATH for
VTAMI to use for each subarea shown. ERI to each subarea shown would be
added to both NCPI11’s and NCP13’s PATHs. Note that NCP12 does not support
addition of dynamic paths because it is NCP V3; however, since VIAMI has an
SSCP-to-NCP session with NCP13, PATHs can be dynamically changed in
NCP13, even with a backlevel NCP on the route between VIAMI1 and NCP13.

Note also that VTAM cannot dynamically change PATHs in another VTAM. In
Figure 2-14 on page 2-22, VITAMI cannot dynamically change VIAM2’s PATHs,
even if VITAM2 were V3R2. VTAM?2 can add ER1/VRI to its PATHs by acti-
vating the PATH statements shown. (If VTAM?2 were at a V3R2 level it could
optionally use VPATH as well).

NCP12, since it is V3, would need to be.generated with the proper PATH state-

ments for ER1 to each subarea shown in order to have a complete ER1 route
. between all subareas in both directions.
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VTAM1
V3R2
TG1
NCP11 TG50 NCP12
V4R3 V3

VTAM1 Dynamic Path Update Member:

VTAM1 VPATH
PATH

PATH

PATH

PATH

NCP11 NCPPA

PATH

PATH

PATH

PATH

NCP13 NCPPA

PATH

PATH

PATH

PATH

NETID=NETA
DESTSA=2,
ER1=(11,1),
VR1=1
DESTSA=13,
ER1=(11,1),
VR1=1
DESTSA=12,
ER1=(11,1),
VR1=1
DESTSA=11,
ER1=(11,1),
VR1=1
TH NETID=NETA
DESTSA=2,
ER1=(12,50)
DESTSA=13,
ER1=(12,50)
DESTSA=12,
ER1=(12,50)
DESTSA=1,
ER1=(1,1)
TH NETID=NETA
DESTSA=2,
ER1=(2,1)
DESTSA=12,
ER1=(12,51)
DESTSA=11,
ER1=(12,51)
DESTSA=1,
ER1=(12,51)

VTAM2
V3R1.1

TG1

TG51 NCP13

V5R2

VTAMZ2 PATH Member:

VTAMZ2  PATH

PATH

PATH

PATH

DESTSA=13,
ER1=(13,1),
VR1=1
DESTSA=12,
ER1=(13,1),
VR1=1
DESTSA=11,
ER1=(13,1),
VR1=1
DESTSA=1,
ER1=(13,1),
VR1=1

Figure 2-15. Migration Considerations for Dynamic Path Update
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2.6 Backup/Recovery Considerations

Using the same configuration shown in Figure 2-15 on page 2-24, if VTAMI, the
owning VTAM, went down, the PATHs changed in NCP11 and NCP13 would still
remain. VTAM?2 could take over ownership of the NCPs and ER1/VR1 would

remain a viable route between subareas 2, 11, 12, and 13.

When VTAMI comes back up, VTAMI1 would need to again add the PATH state-
ments needed for itself. It could again activate the Dynamic Path Update member
shown, even though the PATIIs had already been applied to NCP11 and NCP13.
This would not cause problems within NCP11 and NCP13--the PATHs that had
already been altered would just be ignored.

The PATHs altered in NCP11 and NCP13 via Dynamic Path Update would remain
until the NCPs are reloaded or until changed by subsequent Dynamic Path Update
operations.
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3.1 Dynamic Reconfiguration Prior to VTAM V3R2

Dynamic Reconfiguration in pre-VTAM V3R2/NCP V4R3-V5R2 environments
allows the configuration of physical units and logical units to be changed in an NCP
while VTAM and NCP are operating. Type 1 or Type 2 Physical Units (PUs) can
be added or deleted. Logical Units can also be added or deleted. Dynamic Recon-
figuration is accomplished by coding ADD and/or DELETE statements within a
VTAM Dynamic Reconfiguration Definition dataset (also known as a DRDS deck).
A DRDS deck is a member in the VIAM Definition Library and starts with a
VBUILD TYPE=DR statement. Dynamic additions or deletions take place when
a “VARY DRDS” VTAM operator command is issued naming a DRDS deck.

A PU can be “moved” from one line to another by deleting it from one line and
adding it to another. Figure 3-1 shows an example of a DRDS deck that contains
the statements needed to move PU P040A and its LUs (starting with X040A02)
from Line 1040 to Line L00O.

DR1
PO40A
PO40A
X040A02
X040A03

X040A04
X040A05

VBUILD TYPE=DR
DELETE FROM=L040

PU
ADD
PU

LU
LU
Lu
LU

T0=L000
ADDR=C1,ISTATUS=INACTIVE,MAXDATA=265,MAXOUT=7,
PASSLIM=7,PUTYPE=2,MODETAB=AMODETAB,USSTAB=USS3270A
LOCADDR=02,DLOGMOD=M3SDLCNQ
LOCADDR=03,DLOGMOD=M2SDLCNQ
LOCADDR=04,DLOGMOD=M2SDLCNQ
LOCADDR=05,DLOGMOD=M2SDLCNQ

Figure 3-1. Example of A Dynamic Reconfiguration Definition Dataset

It is necessary to code desired operands on DR (Dynamically Reconfigured)
ADDED PUs and/or LUs as there is no “sift down” effect from GROUP or LINE
statements. The following parameters can be coded on PU statements to be
dynamically added:

+ ADDR

« PUTYPE

+ BNNSUP

+ ANS

« MAXOUT
+ PASSLIM
« IRETRY

+ MAXDATA

The following parameters can be coded on LU statements to be dynamically added:
+ LOCADDR
* PACING
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« BATCH

VTAM-only parameters, such as ISTATUS, can also be coded in a DR Definition
dataset. For any NCP parameters not listed above, NCP default values are used.
MAXDATA and LOCADDR must be coded in the definition dataset because there
are no default values for these. Also ADDR must be coded as there is no default
value. :

The NCP must be generated correctly to allow for Dynamic Reconfiguation to take
place. Following is a list of the NCP definition statements pertaining to Dynamic
Reconfiguration:

Table 3-1. NCP V4R2 and Earlier Dynamic Reconfiguration Statements

DEFINITION OPERAND EXPLANATION

STATEMENT » .

BUILD DR3270 Specify YES if SDLC 3270 PU T1s have not been
generated but may be DR added

BUILD RESOEXT Number of extra Network Addresses for generated
devices that will be DR deleted & added

PUDRPOOL NUMBER Number of PU control blocks needed for dynamic
addition of PUs

PUDRPOOL MAXLU Maximum number of LUs allowed per PU that is
DR added

LUDRPOOL NUMTYPI Number of PU T1 LU control blocks for DR
addition and SDLC switched

LUDRPOOL NUMTYP2 Number of PU T2 LU control blocks for DR
addition and SDLC switched

LINE MAXPU Number of generated PUs on this line plus
number to be dynamically added

SERVICE MAXLIST Number of entries in Service Order Table--needs
to include number for DR added PUs

PU PUDR Code YES if this PU may be deleted dynamically

PU MAXLU Highest LOCADDR of any generated or dynam-
ically added LU on this PU

LU LUDR Code YES if this LU may be deleted dynamically

With VTAMs prior to V3R2 and NCPs prior to V4R3/VS5, new network addresses
are required when resources are dynamically reconfigured. That is, when a gener-
ated resource is DR DELETED, its NCP Element Address cannot be reused.
However, the control blocks (PU control blocks or LU control blocks, depending
on the type of resource) are put into the pool of control blocks that can be used for
DR ADDED resources, if there are any available network addresses created by
RESOEXT. The PUDRPOOL and LUDRPOOL statements in the NCP generate
extra PU and/or LU control blocks (with valid element addresses) for use with DR
ADDED resources. The RESOEXT statement in the NCP generates extra Element
Addresses to be used with PU and/or LU control blocks that have been put into the
pool as a result of DR DELETION.
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The LUDRPOOL addresses and control blocks are used for switched line resources
as well as for DR resources.

Figure 3-2 on page 3-6 shows an example of the effect on VTAM’s RDT
(Resource Definition Table) and NCP’s RVT (Resource Vector Table) when a gen-
erated PU and its LUs are DR DELETED from one line and DR ADDED to
another line.

Using Figure 3-2 on page 3-6 as an example, after VTAM activates NCP Subarea
107, VTAM’s RDT, shown on the top left, reflects that PU P040A and its four
LUs have Network Addresses of Subarea 107, Elements 05 through 09. The NCP
RVT (Resource Vector Table), on the top right, shows how the NCP gencration
resulted in PU PO40A being the fifth element generated, followed by the LUs. Fol-
lowing all the generated resources, the NCP RVT contains extra addresses (extra
RVT entries) to be used for dynamic reconfiguration and switched line resources
(the PUDRPOOL, LUDRPOOL, and RESOEXT). The PUDRPOOL and
LUDRPOOL entries point to extra PU or LU control blocks to be used for DR
ADDED or switched line resources. The RESOEXT entries to start with do not
contain pointers to PU and/or LU control blocks. RESOEXT entries are used after
a DR DELETE to point to PU or LU control blocks originally used for generated
resources. When generated resources are DR DELETED, the RESOEXT entries
are updated to point to the control blocks so that the control blocks can later be
reused for DR ADDED resources.

After the Dynamic Reconfiguration Definition Dataset shown in Figure 3-1 on
page 3-3 is activated, VTAM first notifies NCP to DELETE the PU and LUs.
NCP invalidates Element Addresses 05 through 09 and pointers to the freed PU and
LU control blocks are placed in RVT RESOEXT entries. When VTAM next noti-
fies NCP to ADD the PU and LUs, it Requests Network Address Assignments for
these resources. NCP wuses RVT entries resulting from PUDRPOOL,
LUDRPOOL, and/or RESOEXT (in our example, the Element Addresses used are
30 through 34). The VIAM RVT shown on the lower left, after DR, illustrates
that the network addresses used for PO40A and its LUs are now Subarea 107 Ele-
ments 30 through 34.
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ORIGINAL VTAM RDT:

Resource- *Address
PO40A - +107 05
X040A02 : :107 06
X040A03 : :107 07
X040A04 : :107 08
X040A05 : :107 09

VTAM RDT AFTER DR:

ORIGINAL NCP (Subarea 107) RVT:

Element
05
06
07
08

09

30

4F

Type Pointer
PU Pointer
LU Pointer
Ly Pointer
LU Pointer

L Pointer -
:;&5&;&5L””"'°'°"°°:
LUDRPOOL
RESOEXT

NCP (Subarea 107) RVT AFTER DR:

Resource- *Address Element Type Pointer
PO4OGA - <107 30 05 ADDRESSES
X040A02 - +107 31 66 CANNOT
X040A03 - +107 32 07 BE
X040A04 - +107 33 08 USED
X040A05 - <107 34 09 . .
New . Ry rryes .
Element 30 PU POINTER
Addresses
31 Ly POINTER
32 LU POINTER
33 Ly POINTER
34 Ly POINTER
35 (REMAINING
PUDRPOOL, LUDRPOOL
. RESOEXT) <«—RESQOEXT POINTS
4F T0O PU & LU DR
DELETED CBs
Figure 3-2. Example of Pre-VTAM V3R2 Dynamic Reconfiguration
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3.2 Dynamic Reconfiguration Enhancements

With VTAM V3R2 and NCP V4R3 and/or NCP V5R2, Dynamic Reconfiguration
has been enhanced. There are three new ways in which network configurations can
be changed while VTAM and NCP are operating or without regenerating the NCP:

1. A new operator command can be used to move or delete resources.
2. A new statement, MOVE, can be used in a DR definition dataset.
3. New resource definitions can be added to NCP source and activated.
Examples of the three new ways to perform Dynamic Reconfiguration are in the

following three Scctions of this Chapter.

Other Dynamic Reconfiguration enhancements in VIAM V3R2 and NCP
V4R3/NCP V5R2 are the reuse of dynamically deleted network addresses, the
ability to code the DATMODE = parameter in a DRDS deck, and the ability to
dynamically reconfigure T2.1 Nodes.

3.2.1 New Operator Command
A new operator command is available with VTAM V3R2 called MODIFY DR.
The command can be used to move a PU and its LUs from one line to another, to
delete a PU and its LUs, or to delete an LU. The MODIFY DR command allows
a PU and its LUs to be moved from one line to another using the command in the
form:

MODIFY DR,TYPE=MOVE,ID=puname,FROM=1inename,T0=1inename

The MODIFY DR command allows a PU to be deleted from a line using the
command in the form:

MODIFY DR, TYPE=DELETE, ID=puname,FROM=1inename

The MODIFY DR command allows an LU to be deleted from a PU using the
command in the form:

MODIFY DR,TYPE=DELETE,ID=1uname,FROM=puname

The MODIFY DR command allows a PU and its LUs to be moved and the PU’s
address changed using the command in the form:

MODIFY DR,TYPE=MOVE,ID=puname,FROM=1inename,T0=1inename,ADDR=address

Chapter 3. Dynamic Reconfiguration Enhancements  3-7



CSS1
Subarea 16
VTAM V3R2

FRACKX2
Subarea 107
NEP V4R3

Line Line
LOGO LO40

]

PU PU
poeec PO40A

LU LUs
X000C02 . X040A02-
X040A00

Figure 3-3. Configuration of WSC LAB

At the Washington Systems Center using the configuration illustrated in Figure 3-3,
we used the new MODIFY DR command to move a PU, to delete a PU, and to
delete an LU. Figure 3-4 on page 3-9 shows the console listing when PU P040A
was moved from Line L040 to Line L000. First, we displayed Line L000 showing
PU P0O00C and LU X000C02 currently configured and Line L040 showing PU
P040A and LUs starting with X040A02 currently configured.
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D NET,ID=L000,E

ISTO971 DISPLAY ACCEPTED

ISTO751 NAME = LO0O, TYPE = LINE

IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV
ISTO87I TYPE = LEASED , CONTROL = SDLC
IST1341 GROUP = 63276, MAJOR NODE = FRACKX2

ISTe841 NETWORK NODES:
ISTO89I POOOC TYPE
ISTO89I X000CO2 TYPE
IST3141 END

D NET,ID=L040,E
ISTO971 DISPLAY ACCEPTED

ISTO751 NAME = LO40, TYPE = LINE

IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV
ISTO871 TYPE = LEASED , CONTROL = SDLC
IST1341 GROUP = G3174, MAJOR NODE = FRACKX2

ISTO841 NETWORK NODES:

PHYSICAL UNIT , PCTD2
LOGICAL UNIT , NEVAC

]

ISTO89I PO4GA TYPE = PHYSICAL UNIT » ACTIV
ISTO89I X040A02 TYPE = LOGICAL UNIT , ACTIV
ISTO89I X040A03 TYPE = LOGICAL UNIT , ACTIV
ISTO89I X040A04 TYPE = LOGICAL UNIT , ACTIV
ISTO89I X040A05 TYPE = LOGICAL UNIT » ACTIV
ISTO89I X040A06 TYPE = LOGICAL UNIT , ACTIV
ISTO89I X040A07 TYPE = LOGICAL UNIT » ACTIV
ISTO89I X040A08 TYPE = LOGICAL UNIT » ACTIV
ISTO89I X040A09 TYPE = LOGICAL UNIT , ACTIV
ISTO89I X040A00 TYPE = LOGICAL UNIT » ACTIV
IST3141 END
\- _/

Figure 3-4. Display of Lines L000 and L040

Figure 3-5 shows our first attempt to use the MODIFY DR TYPE=MOVE
command to move PU P040A to Line L000. Note that we were unsuccessful
because the PU was ACTIVE. In order to use the MODIFY DR command, the
PUs and/or LUs to be dynamically reconfigured must be INACTIVE.

F CSSVTAM,DR,TYPE=MOVE, FROM=L040,T0=L000, ID=PB40A

ISTO971 MODIFY ACCEPTED

IST8861 MODIFY DR MOVE PO4GA TO LOOO FROM LO40 FAILED

IST5231 REASON = INVALID RESOURCE CURRENT STATE

ISTG721 F DR MOVE FOR ID = PO40A FAILED DURING NETWORK DEFINITION

Figure 3-5. MODIFY DR Command Failure Because Resource Active
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We next vared inactive PU P040A and the MODIFY DR TYPE=MOVE
command was subsequently successful. A display of Line L000 shows that P0O40A
is now configured on this line along with POO0OC. Note that the status shown for
P040A and its LUs is “INACT----D.” The D denotes that the resources are
dynamically reconfigured.

4 N
V NET,INACT,ID=P040A
ISTO971 VARY ACCEPTED
IST1051 PO40A NODE NOW INACTIVE
F CSSVTAM,DR,TYPE=MOVE, FROM=L040,T0=L000, ID=P0O40A
ISTO97I MODIFY ACCEPTED
IST2411 F DR MOVE COMMAND COMPLETE FOR PO40A
D NET,ID=L00S,E
ISTO971 DISPLAY ACCEPTED
ISTO751 NAME = LO00O, TYPE = LINE
IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV
ISTO871 TYPE = LEASED » CONTROL = SDLC
IST134I GROUP = G3276, MAJOR NODE = FRACKX2
ISTO84I NETWORK NODES:
ISTO89I PO40A TYPE = PHYSICAL UNIT , INACT----D
ISTO89I X040A02 TYPE = LOGICAL UNIT , INACT----D
ISTO89I X046A03 TYPE = LOGICAL UNIT » INACT----D
ISTO89I X040A04 TYPE = LOGICAL UNIT » INACT----D
ISTO89I X040A05 TYPE = LOGICAL UNIT , INACT----D
ISTO89I X040A06 TYPE = LOGICAL UNIT , INACT----D
ISTO89I X040A07 TYPE = LOGICAL UNIT , INACT----D
ISTO89I X040A08 TYPE = LOGICAL UNIT , INACT----D
ISTO89I X040A09 TYPE = LOGICAL UNIT , INACT----D
ISTO89I X040A00 TYPE = LOGICAL UNIT , INACT----D
ISTO89I PoBOC TYPE = PHYSICAL UNIT , PCTD2
ISTO89I X000C02 TYPE = LOGICAL UNIT , NEVAC
IST3141 END
- J
Figure 3-6. Moving a PU to a new Line Using Modify DR Command
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Another LAB exercise shown in Figure 3-7 illustrates using the MODIFY DR
command to delete PU P040A from Line L040. The display of line L040 illustrates
that PO40A and its LUs are active. We then varied inactive the PU and executed
the MODIFY DR TYPE=DELETE command. A subsequent display of line
L.040 shows that PO40A has been deleted.

D NET,ID=L040,E

ISTO971 DISPLAY ACCEPTED

ISTO751 NAME = L040, TYPE = LINE

IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV
ISTO871 TYPE = LEASED , CONTROL = SDLC
IST1341 GROUP = G3174, MAJOR NODE = FRACKX2

ISTO841 NETWORK NODES:

ISTO89I PO40A TYPE = PHYSICAL UNIT » ACTIV
ISTO89I X040A02 TYPE = LOGICAL UNIT » ACTIV
ISTO891 X040A03 TYPE = LOGICAL UNIT , ACTIV
ISTO89I X040A04 TYPE = LOGICAL UNIT » ACTIV
ISTO89I X040A05 TYPE = LOGICAL UNIT » ACTIV
ISTO89I X040A06 TYPE = LOGICAL UNIT » ACTIV
ISTO89I X040A07 TYPE = LOGICAL UNIT , ACTLV
ISTO89I X040A08 TYPE = LOGICAL UNIT , ACTIV
ISTO89I X040A09 TYPE = LOGICAL UNIT » ACTIV
ISTO89I X040A00 TYPE = LOGICAL UNIT , ACTIV

IST3141 END

V NET,INACT,ID=P040A

ISTO971 VARY ACCEPTED

IST10651 PO4OA NODE NOW INACTIVE

F CSSVTAM,DR, TYPE=DELETE, ID=P040A, FROM=L040
ISTO971 MODIFY ACCEPTED

IST2411 F DR DEL COMMAND COMPLETE FOR PG40A

D NET,ID=L046,E

ISTO971 DISPLAY ACCEPTED

ISTO751 NAME = L040, TYPE = LINE

IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV
ISTO871 TYPE = LEASED , CONTROL = SDLC
IST1341 GROUP = G3174, MAJOR NODE = FRACKX2
IST1721 NO NETWORK NODES EXIST

IST3141 END
- S

Figure 3-7. Deleting a PU Using Modify DR Command
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Another LAB exercise shown in Figure 3-8 illustrates using the MODIFY DR
command to delete LU X040A03 from PU P040A. The display of line L040 shows
that PO40A and its LUs, including X040A03, are active. We then varied inactive the
LU, X040A03, and executed the MODIFY DR TYPE=DELETE command. A
subsequent display of PU P040A shows that LU X040A03 no longer exists.

e A
D NET,ID=L040,E
ISTO97I DISPLAY ACCEPTED
ISTO751 NAME = L040, TYPE = LINE
IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV
ISTO871 TYPE = LEASED , CONTROL = SDLC
IST1341 GROUP = G3174, MAJOR NODE = FRACKX2
ISTO84I NETWORK NODES:
ISTO89I PO40OA TYPE = PHYSICAL UNIT , ACTIV
ISTO89I X040A02 TYPE = LOGICAL UNIT , ACTIV
ISTO89I X040A03 TYPE = LOGICAL UNIT , ACTIV
ISTO89I X040A04 TYPE = LOGICAL UNIT , ACTIV
ISTO89T X040A05 TYPE = LOGICAL UNIT , ACTIV
ISTO89I X040A06 TYPE = LOGICAL UNIT , ACTIV
ISTO89I X040A07 TYPE = LOGICAL UNIT , ACTIV
ISTO89T X040A08 TYPE = LOGICAL UNIT , ACTIV
ISTO89T X040A09 TYPE = LOGICAL UNIT » ACTIV
ISTO89I X040AG0 TYPE = LOGICAL UNIT , ACTIV
IST3141 END
V NET, INACT, ID=X040A03
ISTO971 VARY ACCEPTED
IST1051 X040A03 NODE NOW INACTIVE
F CSSVTAM,DR,TYPE=DELETE, ID=X040A03, FRON=P840A
ISTG971 MODIFY ACCEPTED
[ST2411 F DR DEL COMMAND COMPLETE FOR X040A03
D NET,ID=PO40A,E
ISTO971 DISPLAY ACCEPTED
ISTO751 NAME = PO40A, TYPE = PU_T2
IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV
ISTO81I LINE NAME = L040, LINE GROUP = G3174, MAJNOD = FRACKX2
IST6541 I/0 TRACE = OFF, BUFFER TRACE = OFF
IST3551 LOGICAL UNITS:
ISTO8OI X040A02 ACTIV X040A04 ACTIV X040A05 ACTIV
ISTOBOI X040A06 ACTIV X040A07 ACTIV X040A08 ACTIV
ISTOBOI X040A09 ACTIV X040A00 ACTIV
IST3141 END -
- S
Figure 3-8. Deleting an LU Using Modify DR Command
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3.2.2 New MOVE Statement in DR Definition Dataset

Dynamic Reconfiguration can also be performed with VIAM V3R2 and NCP
V4R3 or NCP V5R2 by using the “VARY DRDS” VI'AM command in conjunc-
tion with a Dynamic Reconfiguration Definition Dataset, as is true for earlier
releases of VITAM and NCP. An enhancement with VIAM V3R2 and NCP
V4R3/V5R2 is that the MOVE statement can be coded in a DRDS deck, simpli-
fying the coding required. Unlike the DR example shown in Figure 3-1 on
page 3-3, it is not necessary to code DELETE and ADD statements with a number
of parameters to MOVE a PU. A PU and its LUs can be moved by issuing a
“VARY DRDS” command in conjunction with a DRDS deck similar to
Figure 3-9.

PG40A

VTAM Definition Library--Member Name DRMOVE

VBUILD TYPE=DR
MOVE FROM=L040,T0=L000

Figure 3-9. Example of MOVE statement in DR Definition Dataset

Figure 3-10 on page 3-14 shows the console listing when we issued a “VARY
DRDS” command naming the above member, DRMOVE. First a display of Line
L000 shows that it has one PU and one LU and a display of Line 1.040 shows that
it has one PU and nine LUs. After inactivating the PU, PO40A, on Line L040, the
VARY DRDS command is entered.
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D NET,ID=L000,E

ISTO971 DISPLAY ACCEPTED

ISTO751 NAME = L00O, TYPE = LINE

IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV
ISTO871 TYPE = LEASED , CONTROL = SDLC
IST1341 GROUP = 63276, MAJOR NODE = FRACKX2

ISTO841 NETWORK NODES:
IST089I POGOC TYPE
ISTE89I X000CO2 TYPE
IST3141 END

D NET,ID=L040,E
ISTO971 DISPLAY ACCEPTED

ISTO751 NAME = L040, TYPE = LINE

IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV
ISTO871 TYPE = LEASED , CONTROL = SDLC
IST1341 GROUP = G3174, MAJOR NODE = FRACKX2

ISTG84I NETWORK NODES:

PHYSICAL UNIT , ACTIV
LOGICAL UNIT , ACTIV

i}

ISTO89I PO40A TYPE = PHYSICAL UNIT , ACTIV
ISTO89I X040A02 TYPE = LOGICAL UNIT , ACTIV
ISTO89I X040A03 TYPE = LOGICAL UNIT , ACTIV
ISTO89I X040A04 TYPE = LOGICAL UNIT , ACTIV
ISTO89I X040A05 TYPE = LOGICAL UNIT , ACTIV
ISTO89I X040A06 TYPE = LOGICAL UNIT , ACTIV
ISTO89I X040A07 TYPE = LOGICAL UNIT , ACTIV
ISTO89I X040A08 TYPE = LOGICAL UNIT , ACTIV
ISTO89I X040A09 TYPE = LOGICAL UNIT , ACTIV
ISTO89I XO040A00 TYPE = LOGICAL UNIT , ACTIV

IST3141 END

V NET,INACT,ID=PO4BA

ISTO97I VARY ACCEPTED

IST1051 PO40OA NODE NOW INACTIVE
V NET,DRDS, ID=DRMOVE

ISTO97I VARY ACCEPTED

L IST6701 VARY DRDS PROCESSING FOR ID = DRMOVE COMPLETE )

Figure 3-10. Example of Console Listing with MOVE DRDS Deck

Figure 3-11 on page 3-15 illustrates a subsequent display of line L000 showing that
PU, P040A, and its LUs have been added to Line L000. The onginal PU, PO00C,
and its LU are also shown. A display of Line L040 shows that no network nodes
exist after the MOVE.
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D NET,ID=L008,E
IST0971 DISPLAY ACCEPTED
ISTO751 NAME = L00®, TYPE = LINE
IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV
ISTO871 TYPE = LEASED , CONTROL = SDLC
IST1341 GROUP = 63276, MAJOR NODE = FRACKX2
ISTO841 NETHORK NODES:
ISTO89 PB4BA  TYPE = PHYSICAL UNIT  , INACT----D
ISTO89I X046A02 TYPE = LOGICAL UNIT ~ , INACT----D
ISTO89I X040AB3 TYPE = LOGICAL UNIT ~ , INACT----D
ISTO891 X040A04 TYPE = LOGICAL UNIT ~ , INACT----D
ISTO89I X046A65 TYPE = LOGICAL UNIT ~ , INACT----D
ISTOB9I XB46AG6 TYPE = LOGICAL UNIT ~ , INACT----D
ISTO891 X046A07 TYPE = LOGICAL UNIT ~ , INACT----D
ISTO891 X040A08 TYPE = LOGICAL UNIT ~ , INACT----D
ISTO891 X040A09 TYPE = LOGICAL UNIT ~ , INACT----D
ISTO89T X040AG0 TYPE = LOGICAL UNIT —, INACT----D
ISTO89I PBOOC  TYPE = PHYSICAL UNIT  , ACTIV
ISTO891 X000CO2 TYPE = LOGICAL UNIT  , ACTIV
IST3141 END
D NET,ID=L046,E
1ST0971 DISPLAY ACCEPTED
ISTO751 NAME = L840, TYPE = LINE
IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV
ISTO871 TYPE = LEASED , CONTROL = SDLC
IST1341 GROUP = 63174, HAJOR NODE = FRACKX2

| ISTL721 MO NETWORK NODES EXIST D

Figure 3-11. Console Listing Showing Display of Lines after MOVE DRDS

Figure 3-12 on page 3-16 shows the VTAM Definition Library member,
DRBACK, which contains the necessary statements to MOVE PU P040A and its
LUs back to Line L040 and to activate them at the same time. The console listing
showing the activation of this DRDS deck 1s also shown.
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4 N
VTAM Definition Library--Hember DRBACK

VBUILD TYPE=DR
MOVE FROM=L000,T0=L040
PO40A PU  ACTIVATE=YES

N (

V NET,DRDS, ID=DRBACK

ISTO971 VARY ACCEPTED

IST4871 VARY ACT FOR ID = PO40A SCHEDULED BY VARY DRDS
IST6701 VARY DRDS PROCESSING FOR ID = DRBACK COMPLETE
IST8721 DR MOVE MISMATCH DETECTED FOR PO40A

IST5231 REASON = RESOURCE WAS MOVED FROM L040, NOT LOOO
ISTO93I PO40A ACTIVE

D NET,ID=L00O,E

ISTO971 DISPLAY ACCEPTED

ISTO751 NAME = L00O, TYPE = LINE

IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV
ISTe871 TYPE = LEASED , CONTROL = SDLC
IST1341 GROUP = G3276, MAJOR NODE = FRACKX2

ISTO841 NETWORK NODES:
ISTO89I POOOC TYPE
ISTO89I X000C02 TYPE
IST3141 END

D NET,ID=L040,E
ISTO971 DISPLAY ACCEPTED

ISTO751 NAME = L0O40, TYPE = LINE

IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV
ISTO87I TYPE = LEASED , CONTROL = SDLC
IST1341 GROUP = G3174, MAJOR NODE = FRACKX2

ISTO841 NETWORK NODES:

ISTO89I PO40A TYPE = PHYSICAL UNIT ACTIV----D

PHYSICAL UNIT , ACTIV
LOGICAL UNIT , ACTIV

il

ISTO89I X040A02 TYPE = LOGICAL UNIT » ACTIV----D
ISTO89I X040A03 TYPE = LOGICAL UNIT , ACTIV----D
ISTO89I X040A04 TYPE = LOGICAL UNIT , ACTIV----D
ISTO89I X040A05 TYPE = LOGICAL UNIT » ACTIV----D
ISTO89I X040A06 TYPE = LOGICAL UNIT » ACTIV----D
ISTO89I X040A07 TYPE = LOGICAL UNIT , ACTIV----D
ISTO89I X040A08 TYPE = LOGICAL UNIT » ACTIV----D
ISTO89I X040A09 TYPE = LOGICAL UNIT , ACTIV----D
ISTO891 X040A00 TYPE = LOGICAL UNIT , ACTIV----D
IST3141 END
- A

Figure = 3-12. Example of Console Listing with MOVE & Activate DRDS Deck
With VTAM V3R2 the following parameters can be coded on PU statements to be
dynamically added:
+ ADDR
+ PUTYPE
» BNNSUP
* ANS
« MAXOUT
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* PASSLIM
 IRETRY

« MAXDATA
+ XID

+ DATMODE

The following parameters can be coded on LU statements to be dynamically added:
» LOCADDR
* PACING
* BATCH

VTAM only parameters such as ISTATUS can also be coded in a DRDS definition
dataset. For any NCP parameters not listed above, NCP default values are used.
MAXDATA and LOCADDR must be coded in the deck because there is no
default value for these.

Figure 3-13 on page 3-18 shows an example of ADDing a PU and LU using a
DRDS deck and the new ability to code DATMODE = FULL in the deck.
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VTAM Definition Library -- Member DRADD3
VBUILD TYPE=DR
ADD T0=L060O
PeoOC PU ADDR=C3,MAXDATA=265,PUTYPE=2,XID=YES,DATMODE=FULL
X000C02 LU LOCADDR=02,DLOGMOD=M3276,PACING=1 )
e a
D NET,ID=L000,E
ISTO971 DISPLAY ACCEPTED
ISTO751 NAME = LO0O, TYPE = LINE
IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV
ISTO871 TYPE = LEASED , CONTROL = SDLC
IST1341 GROUP = G3276, MAJOR NODE = FRACKX2
ISTO841 NETWORK NODES:
ISTO89I POOGC TYPE = PHYSICAL UNIT , INACT
ISTO89I X000CO2 TYPE = LOGICAL UNIT , INACT
IST3141 END
F CSSVTAM,DR,TYPE=DELETE, ID=P60OC, FROM=L006
ISTO971 MODIFY ACCEPTED
IST2411 F DR DEL COMMAND COMPLETE FOR P0OOC
D NET,ID=L0GG,E
ISTO971 DISPLAY ACCEPTED
ISTO751 NAME = LOGO, TYPE = LINE
IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV
ISTO871 TYPE = LEASED , CONTROL = SDLC
IST1341 GROUP = G3276, MAJOR NODE = FRACKX2
IST1721I NO NETWORK NODES EXIST
IST3141 END
V NET,DRDS,ID=DRADD3
ISTO971 VARY ACCEPTED
IST4871 VARY ACT FOR ID = POOOC SCHEDULED BY VARY DRDS
IST6701 VARY DRDS PROCESSING FOR ID = DRADD3 COMPLETE
ISTO931 POOOC ACTIVE
D NET,ID=L000,E
ISTO97I DISPLAY ACCEPTED
ISTO751 NAME = L00O, TYPE = LINE
IST4861 CURRENT STATE = ACTIV, DESIRED STATE = ACTIV
ISTO871 TYPE = LEASED , CONTROL = SDLC
IST1341 GROUP = G3276, MAJOR NODE = FRACKX2
ISTO841 NETWORK NODES:
ISTO89I POOOC TYPE = PHYSICAL UNIT , ACTIV----D
ISTO89I X000CO2 TYPE = LOGICAL UNIT , ACTIV----D
IST3141 END
D NET,ID=PB@OC,E
ISTO971 DISPLAY ACCEPTED
ISTO751 NAME = POOOC, TYPE = PU_T2
IST4861 CURRENT STATE = ACTIV----D, DESIRED STATE = ACTIV
ISTO81I LINE NAME = L00O, LINE GROUP = G3276, MAJNOD = FRACKX2
IST6541 1/0 TRACE = OFF, BUFFER TRACE = OFF
IST3551 LOGICAL UNITS:
ISTO8OI X000C62 ACTIV----D
IST3141 END J
(.

Figure 3-13. Example of Console Listing with ADD DRDS Deck
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The NCP must be generated correctly to allow for Dynamic Reconfiguation to take
place. Following is a list of the NCP V4R3 or NCP V5R2 definition statements
needed to support Dynamic Reconfiguration.

Table 3-2. NCP V4R3 and NCP V5R2 Dynamic Reconfiguration Statements
DEFINITION STATEMENT OPERAND EXPLANATION

BUILD DR3270 Specify YES if SDLC 3270 PU
T1s have not been generated
but may be DR added

PUDRPOOL NUMBER Number of PU control blocks
needed for dynamic addition of
PUs

LUDRPOOL NUMTYPI Number of PU T1 LU control

blocks for DR addition and
SDLC switched

LUDRPOOL NUMTYP2 Number of PU T2 LU control
blocks for DR addition and
SDLC switched

LUDRPOOL NUMILU Number of Independent LU
control blocks for DR addition
and SDLC switched

LINE MAXPU Number of generated PUs on
this line plus number to be
dynamically added

SERVICE MAXLIST { Number of entries in Service

Order Table--needs to include
number for DR added PUs

PU PUDR Code YES if this PU may be
deleted dynamically
LU LUDR Code YES if this LU may be

deleted dynamically

With VTAM V3R2 and NCP V4R3 or V5, a PU retains the same network address
when it is moved from one line to another. " The same control blocks are used, and
the pointers updated to reflect the correct line. Additionally, if one resource is DR
DELETED, its address can be reused for another DR ADDED resource. The need
for RESOEXT, therefore, has disappeared and RESOEXT is no longer a valid
parameter in NCP V4R3/V5.  Also, the MAXLU operand is invalid on PU or
PUDRPOOL statements. The maximum number of LUs allowed per PU is
dependent on the addressing capabilities of the node.

3.2.3 Implicit Dynamic Reconfiguration
Implicit Dynamic Reconfiguration is the third enhancement to Dynamic Reconfig-
uration in VITAM V3R2. This is the ability for the user to code additional T1, T2,
or T2.1 PU and LU NCP definition statements in the NCP source deck contained
in the VTAM Definition Library. Upon activation of the NCP, any PU and/or LU
statements encountered in the NCP source deck will be dynamically added by
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3-20

VTAM V3R2, providing the NCP has been generated with sufficient resources as
documented in Table 1-1 or Table 1-2.

Figure 3-14 on page 3-21 shows our NCP source deck for the Line L000 and two
3276s, PU POOOC/LU X000C03 and PU PO00D/LU X000C02. When we generated
this NCP, FRACKX3, the statements for PU PO00C and LU X000C03 were not
included. The PU and LU statements were added to the source deck after the gen-
eration was completed.

Following the NCP source deck, the console listing showing the activation of
FRACKX3 is shown. Notc that there is no special message indicating that PU

-P0O00C is being dynamically added. The PU is shown as ACTIVE. A subsequent

display of PU P000C shows its status as “ACTIV----D,” dynamically reconfigured.
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LOOO

PoOOC

X000C03

*

PoooD
X000C02

LINE GROUP 'G3276'

GROUP CLOCKNG=EXT,DIAL=NO,DLOGMOD=M3276 ,DUPLEX=FULL,LNCTL=SDLC*
,LOGTAB=LOGONTAB, MAXDATA=265,MAXOUT=7 ,MODETAB=AMODETAB, N*
PACOLL=YES,PACING=0,PASSLIM=7,PAUSE=0.3,PUTYPE=2,REPLYTO*
=5.0,RETRIES=(5,2,4) ,SPEED=9600, SSCPFM=USSSCS, TYPE=NCP, U*
SSTAB=USS3270A, VPACING=0

LINE ADDRESS=(000,HALF),LPDATS=LPDA1,ISTATUS=ACTIVE,MAXPU=3
SERVICE ORDER=(P00OD),MAXLIST=3

PU ADDR=C3,PUTYPE=2,ISTATUS=ACTIVE, +
PUDR=NO, +
XID=NO

Ly LOCADDR=02, +
ISTATUS=ACTIVE

PU ADDR=C4,PUTYPE=2,ISTATUS=INACTIVE,PUDR=NO,XID=YES
LU LOCADDR=02,ISTATUS=INACTIVE

-
-

ISTO971
IST4611
IST4641
ISTO931
ISTO93I
ISTO93I
ISTO931
ISTO931
ISTO93I
IST3801

ISTO971
ISTO751
IST4861
ISTO811
IST6541
IST3141

-

V NET,ACT,ID=FRACKX3

VARY ACCEPTED

ACTIVATE FOR U/RNAME ENTRY ID = 011-S STARTED

LINK STATION 011-S HAS CONTACTED FRACKX3 SA 1607

FRACKX3 ACTIVE

PNPA ACTIVE

PoOOC ACTIVE

PO40A ACTIVE

TRNPU1 ACTIVE

TRNPU2 ACTIVE

ERROR FOR ID = L124 - REQUEST: ACTLINK, SENSE: 08220000

D NET,ID=P00OC

DISPLAY ACCEPTED

NAME = PO0OC, TYPE = PU_T2

CURRENT STATE = ACTIV----D, DESIRED STATE = ACTIV

LINE NAME = LO0O, LINE GROUP = 63276, MAJNOD = FRACKX3
I/0 TRACE = OFF, BUFFER TRACE = OFF

END

Figure 3-14. Example of Implicit Dynamic Reconfiguration
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3.3 Migration Considerations for Dynamic Recbnfiguration

In order to use the new “MOVE” command or “MOVE” in a DRDS deck, VTAM
must be at a V3R2 level and NCP must be V4R3 or V5R2. The same
VTAM/NCP requirements are true in order to use any new statements in a DRDS
deck such as DATMODE= or XID=.

The new VITAM V3R2 MODIFY DR TYPE=DELETE command or Implicit
Dynamic Reconfiguration can be used-in conjunction with any supported NCP.
(NCP V2 or higher).

There is a compatibility PTF available for VTAM V3R1 systems to have a message
issued to the operator in case resource mismatches occur between VIAM and NCP.
The Software. Compatibility Considerations Chapter of this manual contains a
description of this PTF.

NOTE: In environments where NCP ownership is shared between two or more
VTAMs, extreme care should be exercised when using Dynamic Reconfiguration.
Installations should institute procedures to ensure that similar Dynamic Reconfigura-
tion is performed from each owning host.

3.4 Backup/Recovery Considerations

Please see the note in the preceding paragraph. If proper procedures are not in
place, it is possible that a backup VITAM will have an NCP source deck and RRT
indicating that a certain resource is a particular network address. If a previous
owning VITAM had DR DELETED that resource and DR ADDED a new
resource, the backup VT AM would have no way of knowing that. For this reason,
installations need to develop backup procedures to use in combination with
Dynamic Reconfiguration.
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The next three chapters examine three new design options available for configuring
Subarea Networks. These are Subarea Dial (also known as Switched Subarea
Support), Subarea Multipoint (also known as Multipoint Subarea Support), and
Token-Ring Subarea Support. Although most of the content is applicable to
VTAM V3R2, NCP V4R3 and NCP V5R2, most of the examples are based on
VTAM V3R1.1 and the NCP V4R2 and V4 Subset Features. This is primarily
because of limited documentation and code for the other products at the time of
publication of this document.

4.1 Subarea Dial Overview

NCP V4R3 and V5R2 support switched links between subarea nodes. Refreshed
copies of NCP V4R2 and the MVS NCP V4 Subset have also been announced
which extend this function to those environments. The refreshed versions of NCP
V4R2 and the V4 Subset can be obtained by reordering these products. A refreshed
copy of SSP V3R2 containing the required SSP Feature can also be obtained by
reordering SSP V3R2. See the NCP and SSP Installation Section of this Chapter
for more information on the NCP and SSP features.

These enhancements allow switched connections between communication control-
lers as well as 9370s using a Telecommunication Subsystem Controller and 4361s
using an Integrated Communications Adapter.

The SNA Switched Subarea support is modeled after SNA Dial Support for NCP
boundary node devices (PUI and PU2 devices). The VTAM Switched Major Node
support has been extended to allow NCPs (PU4s) and host nodes (PUS5s) to be
specified in these definitions in addition to the PUls and PU2s allowed with the
current products.

The connections are established with a new operator command:
VARY NET, DIAL, ID = puname

Where puname is the label on the PU4/PUS macro in the VTAM Switched Major
Node definition representing the linkstation to which the connection is to be made.

This command causes a Connect-Out RU containing all of the dial related parame-
ters to flow from VTAM to NCP.

In SNA boundary node dial environments, the dialing operation is initiated either
by a terminal operator placing a call or is triggered by an application requesting an
LU session. When VTAM discovers that the LU resides on a switched PU, VTAM
then performs the dial operation based on information contained in the Switched
Major Node definition. In the case of Subarea Dial, the physical connections have
to be established prior to attempting any session setups that are dependent on the
connection. An operator must initiate the dial activity using the above command.
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In general, an autocall unit is required but a dial line can be shared (serially used) by
many stations. The one exception to the autocall requirement is the 4941 modem.
This modem uses an in-stream dial approach which eliminates the need for a sepa-
rate autocall interface. The coding considerations for using the 4941 will be dis-
cussed in the Installation Considerations section.

Once a dial connection is made, NCP contact procedures begin. A major difference
between leased line and subarea dial contact procedures is that two XID exchanges
take place. The first set is analogous to that for boundary node dial connections.
This XID processing insures that the calling station is a legitimate user. In the case
of subarea dial, it is the combination of IDNUM, SUBAREA and NETID that
provide this unique identification. IDBLK is not coded (or used) for subarea dial as
it is for boundary nodes. The same IDNUM value must be specified in the
VTAMs at each end of the switched connection. The details of this will be
addressed in the Coding Considerations discussion.

After a successful security XID exchange, the subareas involved enter normal
configurable mode XID processing. Communications parameters are exchanged and
the primary/secondary link station roles are established.

For NCP-to-NCP connections, the normal configurable station rules apply and the
highest subarea will become the primary.

For VITAM-t0-NCP and VITAM-to-VTAM connections, the calling station will
become the primary station.

At the conclusion of this second XID processing, CDRM sessions can be estab-
lished and normal cross domain/net traffic can flow. From this point on the flows

are normal IRN flows until it is time to break off the connection.

The connection can be broken off in one of two ways. The first is a result of inac-
tivity and will be discussed in the Installation Considerations section of this docu-
ment in connection with a new parameter, BRKCON.

The second method of terminating the connection is with the operator command:

VARY NET,HANGUP,ID = puname

Where puname is the label on the PU4/PUS macro in the Switched Major Node
definition representing the linkstation.

4.2 Supported Environments

Figure 4-1 on page 4-5, Figure 4-2 on page 4-5, and Figure 4-3 on page 4-5 depict
the supported Subarea Dial configurations.

In these figures the VTAM subareas at either end can initiate the switched con-
nection but either a 4941 modem or an Autocall unit is required at the calling end.
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VIAM  —{  NCP >/ /< NCP VTAM

Figure 4-1. Subarca Dial: NCP-to-NCP. Switched connection

(g}

VIAM  —  NCP >/ /e VTAM

Figure 4-2. Subarea Dial: NCP-to-VTAM/ICA. Switched connection

I I
VTAM c >/ /< c| viamM
A A

Figure 4-3. Subarea Dial: VTAM/ICA-to-VTAM ICA. Switched connection

The configurations in Figure 4-1, Figure 4-2, and Figure 4-3 are supported in the
MYVS, MVS/XA, VM and VSE environments; the VTAM and NCPs must be the
following releases in order to be participants in the Subarea Dial: -

VTAM V3R1.1 with PTFs (MVS, see the Product Installation topic)
VTAM V3R1.2 (VM/SP or VSE)
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VTAM V3R2 (MVS, VM/SP, or VSE)

NCP V4R2 with the ACF/NCP V4R2 Feature (MVS)
NCP V4 Subset with the ACF/NCP Subset Feature (MVS)
NCP V4R3 (MVS, VM/SP or VSE)

NCP V5R2 (MVS, VM/SP or VSE)

4.3 Installation Considerations

4.3.1 Coding Considerations
Subarea Dial support is modeled after Boundary Node Dial and hence the VTAM
and NCP coding is similar to that environment. The following discussion examines
the VTAM and NCP coding required to implement Subarea Dial.

The Switched Major Node definition contains the critical parameters for all SNA
dial implementations. These definitions are filed in VTAMLST and contain param-
eters that would normally be coded on the PU and LU definitions in an NCP or
communications adapter major node for leased line environments. The corre-
sponding definitions in the NCP or Communications Adapter major node contains
a GROUP, LINE and a dummy PU macro. After completion of a call, VTAM
uses the information contained in the received XID to locate the appropriate
Switched Major Node by comparing the received XID information with that coded
in the list of active Switched Major Nodes.

When a match is found, VTAM dynamically updates the dummy PU control block
coded in the NCP or Communications adapter node using the information from the
Switched Major Node definition. For boundary nodes (PU1/PU2), the appropriate
LU control blocks are also built using the information contained in the Switched
Major Node definition.

One major difference between the coding required for Subarea Dial and the coding
for Boundary Dial is that a Switched Major Node definition is required at each end
of the subarea connection.

In the case of an NCP-to-NCP connection, a Switched Major Node definition
would appear in each of the owning VI AMs, and each of the NCPs would contain
a GROUP, LINE and dummy PU definition.

See the coding prototype in Figure 4-4 on page 4-7 for an NCP-to-NCP con-
nection.
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VTAM SWITCHED MAJOR NODE

VTAM SWITCHED MAJOR NODE

VBUILD TYPE=SWNET

PU PUTYPE=4,

VBUILD TYPE=SWNET

PU PUTYPE=4,

IDNUH=NUM1

PATH  DIALNO=,

t

SUBAREA=, SUBAREA=,
TGN=, TGN=,
NETID=, NETID=,

IDNUM=NUM1

!

PATH  DIALNO=,
GRPNM=XXX, = > GRPNM=YYY,
REDIAL=, REDIAL=,

XXX GROUP NETID=(name,ANY),

“—|YYY GROUP NETID=(name,ANY),

DIAL=YES, DIAL=YES,
PUTYPE=4 PUTYPE=4
LINE CALL=INOUT, —>/ [—— LINE CALL=INOUT,
AUTODL=, AUTODL=,
AUTO=, AUTO=,
PU NETID=, PU NETID=,
Figure 4-4. Subarea Dial Prototype coding. NCP-to-NCP

As with boundary node dial, NCP contains a GROUP, LINE and a place holder
PU statement to define the dial port.

The following discussion reviews the dial related VTAM and NCP parameters and
indicates which have been changed or require a different interpretation in the
Subarea Dial environment.

4.3.2 NCP Switched Line Parameters

Most of the coding required to implement Subarea Dial involves the GROUP,
LINE and PU macros; however, the VERSION parameter on the BUILD macro
must be specified as one of the following releases in order to allow NDF to accept
the Subarea Dial parameters:

VER =4R2F For V4R2 and V4 Subset Feature
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VER = V4R3 For NCP V4R3
VER = V5R2 For NCP V35R2.
Note: NCP V35R1 does not support subarea dial.

The prototype coding and dial related parameters coded in NCP are:
GROUP ACTIVTO= (no change but see note 1)
DIAL= (no change)
PUTYPE=  (PU4 and PUS can now be specified)
NETID = (name,ANY) (changed scc note 2)
LINE AUTO= (changed sce note 3)
CALL= (no change)
AUTODL=  (switched X.21 only)
LPDA2DL=  (new for 4941 see note 4)

RING= (no change)

PU BRKCON=  (new see note 1)
NETID= (must match the NETID of the attaching linkstation)
TGN = (no change)

Notes:

1. ANS=CONT can be coded for PU4s and PUS5s for VTAM V3R1.2 and
VTAM V3R1.1 with the proper maintenance. ANS=CONT can be coded for
any PUTYPE with VTAM V3R2 in order to support switched session contin-
uation. This parameter can be used in conjunction with BRKCON and
ACTIVTO to control the breaking of the connection. See the discussion of the
BRKCON parameter in the Design Considerations section of this document.

2. NETID is only required if this is an SNI connection. This format of the
NETID parameter allows switched connections to multiple networks through a
single port. See the NETID discussion in the Restrictions and Design Consid-
erations section of this document. The value coded in “name” must be the
same as that for the native network (the NETID specified on the BUILD
macro) or the NETID coded on a NETWORK statement contained in the
NCP. This “name” will be assumed to be the NETID of the calling subarea
unless the calling subarea specifies a different NETID in the enhanced XID2.
This requires NCP V4R3 or NCP V5R2 or higher.

3. AUTO=YES should be coded if a 4941 is being used instead of an autocall
unit. If an autocall unit is being used AUTO = (XXX) should be coded where
XXX is the line number of the autocall interface.
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4. This parameter must be coded if a 4941 auto dialing modem is to be used
instead of an autocall unit. If a 4941 modem is used the following parameters
should be coded as specified:

LPDA2DL=YES

AUTO=YES

RING =YES

LPDA2=NO (or omitted)
LPDA2DL should be omitted if a 4941 is not being used.

4.3.3 VTAM Switched Major Node Parameters

The following coding prototype should be filed in Switched Major Node definitions
at each end of the subarea link:

VBUILD TYPE=SWNET
MAXGRP=  (no change)

. MAXNO= (no change)
PU ANS= (ANS = can be specified on PU4s and PUS5’s)
IDNUM=  (no change, but must match IDNUM at the other end of
' subarea link)
IDBLK = (not required for subarea dial)
NETID=
SUBAREA=

PUTYPE= (PUTYPE 4 and 5 can now be specified)
PATH DIALNO=  (no change)

GID= (no change)

GRPNM=  (no change)

REDIAL= (no change)

PID= (no change)

4.3.4 Unsupported Parameters in a Switched Subarea Environment
The following is a list of macros and the parameters which cannot be specified in a
Switched Subarea environment.

GROUP
MAXLU (LUs are not applicable to PU4/PUS5 definitions)

SHOLD (X.21 Short Hold Mode is not supported for switched subarea
connections.
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LINE
ISTATUS (The operator must issue a VARY ACT for the switched link)
MAXLU (same as on the GROUP macro above)

PU (NCP and CA major node)
ISTATUS (no need to issue an ACTIVATE)
TGN (this information is taken from the Switched Node def.)
MAXLU (same as on the GROUP macro above)

PU (switched Major Node)
IDBLK
ISTATUS (The operator must issue a VARY ACT for this PU)
SECNET

PATH (Switched Major Node)
SHOLD (not supported for Subarea Dial)

4.3.5 Coding Example

The following discussion reviews some sample coding for implementing Subarea
Dial and is only intended to be used as a guide. The following is an example of the
coding that would reside in the subarea nodes in Figure 4-5 on page 4-11.

The configuration i1s an NCP-to-NCP Switched Subarea connection where the NCP
associated with the VITAM in HOST1 is NCP9. The NCP associated with the
VTAM in HOST2 is NCP7. The switched connection between the two NCPs
operates at 4800 bps.
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VTAM
HOST1

VTAM
HOST2

NCP9

NCP7

Figure

4-5. Subarea Dial Sample Configuration.

NCP to NCP Coding sample

VTAM SWITCHED MAJOR NODE HOST1
MVSSMN
NCPFE  PU  NETID=NETZ,
MAXDATA=265,
SUBAREA=007,
IDNUM=00001,
MAXPATH=2,
PUTYPE=4,
TGN=1,
ANS=CONT

PATH DIALNO=5428,
GID=2,
PID=2,
REDIAL=4,
GRPNM=GO2SADGR

VBUILD TYPE=SWNET,MAXGRP=6,MAXNO=6

Figure 4-6. Switched Major Node definition for HOST1. Subarea Dial example
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GO2SADGR GROUP ACTIVT0=480.0,
ISTATUS=ACTIVE,
DIAL=YES,
PUTYPE=4,
LNCTL=SDLC,
BRKCON=CONNECTO,
REPLYT0=(3.0,30.0),
TYPE=NCP

L02008  LINE ADDRESS=008,
SPEED=4800,
CALL=INOUT,
CLOCKNG=EXT,
AUT0=25,
DUPLEX=HALF,
SDLCST=(S02PRI, SO2SEC),
NRZI=YES,
RETRIES=15,
TRANSFR=41

PO200SBA PU AVGPB=256,
PUTYPE=4,
NETID=NETZ

Figure 4-7. NCP9 Definitions. Subarea Dial example
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NCP1D PU

PATH

VTAM SWITCHED NODE DEFINITIONS HOST2

MVSSMN  VBUILD TYPE=SWNET,MAXGRP=6,MAXNO=6

NETID=NETZ,
ANS=STOP,
MAXDATA=265,
SUBAREA=009,
IDNUM=00001,
MAXPATH,
PUTYPE=4,
TGN=1

DIALNO=5451,
GID=2,
REDIAL=4
GRPNM=GO2SNAD3

Figure 4-8. Switched Major Node Definitions for HOST2. Subarea Dial example
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GO2SNAD3 GROUP ACTIVT0=240.0,
ISTATUS=ACTIVE,
DIAL=YES,PUTYPE=4,
LNCTL=SDLC ,BRKCON=NONE,
REPLYTO=(3.0,30.0),
TYPE=NCP

L02006 LINE ADDRESS=006,
SPEED=4800,CALL=INOUT,
CLOCKNG=EXT,BRKCON=NONE,
DUPLEX=HALF,AUTO=15,
SDLCST=(SO2PRI,SO2SEC),
NRZI=YES,

RETRIES=15,
TRANSFR=41

PO2006A PU  AVGPB=256,

PUTYPE=4

Subarea Dial example

Figure 4-9. NCP7 Definitions.

4.3.6 Operations

Subarea Dial connections are established with a new operator command:

VARY NET, DIAL, ID = puname

Where puname is the label on the PU4/PUS macro in the VTAM Switched Major
Node definition representing the linkstation to which the connection is to be made.

This command causes a Connect-Out RU containing all of the dial related parame-
ters to flow from VITAM to NCP.

Before the VARY DIAL can be issued the following resources must be activated at
both ends of the LINK:
» Switched Major Node.

« Switched PU must be connectable (VARY ACT issued against the PU
contained in the Switched Major Node definition)

e NCP switched link
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In addition, the Dial-Out Path must be enabled on the calling VTAM by issuing a
VARY NET,PATH=USE command and the line in the called NCP should be
enabled for “answer” by issuing a VARY NET,ANS = ON,ID = line_name.
The dial connection can be broken by issuing either of the following commands:

V NET,HANGUP,ID = puname

V NET,INACT,F,ID = linename

where puname is the name of the PU in the VTAM Switched Major Node defi-
nition and linename is the NCP line name. Both of these commands take cffect
immediately and can be issued from cither end of the connection.

4.3.7 Design Considerations

4.3.71 General

The following discussion cnumerates some of the characteristics of Subarea Dial
support and the impact of these on network design. The purpose of this discussion
is to provide additional information for the planning and use of the Subarca Dial
functions.

NCP ownership over a switched link is not supported unless there is at least one
lecased connection between the NCPs at the time that the VARY ACT for owner-
ship 1s 1ssued.

There may be multiple switched links and multiple leased links in the same (or dif-
ferent) TG between NCPs. Notice that the IDNUM associated with the link
stations at the end points of a given subarea link must be different than those at the
end points of any other switched links between the same NCP subareas. The com-
bination of IDNUM, NETID, and SUBAREA number must be unique.

Note: For 9370s or 4361s there can only be one link in the TG, leased or switched,
between any two adjacent subarcas. See the 9370/TSC and 4361/ICA Consider-
ations below.

A remote NCP cannot be loaded or dumped over a Subarea Dial line. This means
that a VITAM and a 37xx controller at oné location cannot dial a remote location,
load and activate an NCP, and begin INN communications.

The announcement documentation stated that an autocall unit is required for
Subarea Dial. Because of the way that the 4941 dial support is implemented, it is
also supported with Subarea Dial. The 4941 uses an in-stream dial approach that is
transparent to VTAM. It uses a subset of the LPDA2 commands (DIAL and DIS-
CONNECT) together with some new code in NCP n such a manner that VITAM
is not aware that in-strcam dial is being used instead of an autocall unit. The 4941
dial environment is communicated to NCP by specifying AUTO=YES and
LPDA2DL=YES LINE parameters. The obvious advantage of the 4941 is the
potential for cost reduction since single line interface is needed and no autocall unit
is required.
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A switched connection cannot be made to a remote unowned NCP. One major
reason is that there is no SNA monitor mode facility (SMMF) for switched INN
links.

LINK DISCONNECTION

The ANS= parameter can be used to determine the disposition of a switched link
after NCP has gone into ANS to the owning VTAM. If ANS=STOP has been
specified for the PU currently associated with the link, the line will be disconnected
when NCP goes into ANS to the owning host. If ANS=CONT is specified the
link will stay up and traffic will continue to flow, however, no other SSCP can acti-
vate the link until the connection has been terminated. Even though the loss of the
owning SSCP is non-disruptive, there is no equivalent of SSCP takeover. for subarea
link stations. After ANS processing, the BRKCON parameter determines the cir-
cumstances under which the connection will be broken if ANS=CONT was speci-
fied. The BRKCON parameter is described below.

Switched links between NCP subareas will not be automatically disconnected when
there are no active VR's.

The handling of the switched connection during idle periods is under the control of
the user. The user can provide a timer value through the coding of the ACTIVTO
parameter. This parameter is used in conjunction with the BRKCON parameter to
determine whether the subarea link should be disconnected when the time interval
between I frames exceed ACTIVTO.

The switched connection may be broken by:
Inactivity Timer
SSCP at the opposite end of the link (DISCNT parm coded in that SSCP)
Force INACT of the line

INACTIVITY TIMER

The user can provide a timer value which NCP (or an ICA) will use to determine
whether to disconnect a line based on idle conditions. NCP (ICA) will disconnect
the line if no traffic has flowed on the line for the specified period. This inactivity
period is specified in the ACTIVTO keyword on the GROUP macro for subarea
dial lines.

The activity timer usage 1s specified in a new parameter, BRKCON, which can be
specified on the GROUP, LINE, or PU statements.

The three options are:

CONNECTO  Enable inactivity timer function at connection time.

NOWNER Start the inactivity function timer after ANS.
NONE Ignore the inactivity timer. This is also the default. -
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FORCE INACT

This command can be issued by any SSCP that owns the NCP containing the
switched line. This command will result in a breaking of the dial connection.

DISCNT

If this parameter is coded “DISCNT = YES,” the connection will be broken when
the last LU session ends and no new sessions have been started before the time
interval specified in the zappable constant “RASSDTO” has expired. This constant
has a default of 30 seconds.

Note: These disconnection rules only apply to switched connections involving the
9370 Telecommunications Subsystem Controller or a 4361 Integrated Communi-
cation Adapter. The connection will not be broken for NCP-to-NCP connections.

It i1s recommended that “DISCNT = YES” not be coded for VTAM subareas that
are acting as an IRN for traffic from other subareas. Any sessions using the con-
nection but not terminating in the IRN VITAM will be terminated when the con-
nection is broken.

4.3.7.2 9370/TSC and 4361/ICA Considerations
Most of the Subarea Dial considerations for 9370/ TSC and 4361/ICA are based on
the same restrictions that exist for leased lines.

ICA machines are restricted to single link TGs and a single active route between
adjacent subareas in SDLC leased line environments. These same restrictions hold
for switched subarea links in the 9370/TSC and 4361/ICA environments. A TG
number of 1 must be specified for this single link TG just as for the leased line case.

A 9370/TSC or 4361/ICA orginating a call can only contact subareas within its
own network. The primary reason is that VTAM ICA and TSC support does not
provide NETID in the XID. This means that the default NETID of the called port
must match that of the calling VTAM.

Note:  ICA machines can place a call to a GWNCP and use a GWNCP to estab-
lish cross network communications.

4.3.7.3 SNI Considerations

In an SNI environment all of the subarea nodes sharing a dial port must be in the
same network when the NCP feature or VTAM ICA connections are involved. In
this case the NETID is coded on the PU4/PU5 macro associated with the dial port.

For NCP releases V4R3 and VSR2 and higher, a dial port can be shared by mul-
tiple networks. These releases include a NETID in the XID allowing NCP to
resolve NETID at station connect time. The NETID, SUBAREA AND IDNUM
uniquely define the the link station.
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In an SNI environment the NETID = (name,ANY) parameter should be coded on
the GROUP macro and the LINE macro should be followed with a PU macro
representing the link station in the attaching network(s) that will share the port.

The NCP coding would appear as:

GROUP ACTIVTO=
DIAL =
PUTYPE =
NETID = (name,ANY)

LINE AUTO =
AUTODL =
CALL=
LPDA2D =
RING =

PU BRKCON =
MAXOUT =
NETID =
TGN =

Note: The NETID on the PUs following the dial group must appear on a
NETWORK statement that appcars in the NCP or must be equal to the NETID
specified on the BUILD macro.

The NETID = (name,ANY) on the GROUP macro is interpreted as follows:

name This is the default NETID to be associated with linkstations defined
under this GROUP macro. If the ANY parameter is not coded, all of
the NETIDs specified on dummy PUs following this GROUP macro
must match this name. '

ANY This parameter allows the dummy PUs following this GROUP macro
to represent link stations in any valid network allowing dial ports to be
shared by multiple networks.

For Dial-Out, the NETID in the Switched Major Node definition
will override the NETID coded on the dummy PU in NCP and this
NETID will be sent in the XID.

For Call-IN, the NETID in the received XID will overnide the
NETID coded on the NCP dummy PU. This received NETID must
match the NETID in a currently active Switched Major Node defi-
nition.
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The above discussion applies to NCP V4R3 and V5R2 and higher. There is nothing
equivalent to this in VTAM 9370/4361 ICA support, hence, only subareas in the
same network as the called 9370/4361 can share such a dial port.
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5.1 Enhanced Multipoint Support Overview

NCP V4R3 and V5R2 enhance SNA Architecture by allowing the attachment of
multiple 4361 and 9370 systems and NCPs to a single SDLC or X.21 line. These
functions are also available for NCP V4R2 and the NCP V4 Subset if the NCP
V4R2 and NCP V4 Subset Features are respectively installed.

This function together with the approprate level of ACF/VTAM will provide the
following:

» Multiple SNA subareas (NCP and VTAM) can be attached to the same
non-switched line.

* SNA PU Types 5, 4, 2.1, 2.0 and 1.0 can be attached to the same multipoint
line.

This new function allows the same non-switched SDLC multipoint line to be used
to attach: host nodes (9370s via a Telecommunications Subsystem Controller or a
4361 via an Integrated Communications Adapter), communication controllers
(37xxs), or peripheral nodes (PU T2s, T2.1s, or Tls).

Dynamic Reconfiguration of PU Type 4s and 5s is not allowed for these lines. PU
Types 1 and 2 can be added to the line if a corresponding number of these devices
have been deleted from the line. The primary reason is that the MAXLST param-
eter cannot be coded on the SERVICE macro in this environment. This means
that the total number of entries in the Service Order Table cannot cxceed the
number of drops defined on the line at NCP generation time.

Several multipoint lines can exist within the same transmission group. However,
9370s or 4361s only support a single link in a TG.

These functions are discussed from a 9370 perspective in the Washington System
Center Bulletin, 9370 [Integration into an SNA Networking Environment
(GG66-0277).

The NCP V4R2 Feature and above reintroduces an NCP function that was avail-
able with Version 1 NCPs. This function provides the ability to determine by
SYSGEN parameters which NCP on a subarea link will be primary and which will
be secondary. In a multipoint environment only one station on the line can be the
multipoint master (primary). This is not a problem until there is a need to have
more than one subarca node on the same line.

In order to effectively implement Multipoint Subarea support there 1s a need to be
able to “predefine” the primary/secondary relationship.

The Multipoint Subarea support is such that once this master station has been
defined, all of the subarea nodes on the line are secondary stations and can commu-
nicate with this master station; however, the communication between any two scc-
ondary stations on the linc must flow to the master station first and then on to the
other secondary station involved. Therefore, the PATH statements in the tributaries
must reflect a traversal through the primary NCP.
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5.2 Supported Multipoint Environments

The releases of VTAM and NCP that support the multipoint enhancements are
listed below. Note that T2.1 nodes which can be supported on multipoint lines
with subarea nodes require VTAM V3R2 and NCP V4R3 or NCP V5R2 in order
to operate in T2.1 mode. Otherwise, the T2.1 nodes will be supported as PU Type
2.0 nodes.

If the NCP to which the multipoint link is attached is a gateway NCP and the asso-
ciated VTAM is a gateway VTAM, then the 9370 can be defined as residing in a
different network.

Note: The VTAM owner of the primary NCP must be either VTAM V3R1.1
(MVS) or VTAM V3R2 (MVS, VSE, VM). A 9370 or 4361 using VITAM V3R2
can be associated with a subarea master station but must be used in conjunction
with an NCP. The 9370 Transmission Subsystems Controller and 4361 ICA do not
support the multipoint subarea function as a primary so an NCP must always be
the master station on a line.
The subareas which can be multidropped on the same line are:

VTAM V3R1 (VSE)

VTAM V3RI1.1 (VM/SP)

VTAM V3R1.2 (VM,SP or VSE)

VTAM V3R2 (MVS,VM/SP or VSE)

NCP V4R2 (with the ACF/NCP V4R2 feature) MVS only

NCP V4 Subset (with the ACF/NCP Subset feature) MVS only

NCP V4R3 (MVS,VM/SP or VSE)

NCP V5R2 \

In cases where NCPs are the secondary station, the owning VIAM can be any
compatible supported release.

5.3 Installation Considerations

5.3.1 Coding Considerations

There are no new statements associated with Multipoint Subarea support. The
most significant change 1s the reintroduction of the concept of predefined link
station primary/secondary relationships. The major coding changes are in the use of
(or omission of) existing NCP macros to predefine the primary/secondary relation-
ships of the subareas involved.
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Note: Predefined primary/secondary link station support can be used even when
Multipoint Subarea support is not being used. This essentially means that on a
point to point subarea line the link station role can be determined at generation time
and that the stations do not go through configurable state. This support is imple-
mented by coding a single SDLCST and GROUPmacro pair representing the
desired link station status (primary/secondary) instead of coding a set for primary
mode and a set for secondary mode as is currently done for configurable mode envi-
ronments.

The NCP coding required to support multipoint subareas i1s what one would expect,
except for those LINE, GROUP and PU parameters that are unique to subarea
stations. As discussed above the NCP that is to be designated the multipoint master
must be predefined as the the primary. Since this station by definition is the
primary, there is no need for the subareas involved to go through any configurable
state, and, as such, there is no need to code the configurable station macro
SDLCST. The basic coding prototype for defining a multipoint link as it would
appear in the primary station is as follows:

GROUP MODE=PRI

LINE
PU ADDR =Al
PU ADDR=A2

From the above prototype it is seen that there is one GROUP and one LINE
macro representing the line and a PU statement for each drop on the line including
any subarea drops.

The prototype coding that would appear in the subarea drops would appear as
follows:

GROUP MODE=SEC
LINE TADDR = A2
PU

where A2 must be cqual to the value coded in the ADDR= parm of the corre-
sponding PU definition in the primary NCP.

See the example in Figure 5-1 on page 5-6. The figure depicts an NCP master
station, NCPI1, which has a multipoint line defined that contains an NCP drop,
NCP2, with a station address of Al and a 9370 drop which has a station address of
A2.
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VTAM 9370

GROUP MODE=SEC

I , LINE TADDR=A2

| GROUP MODE=PRI PU

LINE

PU ADDR=A1

PU ADDR=A2

NCP1

GROUP MODE=SEC
| LINE TADDR=A1 —1 VTAM

| PU

NCP2

Figure 5-1. VTAM:NCP Multipoint Subarea Support. Prototype Coding

5.3.2 Coding Example

The following is an example of the kind of coding required to implement the multi-
point configuration shown in Figure 5-2 on page 5-7. This sample is only provided
as a guide as to what parameters are required.

In Figure 5-2 on page 5-7, NCP1 is the multipoint master on a line having two

3174s with polling addresses C1 and C2. NCP2 is the third drop and is a secondary
station.

In this example the GROUP, LINE and PU coding in NCPI is shown in
Figure 5-3 on page 5-8.

PU2064A 1s the PU in NCP1 representing the NCP2 link station. PT64C1 and
PT64C2 represent the two 3270 drops.
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VTAM

NCP1
MULTIPOINT
MASTER

3174
ADDR=C1

3174
ADDR=C2

NCP2
SECONDARY
STATION

— VTAM

Figure

5-2. Multipoint Subarea Sample Configuration.

Coding example
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GO2FRST  GROUP ACTIVT0=60.0,
DIAL=NO,
LNCTL=SDLC,
ANS=CONT,
MODE=PRI,
REPLYT0=(3.0,30.0),
TYPE=NCP
L02064  LINE ADDRESS=(064,FULL),
SPEED=56000,
CLOCKNG=EXT,
DUPLEX=FULL,
NEWSYNC=NO,
IPL=NO,
MONLINK=YES,
MODULO=8,
NRZI=YES,
RETRIES=(5,5,5),
TRANSFR=41
PO2064A PU AVGPB=256,
ADDR=01,
IRETRY=NO,
PUTYPE=4,
HMAXOUT=7,
TGN=1,
NETID=NETZ
PT64C1  PU ADDR=CI,
IRETRY=NO,
MAXDATA=265,
HAXLU=10,
MAXOUT=7,
PASSLIN=7,
PUTYPE=2,
USSTAB=USSALL,
ISTATUS=INACTIVE
TT64C1A LU LOCADDR=1,
ISTATUS=INACTIVE
TT64C1B LU LOCADDR=2,
ISTATUS=INACTIVE
PT64C2 ~ PU ADDR=C2,
IRETRY=NO,
MAXDATA=265,
MAXLU=10,
HAXOUT=7,
PASSLIM=7,
PUTYPE=2,
USSTAB=USSALL,
ISTATUS=INACTIVE
TT64C2A LU LOCADDR=1,
ISTATUS=INACTIVE
TT64C28B LU LOCADDR=2,
ISTATUS=INACTIVE

Figure 5-3. NCPI (Primary end) coding. Multipoint example
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Figure 5-4 on page 5-9 is an example of the coding that would appear in NCP2,
the secondary subarea station.

The 3174 drops are configured in the same manner as they would be for a multi-
point line that did not contain any subarea drops.

GO2SNAS  GROUP ACTIVT0=420.0,
DIAL=NO,
LNCTL=SDLC,
MODE=SEC,
REPLYTO=3,
TYPE=NCP

102048  LINE ADDRESS=(048,FULL),TADDR=01,
SPEED=56000,
CLOCKNG=EXT,
DUPLEX=HALF,
NEWSYNC=NO,
IPL=YES,
MONLINK=YES,
MODULO=8,
NRZI=YES,
RETRIES=15,
TRANSFR=41

PO2048A PU  AVGPB=256,
IRETRY=YES,
HAXOUT=7,
PUTYPE=4,
ToN=1

Figure 5-4. VIAM/NCP Multipoint example. NCP2 (secondary end) coding

5.3.3 Design Considerations
The primary station on a multipoint link must be an NCP. In the previous dis-
cussion it was mentioned that in the multipoint environment all of the
primary/secondary relationships are predetermined and fixed at system gencration
time. The central issue is that the primary station must be an NCP although it
could be an NCP attached to a 9370 or 4361 running an approprate level of
VTAM.

The secondary stations must code DUPLEX = HALF. The secondary stations.on a
multipoint link must use Request-for-Send/Clear-to-Send logic. Coding
DUPLEX=HALF will enforce this mode of operation for the subarea drops.
Other drops on the link such as 3174/3274's should be configured in the same
manner as that for operation on any other multipoint line.

For the NCP V4R2 Feature and the V4 Subset Feature the modulo is restricted to
8. NCP V4R3 and NCP V5R2 removes this restriction and the Primary NCP will
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operate at the the modulo capability of the particular station that it is communi-
cating with.

A remote NCP cannot be a primary on a multipoint line. A primary NCP must be
in control of the line at all times, including during loading and dumping. This
essentially means that a remote NCP must always be defined as a secondary and
must be loaded and dumped by the primary NCP.

The station address specified in the IPL ports table for a 37xx line that will be asso-
ciated with a sccondary station must be equal to the station address specified in the
TADDR of the PU representing the link station for the line. This will allow the
primary NCP to contact and load the secondary NCP. A lot of thought and plan-
ning must be given to environments where secondary NCPs will be link loaded
because of the potential performance impact on other drops on the line. The NCP
load process is batch oriented and is generally time consuming because of the NCP
load module size. The enhancements introduced in VTAM V3R 1 and NCP V4R2
which increase the frame size for the load process will reduce the load time, but the
most effective means of dealing with this problem is the disk load functions of the
3720 and 3745 environments. When a VTAM host is associated with an NCP
subarea drop, a channel load is probably the next best choice for performing the
load.

The load may take longer because NCP has to schedule work to other stations on
the line.

TGs are supported in the Subarea Multipoint environment. Each PU4/PUS5 is on a
separate TG. If there is more than one subarea drop on the line there will be more
than one TG associated with the line. See Figure 5-5 on page 5-11 and Figure 5-6
on page 5-12 for an example of a multipoint subarea line and some of the resulting
PATH definitions. Figure 5-5 on page 5-11 shows a physical view of the line and
Figure 5-6 on page 5-12 depicts the logical view of the line and some of the rele-
vant PATH definitions.

These TGs associated with the multidrop line can coexist with other TGs between
the multipoint master and the subarea drops such as leased or switched point to
point INN links. This support is essentially .only available between NCP subarea
nodes since the VTAM/ICA environment only supports one single link TG between
subarcas.
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PRIMARY
NCP
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NCP
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VTAM2
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Figure 5-5. Multipoint Subarea Physical View.

Pathing Example
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TGl

VTAM1
 SA5

PRIMARY | PATH DESTSA=2,ER0=(2,1)

NCP | PATH DESTSA=(3,4),ER0=(3,2)
SAl

TG2

SEC
NCP
SA2

Sec | | vram
NP | sha
SA3

PATH DESTSA=(1,2,5),ER0=(1,2)

PATH DESTSA=(1,3,4,5),ER0=(1,1)

Figure

5-6. Multipoint Subarea Logical View. Pathing Example

5.4 Product Installation

5.4.1 NCP and SSP Installation.

The installation of the Feature is a reinstallation of NCP V4R2 and SSP V3R2.
New users of NCP V4R2 or the Subset will receive refreshed copies of of NCP and
SSP code which contains the required code. See the ordering discussion below.

The FMIDs associated with the related products are:

HNC4205 NCP V4R2 Base

JNC4204 NCP V4R2 Feature.

HSS4105 NCP V4 Subset Base
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JSS4106 NCP V4 Subset Feature
HSP3202 SSP V3R2 Base
JSP3205 SSP V3R2 Feature

These functions are integrated into V4R3, V5R2, and SSP V3R4 so no additional
installation is required to use the functions in these environments.

5.4.2 NCP V4 and V4 Subset Feature Ordering.
There is no new feature number associated with the enhancement feature for either
NCP or SSP. The enhancements have been integrated into refreshed releases of
these products.

Current users of NCP V4R2 and SSP V3R2 should have received a reorder form by
GA time for the refreshed versions of these products. If the reorder form is not
available, current users of NCP V4R2 or the V4 Subsct must reorder these products
in order to obtain the refreshed code. A reinstallation of NCP is required in order
to pick up the new functions.

New users of NCP V4R2 or the V4 Subset will automatically receive these enhance-
ments.

As noted above, the SSP V3R2 Feature is also required for installation of the V4
Subset and the V4R2 Features. The above procedures, outlined for NCP, should
be followed to get the refreshed code. A reinstall of SSP is required in order to pick
up the new functions.

Note: SSP V3R3 does not support the Subarea Dial and Multipoint
functions and either SSP V3R2 (with the feature) or SSP V3R4

1s required.

5.4.3 VTAM V3R1.1 Required Maintenance

In order to be a multipoint master or to support the Subarea Dial functions the
following PTFs need to be applied to MVS VTAM V3R1.1.

MVS/XA MVS
UY90202 UY90208
UY90203 UY90209
UY90204 UY90210
UY90205 UY90211
UY90206 UY90212
UY90207 UY90213

Note that these PTFs are only available in the MVS and MVS/XA environments
and as such the switched and multipoint VTAM support is only available for
VTAM V3R1.1 in the MVS and MVS/XA environments. All other environments
will require VTAM V3R 1.2 or V3R2 as is appropriate.
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5.4.4 Required PTFs For VM/VTAM V3R1.1 Environments

For a 9370 or 4361 ICA machine using VM/VTAM V3R1.1 and installed on an
NCP multipoint line that has been coded ADDRESS = (xxx,FULL) see APAR
VM32126. When NCP is coded as above it sends an XID indicating that it is
capable of two way simultancous transmission. VTAM V3RI1.1 and earlier were
designed to reject such an XID, primarily because the ICAs were not designed to
support duplex data mode. This fix allows the 9370/4361 to accept the XID and
indicate in its response that it is capable of two way alternate transmission which the
originating NCP will accept and honor. This fix allows these machines to coexist on
a line with devices that are capable of duplexing data. This support has been inte-
grated into VTAM V3R1.2 and V3R2.

In conjunction with the VIAM maintenance the 9370 TSC microcode patches
should be reviewed for recommended fixes.

5.5 Documentation

The normal VTAM and NCP documentation has been supplemented with the fol-
lowing documents to descrnibe the installation and use of the Subarea Dial and the
Multipoint functions.

These are:

SD21-0020 NCP/SSP Supplement for Enhanced Subarea Connectivity
LD21-0021 NCP Reference Supplement for Enhanced Subarea Connectivity
LD21-0019 VTAM V3R1.2 Expanded Networking Capabilities Support

SD21-0020 and LD21-0021 apply to the Feature and NCP V4R2 or the V4 Subset.

The Resource Installation Guide and Reference for NCP V4R3 and NCP V5R2
have been updated to reflect the multipoint enhancements. These publications are:

SC30-3254 ACF NCP Installation and Resource Definition Ref.
SC30—3349 ACF NCP Installation and Resource Definition Guide
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6.1 Token-Ring Subarea Support Overview

|

| A new function with VTAM Version 3 Release 2 (V3R2) and NCP
| V4R3.1/V5R2.1 is the ability to use token-ring connections between subareas
| (between VITAMs and NCPs). The new function is available with the following
| levels (or higher) of VITAM and NCP:

| « VM/VTAM V3R1.2

| « VM/VTAM V3R2

| * NCP V4R3.1

| + NCP V5R2.1

Prior to the new functions Switched Subarea Support, Multipoint Subarea Support
and Token-Ring Subarea Support, subareas could ONLY be connected using leased
point-to-point lines. With the above levels of VTAM and NCP, 9370 processors

with token-ring hardware, and 3725, 3720, or 3745 communication controllers with
token-ring hardware, can communicate between subareas using token-rings.

Earlier levels of VTAM and NCP supported token-ring hardware on 9370s or com-
munication controllers--however, the type of communication supported was
Boundary Network Node (BNN) communication. This means that VIAM or
NCP could communicate across a token-ring with peripheral nodes only (physical
unit type 2s), using the earlier levels of software.

| Figure 6-1 on page 6-4 shows a token-ring with 9370s and 3745, 3725, or 3720
| communication controllers attached and communicating with one another using the
| token-ring. The subareas that can communicate are:

| *» NCPto NCP
| « NCPto 9370
| » TSC to TSC (9370)
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Figure 6-1. Tokeh—Ring INN Support

6.2 Token-Ring INN Restrictions

The following two restrictions must be kept in mind when planning to use token-
ring subarca support. These are:

* An NCP cannot be loaded or dumped over the token-ring
¢ INN and Boundary traffic cannot use the same Token-Ring Adapter Type 1

As shown in Figure 6-1, NCPs using token-ring subarea support need a channel
attached VITAM to do the loading and dumping since this is not supported using
the token-ring. Another option would be to have the token-ring attached NCP
connected via a link to a remote NCP/VTAM which would perform the loading
and dumping.

NOTE: With token-ring adapter type 2 (TRA2) and newer software, VTAM V3R3
and NCP V35R3, these two restrictions no longer apply. An NCP can be loaded or
dumped over the token-ring using the newer VTAM and NCP, and INN and BNN
traffic can use the same token-ring adapter if it is a TRA2 and the newer VTAM
and NCP are used.

6.3 Token-Ring INN Planning Considerations

The Token-Ring Subarea Support in VIAM V3R1.2/V3R2 and NCP
V4R3.1/V5R2.1 supports subarea to subarea connectivity (PU4-->PU4 or PUYS).
Connections are represented as a single link TG using multilink protocols. This
means that a token-ring INN link cannot be part of the same Transmission Group
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(TG) as another INN link connecting to the same destination subarea. Make sure
that your token-ring INN link uses a unique Transmission Group Number (TGN).
Figure 6-2 on page 6-6 shows a coding example of this.

Large PIUs may need to be segmented and reassembled for transmission over the
Token Ring media. This is caused by buffer size limitations on the Token Ring
Interface Card (TIC). This limitation is eased with the Token Ring Adapter-2
(TRA2). The TRA2, with a larger buffer available, allows larger PIUs to be trans-
mitted without segmentation.

The following example has not been submitted to any test, is not all inclusive, and is
provided for example only.
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OPTIONS NEWDEFN=(YES,ECHO)
NCPXYZ  BUILD LOADLIB=xxxxxx,
MXRLINE=2, * Exact Number of Physical Lines (TICs)
MXVLINE=9 * Exact Number of Logical Lines
STPRIM  SDLCST GROUP=PRIMGRP,MODE=PRI
STSECD  SDLCST GROUP=SECDGRP,MODE=SEC
PRIMGRP GROUP LNCTL=SDLC,DIAL=NO,MODE=PRI
SECDGRP  GROUP  LNCTL=SDLC,DIAL=NO,MODE=SEC

GINNP GROUP ECLTYPE=(PHYSICAL,SUBAREA), * Physical INN Tlink

ANS=CONTINUE * Maintain Lines thru ANS
LN1088 LINE  ADDRESS=(1088,FULL), * Line Addr in 3745 Chassis
LOCADD=400000000040, * This TIC's ring station address
MAXTSL=1108, * Recommended Value for TRAl
RCVBUFC=4095, * Recommended Value for TRAl
PORTADD=1 * User assigned ID (0-99)

* matches PHYPORT below
PU1088  PU
LU1088 LU ISTATUS=INACTIVE

GBNNP GROUP ECLTYPE=(PHYSICAL,PERIPHERAL) * Physical BNN 1ink

LN10689  LINE  ADDRESS=(1089,FULL), * Line Addr in 3745 Chassis
LOCADD=400000000041,  * This TIC's ring station address
PORTADD=2 * User assigned ID (0-99)

* matches PHYPORT below
PU1G89 PU
LU1089 LU ISTATUS=INACTIVE

GINNL GROUP ECLTYPE=(LOGICAL,SUBAREA), * Logical INN Tink

ANS=CONTINUE, * Maintain Lines thru ANS
ISTATUS=INACTIVE, * Don't activate when loaded
SDLCST=(STPRIM,STSECD),

PHYPORT=1 * User assigned ID (0-99)

* matches PORTADD above
INNLN1  LINE :
INNPUL  PU ADDR=04400000000030, * This is the ring station address
TGN=2 * of the adjacent 37XX on the ring
* that this logical Tink will
* communicate with. TGN must be
* unique since single 1link TG only

GBNNL GROUP ECLTYPE=(LOGICAL,PERIPHERAL), * Logical BNN 1link

PHYPORT=2, * User assigned ID (0-99)

* matches PORTADD above
CALL=INOUT, * NCP or Devices can initiate
AUTOGEN=8 * NDF adds LINE and PU pairs

Figure 6-2. NCP Generation Example with BNN and INN token-ring definitions

NOTE: For additional logical links to NCP’s over this same physical TIC, you
must code additional LINE and PU statements, each with unique ADDR values.
You can connect to the same adjacent 37XX on a token ring using multiple logical
links as long as the TG number for each logical link (TGN =x) is unique.

NOTE these two requirements:
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» Each node communicating with NCP over a specific physical link must have a
unique ring station address.

* Only Single Link TGs are supported by Token-Ring Subarea Support (multiple
token-rings in the same TG are not supported).
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7.1 Defining Real Resources in the Host Network

A new function with VITAM Version 3 Release 2 (V3R2) is the ability to define
cross-domain resources (CDRSCs) as real resouces in the same network. This is a
significant improvement over earlier VTAMs for two reasons. First, the overhead
incurred by VT AM assuming that same-network resources are alias resources can be
avoided. Second, and more importantly, a specific same-network ADJSSCP list can
be used for same-network resources, avoiding routing into other networks and
allowing more control over ADJSSCP routing. Refer to Section 1.3 for a
description of same-network ADJSSCP lists.

In VTAM V3R2 real resources in the same network are defined by preceding the
CDRSC statements with a NETWORK statement specifying the same NETID as
VTAM. In Figure 7-1, on the left is an example of VTAM2's list of CDRSCs (at a
VTAM V3R2 level). In this list, IMS is defined as a real resource in VTAM?2’s
network because it is preceded by a NETWORK statement specifying the same
NETID as VTAM2.

SSCP-SSCP SSCP-SSCP SSCP-SSCP

oo b

.

VTAM1 VTAM2 . VTAM8 VTAM9
IMS GWSSCP . APPL TS0
NETA |~ GWNCP - ‘I NETB
VTAM2: (VTAM V3R2) . VTAM2: (VTAM V3R1.1)
VBUILD TYPE=CDRSC | - VBUILD TYPE=CDRSC
TSO .CDRSC  CDRM=VTAM8 |<—Alias [: TSO CDRSC  CDRM=VTAMS .
NETWORK NETID=NETA Resource»|IMS CDRSC  CDRM=VTAM1
IMS CDRSC  CDRM=VTAM1 NETWORK NETID=NETB
NETWORK NETID=NETB :] Real—|APPL CDRSC
APPL CDRSC Resource

VIAM2:  (VTAM V3R1.1)
OR

VBUILD TYPE=CDRSC

NETWORK NETID=NETA

Alias [: TSO CDRSC

Resource»|IMS CDRSC

NETWORK NETID=NETB
Real—|APPL CDRSC

Resource

Figure 7-1. Example--Real Resources vs. Alias Resources
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Although with previous levels of VTAM CDRSCs can be preceded by a
NETWORK statement which uses the same NETID as VTAM, these CDRSCs are
assumed by VTAM to be alias resources; that is, the resource can reside in any
network. (Additionally, if a Netview Alias Name Translation Facility application is
active, VTAM calls the Alias application to determine the real name of the resource
for CDRSCs coded as alias resources.) With pre-V3R2 VTAM systems, resources
that actually reside in the same network must be coded the same way as alias
resources. In Figure 7-1 on page 7-3, on the right, are examples of how the same
list of CDRSCs must be coded at a VTAM V3RI1.1 or earlier level. Both TSO and
IMS are assumed by VTAM to be alias resources--they are coded with no preceding
NETWORK statement in the first example, or following a NETWORK statement
with the same NETID as VTAM2 in the second example. The inability to define
real resources in the same network as VTAM, therefore, can cause overhead in
pre-V3R2 VTAM systems.

With pre-V3R2 VTAM systems, two kinds of predefined CDRSCs can exist-- alias
resources or real resources in an external network. This is demonstated in the
examples on the right in Figure 7-1 on page 7-3. With VITAM V3R2, three kinds
of resources can be defined, alias resources, real resources in the same network as
VTAM, and real resources in an external network. These three kinds of CDRSCs
are demonstrated in Figure 7-2.

VTAM uses the way the CDRSC is defined to determine whether to call the
Netview Alias Name Translation Facility and to choose an adjacent SSCP
(ADIJSSCP) list. If the name of another VT AM is coded via the CDRM = operand
of the CDRSC definition, the kind of CDRSC definition governs whether the
CDRM must be the actual owner of the resource or is to be used as an indication
of an SSCP to select for routing purposes.

SSCP-SSCP SSCP-SSCP SSCP-SSCP
VTAM1 VTAMZ . VTAM8 VTAM9
IMS GWSSCP . APPL TS0

NETA \‘ GWNCP -+ ——J NETB
VTAM2: .

TSO CDRSC

IMS CDRSC

VBUILD TYPE=CDRSC | -

CDRM=VTAM8 [«——Alias Resource

NETWORK NETID=NETA

CDRM=VTAM1 |4+——Real Resource--Same Network
NETWORK NETID=NETB

APPL CDRSC

<+—Real Resource--External Network

Figure 7-2. Example--three kinds of predefined CDRSCs with VTAM V3R2
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Alias Resource:

In Figure 7-2 on page 7-4, the first kind of CDRSC defined, TSO, is known as an
alias resource because the CDRSC definition statement is not preceeded by a
NETWORK statement. TSO could be located in either the same network as
VTAM?2 or in another network. (If a Netview Alias Name Translation Facility
application is active, VTAM2 calls the alias application to determine the real name
of the resource before routing the session initiation request to another SSCP.) If the
CDRM = operand is coded on the CDRSC statement, it does not have to be the
actual owner of TSO. VTAM2 uses the CDRM coded plus the default ADJSSCP
list for all networks for routing session initiation requests. In the Figure, VTAMS is
coded on the CDRM = opecrand of the TSO CDRSC and specifies an SSCP to
which the session initiation request can be sent. VTAMS is gateway-capable and
reroutes the session initiation request to VIAM9. Even though VITAMO is the
actual owner of TSO, VTAM2 will allow the session to set up because TSO is
defined as an alias resource.

Real Resource, Host Network:

The second kind of CDRSC defined, IMS, is a real resource in the host network.
This is the capability that is new with VTAM V3R2. Because IMS is defined as
real, it must be located in the same network, NETA, as VIAM2, and if the
CDRM = operand is coded, the named VTAM must be the actual owner of the
resource. If IMS were moved to a backup VTAM in NETA, VTAM3 for example,
session 1initiation requests would fail unless the MODIFY CDRM command were
first issued at VTAM2 to change to the new owner of IMS, VTAM3.

For routing purposes, VTAMR2 first sends session initiation requests to the CDRM
coded on the CDRSC statement. If, for some reason, IMS were not found there,
VTAM2 would next use the NETA ADIJSSCP list for routing purposes. The
ability to define a specific ADJSSCP list for the same network, NETA, is also new
in VTAM V3R2 and is discussed in Section 7.3.

Real Resource, External Network:

The third kind of CDRSC defined, APPL, is a real resource in an external network.
APPL must be located in the network coded on the NETWORK statement
preceeding the APPL CDRSC, NETB. In Figure 7-2 on page 7-4, no CDRM
owner 1s coded. However, if a CDRM=.were coded, thc CDRM must be the
actual owner of APPL. In order to locate CDRSCs following a NETWORK state-
ment for NETB, VTAM2 uses the CDRM, if coded, and the ADJSSCP Lst for
NETB.

7.2 VTAM V3R2 Migration Considerations for CDRSCs

Installations migrating to VTAM V3R2 from previous releases of VTAM should
investigate their CDRSC definitions to insure that resources that were previously
assumed by VTAM to be alias are not assumed by VTAM V3R2 as real resources
in the host network. Additionally, CDRSCs defined as alias CDRSCs should be
examined, and, if they are same network resources, should be coded using the new
ability to define real resources in the host network.
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Figure 7-3 on page 7-6 illustrates an example of a problem that could arise durin
VTAM V3R2 migration. : :

SSCP-SSCP SSCP-SSCP SSCP-SSCP
VTAM1 . VTAM8 VTAM9
IMS GWSSCP . APPL TS0
NETA GWNCP- ‘J NETB

VTAM2:
VBUILD TYPE=CDRSC .
NETA NETWORK NETID=NETA|4—————CDRSCs--

APPL CDRSC

TSO CDRSC CDRM=VTAM8 Pre-V3R2 VTAM=Alias Resources
IMS CDRSC CDRM=VTAM1 |¢—-—"— VTAM V3R2= Real Resources
NETWORK NETID=NETB

Figure 7-3. VTAM V3RI1 Sample CDRSC Definition

In Figure 7-3, two resources, TSO and IMS, have been defined to VTAM2 as alias
resources. With versions of VTAM prior to V3R2, CDRSCs preceded by no
network statement, a null network statement, or a NETWORK statement with a
NETID of the host network, are assumed to be alias. Therefore, with pre-VTAM
V3R2, TSO and IMS can exist in either NETA or NETB, and the CDRM owner
does not need to be the actual owning VTAM of the resource.

As discussed previously, with VITAM V3R2, CDRSC:s following NETWORK state-
ments indicating the same NETID as the host, are now assumed to be real resources
in the host network. If the CDRSC statements as shown in Figure 7-3 were used
on a VTAM V3R2 system, both TSO and IMS would have to exist in NETA, and
VTAMS would need to be found as the actual owner of TSO, and VTAMI as the
actual owner of IMS. With VTAM V3R2, the ADISSCP list used for routing
session initiation requests would be the ADJSSCP list for NETA. Adjacent SSCP
lists are discussed in more detail in Sections 7.3, 7.4, and 7.5.

To make the definitions shown in Figure 7-3 usable with VTAM V3R2, the TSO
CDRSC statement should be moved above the NETWORK NETID=NETA
statement. TSO would then be an alias resource and IMS a real resource. Another
option is that the NETWORK NETID=NETA statement could be removed,
resulting in TSO and IMS both being alias resources.

Whether or not a CDRSC is preceded by a NETWORK statement has implications
for adjacent SSCP routing. See Sections 7.3, 7.4, and 7.5 of this bulletin which deal
with adjacent SSCP routing.
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7.3 Defining an ADJSSCP List for the Host Network

A new function with VTAM V3R2 is the ability to define an ADISSCP list specif-
ically to use for locating resources in the same network as VIAM. With
pre-VTAM V3R2 releases, VTAM can define an ADIJSSCP list for use with
external networks and can define a default ADJSSCP list to use for all networks;
however, there is no way to define a list to use only for resources known to be
located in the same network as VTAM.

SSCP-SSCP SSCP-SSCP SSCP-SSCP
VTAM1 VTAM2 . VTAM8 VTAM9
IMS GWSSCP . APPL TS0
NETA L—— GWNCP- ——J NETB
VTAM2: (VTAM V3R2) . VTAMZ: (VTAM V3RI1.1)
VBUILD TYPE=CDRSC . VBUILD TYPE=CDRSC
TSO CDRSC NETA  NETWORK NETID=NETA
NETA NETWORK NETID=NETA TS0  CDRSC
IMS  CDRSC IMS  CDRSC
NETB NETWORK NETID=NETB NETB NETWORK NETID=NETB
APPL CDRSC APPL CDRSC
VTAM2: (VTAM V3R2) VTAM2: (VTAM V3R1.1)
VBUILD TYPE=ADJSSCP Default VBUILD TYPE=ADJSSCP
VTAM1 ADJCDRM ::]List — NETA  NETWORK NETID=NETA
VTAM8 ADJCDRM —»| VTAM8 ADJCDRM
NETA  NETWORK NETID=NETA — ' VTAM1 ADJCDRM
VTAM1 ADJCDRM <«—NETA List NETB  NETWORK NETID=NETB
NETB NETWORK NETID=NETB r—~—> VTAM8 ADJCDRM
VTAM8 ADJCDRM <«—NETB

List

Figure 7-4. VTAM V3R2 Same Network ADJSSCP List

Figure 7-4 illustrates the differences in the way an ADIJSSCP table can be coded
between VIAM V3R2 and earlier levels of VITAM. With the VTAM V3R2
ADISSCP table, shown on the left, there are three types of lists that can be coded--
first, a default list for all networks, second, an ADJSSCP list for the same network,
and third, an ADJSSCP list for an external network. These three types of lists are
explained in more detail in conjunction with Figure 7-5 on page 7-8.

In contrast, with earlier versions of VTAM (illustrated on the right in Figure 7-4),
only two types of lists can be defined--first, a default list for all networks and
second, an ADJSSCP list for an external network. Figure 7-5 on page 7-8 illus-
trates a definition of an ADJSSCP list for the host network with VITAM V3R2.
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SSCP-SSCP

SSCP-SSCP - SSCP-SSCP

l

R

VTAM1 VTAM2 . VTAM8 VTAM9
IMS GWSSCP . APPL TS0
GUWNCP- ‘—J
'Togon'! .
NETA . NETB
VTAM 2: .
VBUILD TYPE=CDRSC .
TSO CDRSC
NETA NETWORK NETID=NETA
IMS CDRSC
NETB NETWORK NETID=NETB
APPL CDRSC
VTAM2:

VTAM1
VTAM8
NETA
VTAM1
NETB
VTAM8

VBUILD TYPE=ADJSSCP

ADJCDRM
ADJCDRM

NETWORK NETID=NETA

ADJCDRM

NETWORK NETID=NETB

ADJCDRM

::] Default ADJSSCP
List for all networks
<+«—ADJSSCP List for NETA

<+—ADJSSCP List for NETB

Figure 7-5. VTAM V3R2 Sample ADJSSCP Table Definition

In Figure 7-5, VTAM2 contains three different types of ADJSSCP lists defined in
the VBUILD TYPE = ADJSSCP Major Node. The first list, made up of VTAMI1
and VTAMS, immediately follows the VBUILD statement and is NOT preceded by
a NETWORK statement. This is the default ADJSSCP list for all networks.
VTAM?2 uses the default list to locate resources for which no network information
is available. In the above example, if a VTAM2 user logs on to TSO, VITAM2 uses
the default ADJSSCP list for all networks to try to locate TSO, since it has no
information about TSO’s network at logon. (TSO is defined as an alias resource).

The second list shown in Figure 7-5 is an example of the new ability in VTAM
V3R2 to define an ADJSSCP list for the host network. This list of SSCPs follows a
NETWORK statement with the same NETID as that of VTAM2. In the example,
NETWORK NETID=NETA is followed by a list of one SSCP, VITAMI, which
VTAM?2 uses when the resource is known to exist in VITAM’s own network.
VTAM2 uses the ADJSSCP list for NETA when a user logs on to IMS since
VTAM2 has a predefined CDRSC for IMS indicating that IMS is a NETA
resource. The session initiation request is sent"to VTAMI.
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The third type of list illustrated in Figure 7-5 is an ADJSSCP list for use with an
external network. The list is made up of one SSCP, VTAMS, which follows the
NETWORK NETID=NETB statement. If a user at VTAM2 logs on to APPL,
VTAM?2 uses the NETB ADIJSSCP list to route the session initiation request
because VITAM?2 has a predefined CDRSC for. APPL indicating it to be a NETB
resource.

7.4 VTAM V3R2 Migration Considerations for ADJSSCP Tables

Installations migrating to VTAM V3R2 from previous releases of VTAM should
investigate their ADJSSCP table definitions to insure that the list that was previ-
ously used as a default list for all networks is not used by VTAM V3R2 as an
ADISSCP list for the host network.

Figure 7-6 gives an example of how the above problem could arise.

SSCP-SSCP SSCP-SSCP SSCP-SSCP
VTAM1 VTAM2 . VTAM8 VTAM9
IMS GWSSCP . APPL TS0

NETA [—— GWNCP- ——J NETB
VTAM2: .

TS0 CDRSC
IMS  CDRSC

APPL CDRSC

VBUILD TYPE=CDRSC
NETA NETWORK NETID=NETA

NETB NETWORK NETID=NETB

VTAM2:

VBUILD TYPE=ADJSSCP
NETA NETWORK NETID=NETA |[¢————ADJSSCP List--
VTAM1 ADJCDRM
VTAM8 ADJCDRM
NETB NETWORK NETID=NETB
VTAM8 ADJCDRM

Pre-V3R2 VTAM=Default List
+———  VTAM V3R2=List for NETA

Figure 7-6. Pre-VTAM V3R2 ADJSSCP Table Migration Example

With VTAMs previous to V3R2, a default ADJSSCP list is defined by a list of
SSCPs either directly following the VBUILD TYPE = ADJSSCP statement, a null
NETWORK statement, or a NETWORK statement indicating the same NETID as
VTAM. VTAM uses the default ADJSSCP list to locate resources for which it has
no network information. VTAM has no network information if the CDRSC is
dynamically created or is predefined as an alias resource. If the default ADJISSCP

-list shown in Figure 7-6 were used when VTAM is migrated to a V3R2 level, prob-
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lems could arise because now VIAM only uses this list for resources located in
NETA and VTAM has no default ADJSSCP list for all networks.

In Figure 7-6 on page 7-9, two problems exist which must be fixed in order for the
CDRSC and ADJISSCP definitions to work with VITAM V3R2. The first problem
is that TSO will be assumed by VITAM2 to be a real resource in NETA with
VTAM V3R2. (See Section 7.1). The second problem is that there is no default
ADIJSSCP list for all networks. The list of CDRSCs and the ADJSSCP table
would work the same way with VTAM V3R2 as it did with previous levels if the
NETWORK NETID=NETA statement were removed from both the CDRSC
Major Node Definition and the ADJSSCP Major Node Definition. A better resol-
ution would be to define IMS as a real resource in NETA and TSO as an alias
resource, and to define a default ADJISSCP list consisting of VTAM1 and VTAMS
and an ADJSSCP list for NETA consisting of VTAMI.

7.5 VTAM V3R2 ADJSSCP Routing Logic

A significant enhancement in VIAM V3R2 ADIJISSCP Routing Logic is that
VTAM now sends session initiation requests directly to the resource’s owner, if pos-
sible, if it has an SSCP-to-SSCP session with the owner, and even if there are
existing sessions with the resource using a different route. VTAM V3R2 uses the
logic detailed in Figure 7-7 on page 7-11 and Figure 7-8 on page 7-11 for each and
every session initiation request. With previous levels of VITAM, a list of adjacent
SSCPs is pointed to from the CDRSC and is used for each session initiation as long
as the CDRSC exists or as long as there are existing sessions with a particular
resource. If started with SSCPORD = PRIORITY, pre-V3R2 VTAMs use logic to
reorder ADJSSCPs based on knowledge of successful routes; however, as long as
there are existing sessions with a resource, the last successful route is used for
session initiation requests, even if a direct route to the resource’s owner becomes
available. See Technical Bulletin GG66-0258 “SNA Network Interconnection
(SNI) Session Initiation Request Routing” for more information concerning routing
with VT AMs previous to V3R2.

With VTAM V3R2 the routing order for adjacent SSCPs that VT AM uses for each
sesslon initiation request is shown in Figure 7-7 on page 7-11 and Figure 7-8 on
page 7-11. Figure 7-7 on page 7-11 shows the routing order for adjacent SSCPs if
VTAM has been started with the SSCPORD=DEFINED start option.
DEFINED tells VTAM to always use a list of ADJSSCPs to be tried based on the
way the user has defined the ADJSSCP table in the VBUILD TYPE = ADJSSCP
definition. Figure 7-8 on page 7-11 shows the order in which VTAM constructs a
list of adjacent SSCPs if VTAM has been started with the SSCPORD = PRIORITY
start option. PRIORITY tells VITAM to always use a list of ADISSCPs to be tried
based on knowledge of which SSCPs have been successful with past session initi-
ation requests.

NOTE: Both of these figures assume that VIAM has also been started with
SSCPDYN=YES. SSCPDYN=YES tells VTAM to add ADJSSCPs to the list,
even if they have not been defined, if VTAM becomes aware of them. To use these
two lists if VTAM has been started with SSCPDYN = NO (dynamic additions of
ADIJSSCPs will not be performed), ignore the sections labeled “learned.”
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1. The VTAM that owns the resource (the destination logical unit).See Note 1
2. The CDRM on the CDRSC definition, if it is coded and no NETID specified.

One of these ADJSSCP lists, defined in VBUILD TYPE=ADJSSCP: See Note 2
a. The resource owner's NETWORK specific list, if coded, if owner and NETID are known.
b. The NETWORK specific list, if coded, if NETID is known.
c. The resource owner's default ADJSSCP list, if coded, if owner is known.
d. The default ADJSSCP list.

Learned ADJSSCPs (not coded in the ADJSSCP table) in this order:
ADJSSCPs that have been successful in the past.
ADJSSCPs that have been unsuccessful in the past.

w

E=

Figure 7-7. List of SSCPs selected if SSCPORD = DEFINED

The VTAM that owns the resource (the destination logical unit). See Note 1
The CDRM on the CDRSC definition, if it is coded and no NETID specified.
ADJSSCPs either learned or defined that have been successful in the past.

One of these ADJSSCP lists, defined in VBUILD TYPE=ADJSSCP: See Note 2
a. The resource's owner NETWORK specific list, if coded, if owner and NETID are known.
b. The NETWORK specific list, if coded, if NETID is known.
c. The resource's owner default ADJSSCP list, if coded, if owner is known.
d. The default ADJSSCP list.

5. Learned ADJSSCPs (not coded in the ADJSSCP table) in this order:
ADJSSCPs that have been successful in the past (learned since #3).
ADJSSCPs that have been unsuccessful in the past.

HOwWw N

Figure 7-8. List of SSCPs selected if SSCPORD = PRIORITY

Note 1: The VTAM that owns the resource is the actual VT AM where the resource
resides. If there arc existing sessions with the resource, then VITAM knows the
actual owner. In the case that there are not existing sessions with the resource, if
the resource is defined with NETID and CDRM (a real CDRSC with CDRM
coded), VI'AM uses the CDRM as the actual owner; the CDRM coded will be the
first ADJSSCP that VTAM attempts to use.’

Note 2: When VTAM is selecting an ADISSCP list, it will select one of the lists (a.
through d.) as shown in the above Figures. If one or more of the lists does not
exist, the next list shown would be used instead. For example, if a resource’s owner
were known but network was not, VTAM would try to select resource owner’s
default ADJSSCP list (shown as item c.). If there were no resource owner’s default
ADIJSSCP list, then item d., the default ADJSSCP list, would be used.

Following are examples of the circumstances under which the various ADJSSCPs
are used. The examples are given in the order detailed in Figure 7-7.
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1. Using the VTAM that owns the resource:

Using Figure 7-9 as an example, assume that LU1, owned by VTAMI is already in
session with APPL1. In this case VTAMI knows the actual owner of APPLI1. If a
second LU owned by VTAMI1 logs on requesting a session with APPL1, VTAMI1
sends the session initiation request to VTAMZ2, the owner of APPL1, since VTAMI1
has an SSCP-to-SSCP session with VTAM?2.

However, assuming a session exists between LU1 and CICS, even though VTAM1
knows the owner of CICS is VTAMS, a second session initiation request for CICS
could not be sent because no SSCP-to-SSCP session exists between VIAMI1 and
VTAMS. VTAMI would proceed in logic to try to route to other SSCPs as
described in Figure 7-7 on page 7-11 and Figure 7-8 on page 7-11 to locate CICS.

SS

e

CP-SSCP

SSCP-SSCP SSCP-SSCP

VTAM1 VTAM2 . VTAMS VTAM9
GHSSCP . GWSSCP
INS APPL1 . CICS TS0
I L . —J |
NCP ~GUNCP NCP
| . I
LU1 NETA . NETB PRINTERO1
ADJSSCP Table for VTAMI: CDRSCs for VTAMI:
VBUILD TYPE=ADJSSCP VBUILD TYPE=CDRSC
VTAM2  ADJCDRM TSO  CDRSC CDRM=VTAM9
VTAMS  ADJCDRM NETA NETWORK NETID=NETA
VTAM9  CDRM APPL1 CDRSC CDRM=VTAM2
VTAM2  ADJCDRM NETB NETWORK NETID=NETB
VTAM8  ADJCDRM CICS CDRSC CDRH=VTAM8
NETA  NETWORK NETID=NETA
VTAM2  ADJCDRM
NETB  NETWORK NETID=NETB
VTAM2  ADJCDRM
VTAM8  ADJCDRM

Figure 7-9. VITAM V3R2 ADJSSCP Routing Logic Example 1

- 2. Using the CDRM coded on the CDRSC Definition if no NETID specified:

Again using Figure 7-9 as an example, assuming no sessions with TSO currently
exist, if LUI logs onto TSO, VTAMI1 does not know the owner of the resource.
Even though there is a CDRM, VTAMY, coded on TSO’s CDRSC definition, TSO
is defined as an alias resource since the definition is not preceded by a NETID, and
VTAMY, therefore, is not necessarily the actual owner of TSO. If VTAMI had an
SSCP-to-SSCP session with VITAMY9 (it does not in Figure 7-9), VTAMI1 would
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route the session initiation request to VTAMY. Since, in this example, VTAMI has
no SSCP-to-SSCP session with VITAM9, VTAMI1 would proceed in logic to
selecting an ADJSSCP list.

NETA NETB
SSCP-SSCP
SSCP-SSCP SSCP-SSCP SSCP-SSCP
VTAM1 VTAM2 . VTAM8 VTAM9
GWSSCP . GWSSCP CICS
IMS APPL1 . “|TSO  APPL2
| L . _] ' l
NCP *GWNCP NCP
| . |
LUl . PRINTER91
ADJSSCP Table for VTAMI: CDRSCs for VTAMI1:
VBUILD TYPE=ADJSSCP VBUILD TYPE=CDRSC
VTAM2 ADJCDRM TSO  CDRSC CDRM=VTAM9
VTAM8 ADJCDRM NETA  NETWORK NETID=NETA
VTAM9 CDRM APPL1 CDRSC
VTAM8 ADJCDRM NETB NETWORK NETID=NETB
NETA  NETWORK NETID=NETA CICS CDRSC CDRM=VTAM9
VTAM2 ADJCDRM
NETB  NETWORK NETID=NETB
VTAM2 ADJCDRM
[:::::::: VTAM9 CDRM
VTAM8 ADJCDRM

Resource

Owner's Network
Specific ADJSSCP

List

Figure 7-10. VTAM V3R2 ADJSSCP Routing Example 2

3a. Using a Resource Owner’s Network Specific ADJSSCP list:

Figure 7-10 shows a configuration where there are two different gateway VT AMs
controlling one gateway NCP. The routing has been designed so that VITAMI
routes almost all of its session initiation requests, even for NETB resources to
VTAM2. However, faster session setup time is desired for CICS so a specific entry
for VTAMS has been coded in the NETB ADJSSCP list.

Assume that LUI logs on to CICS. At this point, the actual owner of CICS is
known, VIAMY, the CDRM coded on the CICS CDRSC definition (CICS is
defined as a real resource). However, VTAMI has no SSCP-to-SSCP session with
VTAMY, so it must procede in logic to selecting an ADJSSCP list. Since CICS’s
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NETID as well as its owner are known to VTAMI, the resource owner’s network
specific list is used. This list follows the CDRM VTAMS9 statement coded fol-
lowing the NETWORK NETID= NETB statement and consists of one ADJSSCP,
VTAMS. The session initiation request for CICS is forwarded to VTAMS which
reroutes it to VTAMO.

NETA NETB
SSCP-SSCP
SSCP-SSCP SSCP-SSCP SSCP-SSCP
VTAM1 VTAM2 . VTAM8 VTAM9
GWSSCP . GWSSCP CICS
IMS APPL1 . TS0  APPL2
f L : _' I
NCP *GWNCP NCP
| : !
LU1 . PRINTER91
ADJSSCP Table for VTAMI: CDRSCs for VTAMI:
VBUILD TYPE=ADJSSCP VBUILD TYPE=CDRSC
VTAM2 ADJCDRM TSO  CDRSC CDRM=VTAM9
VTAM8 ADJCDRM NETA  NETWORK NETID=NETA
VTAM9 CDRM APPL1 CDRSC
VTAM8 ADJCDRM NETB NETWORK NETID=NETB
ADJSSCP NETA  NETWORK NETID=NETA CICS CDRSC CDRM=VTAM9
List —»|VTAM2 ADJCDRM
for NETB  NETWORK NETID=NETB
NETA VTAM2 ADJCDRM
VTAM9 CDRM
VTAM8 ADJCDRM
Figure 7-11. VTAM V3R2 ADIJSSCP Routing Example 3

3b. Using a Network Specific ADJSSCP list:

Using Figure 7-11 assume LU]1 has logged off CICS and now logs on to APPLI.
At this point, APPLI’s owner is not known, there is no CDRM coded on the
CDRSC definition for APPL1, and since the CDRSC for APPLI is defined fol-
lowing the NETWORK NETID= NETA statement, the ADJSSCP list for NETA
is used. This is the list of ADISSCPs that follows the NETWORK
NETID=NETA statement, and only consists of VITAM2. The s¢ssion initiation
request for APPLI is sent to VTAM?2.
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NETA NETB
SSCP-SSCP
SSCP-SSCP SSCP-SSCP SSCP-SSCP
VTAN1 VTAM2 . VTAMS VTAMO
GUSSCP . GUSSCP cIcs
IHS APPL1 . TS0 APPL2
I L . —_l I
NCP «GUNCP NCP
|
LU1 PRINTERO1
ADJSSCP Table for VTAMI: CDRSCs for VTAMI:
VBUILD TYPE=ADJSSCP VBUILD TYPE=CDRSC
Resource  |VTAM2 ADJCORM TSO  CDRSC CDRM=VTAMO
Owner's  |VTAM8 ADJCDRHM NETA  NETWORK NETID=NETA
Default  |VTAMO CDRM APPL1 CDRSC
ADJSSCP—> [VTAM8  ADJSSCP NETB  NETWORK NETID=NETB
List NETA  NETWORK NETID=NETA CICS CDRSC CDRM=VTAMO
VTAM2  ADJCDRM
NETB  NETWORK NETID=NETB
VTAM2  ADJCDRM
VTAMO  CDRM
VTAM8  ADJCDRM

Figure

7-12. VTAM V3R2 ADIJSSCP Routing Example 4

3c. Using the resource owner’s-default ADJSSCP list:

Using Figure 7-12 assume that LUI logs on to TSO. In this case, the resource
owner’s default ADJSSCP list is used. Following the logic in Figure 7-7 on
page 7-11, TSQO’s actual owner is not known (TSO is defined as an alias resource).
A CDRM, VTAMSY, i1s coded on TSO’s CDRSC definition; however, since
VTAMI has no session with VTAMY, the session initiation request cannot be sent
to VTAM9. TSO’s NETID is not known because TSO is defined as an alias
resource; therefore, a network specific ADJSSCP list cannot be used. In the default
ADISSCP list there 1s a CDRM entry for VTAMY, the same CDRM that is coded
on the CDRSC definition for TSO. The list of ADJSSCPs following the VTAM9
CDRM entry in the default ADJSSCP list is the resource owner’s default ADJSSCP
list. This list consists of one ADJISSCP, VTAMS, to which VITAMI sends the
session initiation request for TSO. VTAMS, then, uses similar logic to reroute the
session initiation request to VTAMO.
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NETA NETB
SSCP-SSCP :
SSCP-SSCP SSCP-SSCP SSCP-SSCP
VTAM1 VTAM2 . VTAMS8 VTAM9
GWSSCP . GWSSCP CICS
IMS APPL1 . TSO  APPL2
I l_ . ’J |
NCP *GWNCP NCP
| - |
LUl . PRINTER91
ADJSSCP Table for VTAMI1: CDRSCs for VTAMI:
Default VBUILD TYPE=ADJSSCP VBUILD TYPE=CDRSC
| ADJSSCP VTAM2 ADJCDRM TS0  CDRSC CDRM=VTAM9
| List VTAM8 ADJCDRM NETA  NETWORK NETID=NETA
VTAM9 CDRM APPL1 CDRSC
| VTAM8 ADJCDRM NETB NETWORK NETID=NETB
NETA  NETWORK NETID=NETA CICS CDRSC CDRM=VTAM9
| VTAM2 ADJCDRM
NETB  NETWORK NETID=NETB
| VTAM2 ADJCDRM
VTAM9 CDRM
| VTAM8 ADJCDRM
Figure 7-13. VTAM V3R2 ADJSSCP Routing Example 5

3d. Using the default ADJSSCP list:

Using the example shown in Figure 7-13, if the IMS application running at
VTAMI acquires PRINTERY1, the default ADJISSCP list is used. It is used
because VITAMI1 dynamically creates a CDRSC for PRINTER9! and has no
owner, CDRM, or network information about PRINTERO9] at the time it builds
the session initiation request. The default list is the list of ADJSSCPs immediately
following the VBUILD TYPE = ADJSSCP statement and consists of VITAM2 and
VTAMS. The session initiation request is sent to VIAM2. VTAM2, being a
gateway SSCP, is capable of rerouting session initiation requests to other SSCPs.
Assuming the session initiation request is sent to VIAMS, VTAMS, being a
gateway SSCP, can again reroute the request to VTAMO.
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Even if this CDRSC is coded for PRINTERO91 at VTAMI:

VBUILD TYPE=CDRSC
PRINTER91 CDRSC

the default ADJSSCP list is used because nothing is known about PRINTER91’s
owner, CDRM is not coded, network is not known, and there is no CDRM coded
to allow possible use of a resource owner’s default ADJSSCP list.

“Learned” ADJSSCPs:

Using Figure 7-13 on page 7-16 as an example, assume that APPL2 initiates a
sesston with IMS. The session initiation request is sent from VTAMS to VTAMI.
Note that VIAMI1 has not predefined a CDRSC for APPL2. VTAMS is a
“learned” ADJSSCP and VTAMI will use the ADJSSCP of VTAMS for subsequent
session requests for APPL2 if SSCPDYN = YES has been coded as a VTAMI start

option.

If LU1 logs on to APPL2, assuming VTAMI is started with SSCPDYN = YES and
SSCPORD = PRIORITY, the logic VTAMI1 uses for routing is:

1. The owner (VITAM9) of APPL2 is known, but VTAMI1 has no SSCP-SSCP
session with VTAMO.

2. There is no CDRSC for APPL2 and, therefore, no CDRM coded.

3. VTAMS is a learned, successful ADJSSCP to VTAMI for use with APPL?2 since
VTAMS is the SSCP that the session initiation request was received from. The
request will be sent to VITAMS which should forward it to VTAMO9.

4. If, for some reason VTAMS should respond negatively (its ADJSSCP table did
not route to VTAMY, for example), VTAM1 would next use the resource owner’s
network specific ADJSSCP list since NETID is known. (In this case, VTAMS
would be the resulting SSCP and would not be tried again). ADJSSCP routing
would stop at this point unless some other ADJSSCP had been learned during the
routing.

7.6 Start Options & PCCU Statement

The VTAM start options, NETID and SSCPNAME, must be coded with VTAM
Version 3 Release 2 (V3R2). Prior to VTAM V3R2 thesc two start options are not
required; rather, they are are used to indicate that VI'AM is capable of performing
SNA Network Interconnection (SNI) functions. With VI'AM V3R2, a new start
option, GWSSCP, indicates whether VTAM is capable of performing SNI func-
tions. NETID and SSCPNAME do not indicate gateway-capability with VTAM
V3R2.

GWSSCP indicates whether this VTAM is gateway-capable. VTAMSs which are
gateway-capable can reroute session initiation requests, can provide SNI session
setup if they are in session with a gateway-NCP, and can use the Netview Alias
Name Translation Facility. The default for GWSSCP is GWSSCP=YES. Any
VTAM V3R2 which is a gateway-SSCP or which provides functions that only
gateway-capable VTAMs do, must be started with GWSSCP=YES. GWSSCP is
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not applicable to VSE VTAM systems. Although VSE VTAM systems can partic-
ipate in networks connected via SNI, they cannot perform SNI functions.

SSCPNAME is the name of the SSCP. It should match the name of the CDRM
statement pertaining to the VTAM being started, and match the NAME operand of
the corresponding GWNAU definition statement, if coded, in the gateway NCP.

NETID is the name of the network in which the VTAM being started resides. A
VTAM V3R2 started with NETID and GWSSCP=NO is capable of utilizing
NETWORK statements in VTAM definitions, such as CDRSCs and ADJSSCP
lists, but it is not gateway-capable.

Changes in the use of NETID and GWSSCP to indicate gateway-capability cause
the need for compatiblity PTFs for VTAMSs prior to V3R2. The compatibility
PTFs are discussed in Section 7.7. Because all VTAM V3R2s are started with
NETID, there are some considerations for migrating ADJSSCP lists and CDRSC
definitions, discussed in Sections 7.2 and 7.4.

V3R2 VTAMs started with GWSSCP = NO do not recognize an NCP PCCU state-
ment coded with NETID and will fail NCP activation. NCPs must contain a
PCCU statement with matching SUBAREA number and NO NETID when
defining V3R2 VT AMs started with GWSSCP = NO. See Figure 7-14.

VTAM Host #1 VTAM Host #8
ATCSTRnn: ATCSTRnn:
HOSTSA=1 HOSTSA=8
NETID=NETA NETID=NETA
SSCPNAME=VTAM1 SSCPNAME=VTAM8
GWSSCP=NO GWSSCP=YES
NCP
VTAM1 PCCU SUBAREA=1
VTAM8 PCCU NETID=NETA,SUBAREA=8

Figure 7-14. VTAM V3R2 PCCU Definition Statements

In Figure 7-14, VTAM Host #1 can activate the NCP because the NCP contains
an applicable PCCU statement:

VTAMI PCCU SUBAREA =1

If the PCCU statement were changed to:
VTAMI PCCU NETID = NETA,SUBAREA =1
NCP activation would fail.

For VI'AM Host #8, the PCCU statement can be coded with NETID as shown in
Figure 7-14, or without NETID.
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7.7 GW-Capability Compatibility PTF

Because VTAM V3R2 is using a new option, GWSSCP = YES or NO, to determine
gateway-capability and because V3R2 VTAM is always started with NETID, earlier
versions of VIAMs that have SSCP-to-SSCP sessions with VITAM V3R2s may
require a compatibility PTF. Without the PTF, pre-V3R2 VITAMs use NETID to
indicate and detect gateway-capability. Without the maintenance applied, VTAM
V3R2s may not properly detect gateway-capability of same-network pre-V3R2
VTAMs; additionally, without the maintenance all pre-V3R2 VTAMs detect all
V3R2 VTAMs as gateway-capable.

Following are examples of configurations in which the SNI gateway compatibility
PTF is requirced:

SSCP-SSCP
NETA . NETB

VTAM1 . VTAM2

GWSSCP . non-GW

V3R1.1 . V3R2
NETID=NETA . NETID=NETB
GWCTL=SHR . GWSSCP=NO

GWNCP
Figure 7-15. GW-VTAM V3RI1.1 in Cross-Net Session with Non-GW VTAM V3R2

Figure 7-15 shows an example of a VTAM V3R1.1 gateway SSCP with a cross-
network session with a VITAM V3R2 non-gateway system. Without the mainte-
nance applied, the VITAM V3RI1.1 system assumes the V3R2 system to be a
gateway because NETID is coded in the start options of VIAM2. With
GWCTL=SHR coded on VTAM1’s PCCU statement, VTAM1 will only perform
part of the SNI session setup for session initiation requests originating in NETA,
expecting VITAM2 to share responsibility for session setup. The session setup will
fail because VTAM2 is not a gateway SSCP. In this configuration, for sessions
originating in NETB, VTAMI1 will perform the gateway functions with or without
the maintenance applied.

The PTF is also required to prevent VIAMI from sending session initiation
requests for resources not located at VTAM2 to VTAM2, expecting VTAM?2 to
reroute them. These session initiation requests will be rejected by VTAM?2 because
VTAM?2 is not gateway-capable and cannot reroute the requests.
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SSCP-SSCP SSCP-SSCP .
VTAM1 . VTAM2 VTAM3 .
. GHSSCP |——| GusSCP .
. V3RI.1 V3R2 .
|— GUNCP ]—J ' l— GUNCP ]
NETA . NETB - ONETC

Figure 7-16. Same network GWSSCP VTAM V3RI1.1 and VTAM V3R2

Figure 7-16 illustrates another problem that could occur without the PTF installed.
Figure 7-16 shows an example of a VTAM V3R 1.1 system and V3R2 system in the
same network where both VIAMs are gateway-SSCPs. Without the PTF on
VTAM2, VTAM3 will think that VTAM2 is NOT a gateway-SSCP. Session initi-

~ ation requests originating in NETC or at VTAM3, known to involve resources in

NETA will fail. This is because VTAM3 will not send session initiation requests
involving resources in NETA to VIAM?2 because VTAM3 believes VITAM?2 to be
incapable of rerouting them.

SSCP-SSCP

SSCP-SSCP

VTAM1

_

NETA

L

VTAM2 VTAM3
GWSSCP ——| APPL
V3R1.1 V3R2

GWNCP °:! —l

NETB

Figure 7-17. Same network GWSSCP VTAM V3R1.1 and VTAM V3R2 Application Host

Figure 7-17 illustrates another problem that could occur without the needed mainte-
nance installed on VTAM?2. If the application program, APPL, running at
VTAM3, tries to initiate sessions with resources known to exist in NETA, the
session requests will fail. Because VITAM3 does NOT believe VIAM2 to be
gateway-capable, VITAM3 will not send VTAM2 session requests involving
resources known to be in another network.
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Applications might initiate session requests for a varety of reasons. First, the
request might be for an application-to-application session. Second, the application
might have some devices it automatically acquires. Third, with applications such as
TSO, the logon from terminal results in a CLSDST PASS and TSO then issuing a
sesston initiation request with the destination logical unit being the terminal. With
CLSDST PASS, the origin logical unit (OLU) - destination logical unit (DLU) roles
become reversed. The OLU, terminal logging on, becomes the DLU after the
CLSDST PASS is 1ssued. Therefore, if a user in NETA logged on to APPL (TSO)
in Figure 7-17 on page 7-20, the session would fail. After the CLSDST PASS
occurred, the TSO application at VTAM3 would issue a request for a session with
the NETA user. VITAMS3 would not send the session initiation request to VIAM2,
believing VIAM2 incapable of rerouting, unless the maintenance were installed at
VTAM2.
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7.8 VTAM V3R2 GWCTL=SHR Enhancement

One of the configuration options with SNI is to have two gateway VI AMs which
share responsibility of cross-network session setup in conjunction with one gateway
NCP. This type of configuration is illustrated in Figure 7-18. When the PCCU
macros within the gateway NCP for two gateway VI AMs in two different networks
contain the GWCTL = SHR statement, the gateway VT AMs share responsibility for
cross-network session setup. These responsibilities include establishing alias and real
addresses, alias and real names, and virtual routes for cross-network sessions.

VTAM Version 3 Release 2 is enhanced in the shared control environment in order
to avoid a problem that occurred in some cases with previous releases of VTAM. .
The problem that could occur is that if the gateway VITAM on the destination
logical unit (DLU) side had not yet activated the gateway NCP, session setup would
fail. Even though the gateway VTAM on the origin logical unit (OLU) side was
completely capable of performing the session setup, since GWCTL=SHR was
coded, session setup would fail if the DLU side gateway VTAM had not activated
the gateway NCP.

Using Figure 7-18 as an example, with VTAM V3R1.1 and earlier releases, if LU1
logged on to APPL, and VTAMS had not yet activated the GWNCP, the session
setup would fail. With VTAM V3R2 and the same example of LUI logging on to
APPL, upon receiving an error because VIAMS8 had not yet activated the
GWNCP, VTAM?2 performs all functions needed for the cross-network session
setup.

NETA

NETB

lSSCP-SSCPl l SSCP-SSCP l l SSCP-SSCP l

VTAM1 VTAM2 . VTAM8 VTAM9
IMS —| GWSSCP . GWSSCP APPL
‘ GWCNTL=SHR * |GWCNTL=SHR l
NCP GWNCP —| NCP
Lu1 .

Figure 7-18. VTAM V3R2 GWCTL=SHR Example

7.9 MODIFY CDRM,IMMEDIATE and VERIFY OWNER

Because of some of the characteristics of T2.1 nodes and independent LUs, VTAM
V3R2 contains enhanced function for the MODIFY CDRM command, and a new
function called “owner verification.” In the past, the only type of logical unit that
was capable of more than one session simultaneously was a VITAM application
program. With VTAM application programs, when the owning VTAM goes down,
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all sessions end, and the application program is restarted with a new owning
VTAM.

With VTAM V3R2 and support for independent logical units in Type 2.1 nodes,
logical units in peripheral nodes can have multiple sessions and when the owning
VTAM goes down, a backup VTAM can gain ownership of the peripheral node and
logical unit without disrupting existing sessions. In order to facilitate changes in
VTAM ownership of independent logical units, two new functions were added to
VTAM V3R2, the IMMEDIATE operand on the MODIFY CDRM command and
the VFYOWNER = YES|NO operand on the CDRSC definition statement.

NETA NETB

SSCP-SSCP SSCP-SSCP SSCP-SSCP

l

RN

VTAM1 VTAM2 . VTAM8 VTAM9
—| GWSSCP .
NCP GWNCP- —| NCP
S36A . S368
VTAM 1: .

VBUILD TYPE=CDRSC
NETB NETWORK NETID=NETB
S36B CDRSC CDRM=VTAM9,VFYOWNER=NO

VTAM2:

NETB NETWORK NETID=NETB
S36B CDRSC CDRM=VTAM9,VFYOUNER=NO

VBUILD TYPE=CDRSC

Figure 7-19. VTAM V3R2 MODIFY CDRM,I and VFYOWNER

Using Figure 7-19 as an example, assume that a session has been established
between S/36A and S/36B. S/36B’s owning VITAM, VTAMO, is lost and owner-
ship of S/36B is taken over by VTAMS. Through the loss of the owning VITAM
and takeover by the backup VTAM, the session between S/36A and S/36B con-
tinues. If S/36A wants to initiate a subsequent session with S/36B, the operator at
VTAMI must issue a MODIFY CDRM for S§/36B in order to change the owner to
VTAMS. If the MODIFY CDRM command were not performed, the session
setup would fail at VTAMS. The failure would occur because the CDINIT to ini-
tiate the session carries both the name of the resource (S/36B) and the CDRM
owner (VTAM9 as coded on the CDRM= operand of the S/36B CDRSC defi-
nition statement in VTAM]1). The CDRM is carried in the CDINIT because S/36B
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is defined as a real resource. Although S/36B is now owned by VTAMS, since the
CDRM name carried in the CDINIT is VTAMY, the session setup request would
fail at VTAMS.

Since there is an existing session between the S/36s, the new IMMEDIATE operand
is necessary on the MODIFY CDRM command. With VITAM V3R1.1 and earlier,
a MODIFY CDRM does not take effect until all sessions are terminated. The
IMMEDIATE operand allows a VTAM operator to change the CDRM owner of a
CDRSC immediately without disrupting existing sessions. In the example, if S/36A
needed to start a second session with S/36B after S/36B had been taken over by
VTAMS, the operator at VTAMI must issue the command: '

“MODIFY NET,CDRM=VTAMS,ID=S/36B,IMMEDIATE.”

NOTE: There are PTFs available for pre-V3R2 VT AMs to allow them to have the
MODIFY CDRM,IMMEDIATE function. See the Software Compatibility section
of this manual for moré information on the maintenance.

The purpose of the new function, owner verification,is so the operator at the inter-
mediate VITAM (the gateway, VIAM?2) does NOT have to issue the MODIFY
command. Since the CDRSC for S/36B is coded at VTAM2 with
VFYOWNER = NO, if a second session with S/36B was initiated by S/36A, the
operator at VITAM2 would not have to issue the MODIFY command. Assume
that S/36B has been taken over by VIAMS, and that the VTAMI operator has
issued the MODIFY CDRM command. The CDINIT for S/36B would carry
VTAMS as the owner, but the S/36B CDRSC definition at VTAM?2 is coded with
VTAMSY as the CDRM. Since VFYOWNER=NO is specified on the S/36B
CDRSC, VTAM2 will replace the owner as VITAMS during the session setup.

Additionally, assuming there was an existing session between S/36A and S/36B, that
S/36B had been taken over by VTAMS, and that the MODIFY CDRM had not
been performed at VITAMI, if S/36B initiated a session with S/36A, it would
succeed since VFYOWNER = NO is coded on the CDRSC definition at VTAMI.

VFYOWNER = YES|NO can only be coded on a CDRSC definition of a REAL
resource (one following a network statement) that also has the CDRM= operand
coded. All other types of CDRSCs--

e Dynamic CDRSCs,

* CDRSC:s for alias resources,

* CDRSCs with no CDRM = operand coded
default to VFYOWNER = NO.

CDRSCs with VFYOWNER =YES coded will cause session setup to fail if the
CDRM owner is changed unless the operator issues a MODIFY CDRM command.
Using Figure 7-19 on page 7-23 as an example, if VFYOWNER = YES was coded
at VTAMI and VTAM2, and if S/36B was taken over by VTAMS, subsequent
session setups would fail. If S/36B tried to initiate a session with VTAMI1, VTAMI1
would fail the setup because the owner is different than that coded on the CDRSC.
If VTAMI issued the MODIFY CDRM command and changed the CDRM to
VTAMS, a session setup originating with S/36A would fail at VTAM2 because
VFYOWNER = YES is coded for S/36B.
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7.10 Parameter Changes in NCP V4R3 and NCP V5R2

NETID is a required parameter in the BUILD definition statement in NCP V4R3,
NCP V5R1, and NCP V5R2. The coding of NETID no longer causes SNI code to
be included during the NCP generation-- it is the coding of HSBPOOL that causes
SNI code to be included.

With these NCPs, channel adapters can be coded using a new method. The new
method is to code a GROUP, LINE, and PU statement with LNCTL = CA to rep-
resent the channel adapter, rather than CA= on the BUILD statement. For SNI, it
is necessary to indicate the NETID of the node connected to the channel adapter.
With previous NCPs, this was done with a CANETID = statement. With the new
type of channel definitions, the NETID of the node connected to the channel
adapter can be coded on the GROUP, LINE or PU statement representing the
channel adapter.

See Section 7.6 for considerations for coding NETID in the PCCU definition for
use with VTAM V3R2.

711 Alias Name Translation Facility Enhancement

With levels of VTAM prior to V3R2, the Netview Alias Name Translation Facility,
if active, is always called to see if translation is needed for the OLU name, the DLU
name, the COS entry name, and the Logmode Entry name. An enhancement in
VTAM V3R2 is that the VTAM Constants Module (ISTRACON) contains bits
that may be set to tell VTAM to call the Netview Alias Name Translation Facility
for a specific purpose. Bits may be to set to specify only calling the Alias Facility
for the following purposes:

* LU alias names

* LU real names

* CDRM names

* COS entry names

» Logmode entry names

7.12 Dynamic Adjacent SSCPs

A new function called “Dynamic Adjacent SSCPs” is being provided for VTAM
V3R2 users via PTF. This new function is packaged along with the USERVAR
management PTF described in Ivory Letter 288-505. The APARs associated with
this maintenance are:

« OY16021 VTAM V3R2 for MVS/XA available March 1989
+ 0Y16022 VTAM V3R2 for MVS/370 available March 1989
¢ VM33000 VTAM V3R2 for VM & VM/9370 available June 1989
+ DY37697 VTAM V3R2 for VSE available September 1989
After installation of the maintenance, users of VTAM are not required to define an

Adjacent SSCP table. A new start option, DYNASSCP, directs VTAM whether or
not to build lists of adjacent SSCPs dynamically. If DYNASSCP=YES is coded,
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and an appropriate adjacent SSCP list is not found for a session initiation request,
VTAM will route the session initiation request to other CDRMs with which
VTAM has an SSCP-t0-SSCP session. VTAM constructs this “dynamic” list of
SSCPs in the order in which the SSCP-t0-SSCP sessions become active.

DYNASSCP = YES is the default.

If an appropriate adjacent SSCP list is found, VTAM uses the defined list rather
than building a “dynamic” one. An appropriate adjacent SSCP list is the default list
for all networks, or a specific list of adjacent SSCPs for an external network if the
targeted resource is known to exist in that network. For example, a session initi-
ation request involving a resource for which no network information is known is
routed using a dynamically built adjacent SSCP list if no default adjacent SSCP list
has been defined.

Additionally, the Session Management Exit Adjacent SSCP Selection Function can
be used to reorder or shorten a dynamically built adjacent SSCP list.

Users with simple networks may wish to take advantage of the Dynamic Adjacent
SSCP function because it simplifies the definitions required for VTAM. Users with
more complex networks, where it is important to define lists for performance
reasons, should continue to define Adjacent SSCP Tables. Users considering imple-
menting “Dynamic Adjacent SSCPs” should keep in mind performance implications
of routing to all CDRMs with which there is an SSCP-to-SSCP session. For
example, if a cross-net SSCP-to-SSCP session is active before a same-net
SSCP-to-SSCP session, VIAM sends session initiation requests to the cross-net
SSCP before it sends to the same-net SSCP.
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Following is a copy of the PTF cover letter for this new function:
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7.12.1 Dynamic Adjacent SSCP Table Function

VTAM Version 3 Release 2

It 1s possible that this material may contain reference to, or information about, IBM
products (machines and programs), programming, or services that are not
announced in your country. Such references or information must not be construed
to mean that IBM intends to announce such products, programming, or services in
your country.

Comments, suggestions, or questions about this document should be addressed to:
IBM Corporation, Department E15, P.O. Box 12195, Research Tnangle Park, NC
27709, USA. IBM may use or distribute any of the information you supply in any
way it believes appropriate without incurring any obligation to you. .

This cover letter is intended to help you plan for, install and use the new Dynamic
Adjacent SSCP Table function. It does not contain any programming interfaces.
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With the dynamic adjacent SSCP table function, you are no longer required to code
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