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PART 4
CHAPTER 1
ARITHMETIC COMPONENTS
1. l 'LOGICAL CIRCUITS
” l 1.1 General |
| ‘The three 1ogical operations AND, OR and NOT are introduced

in Part 2, Chapter 3. The operations may be characterized in
terms of binary numbers as follows:

x ,...,x are applied

N 2’73 n
to the input terminals of an AND block. Then if each of these

‘a. Assume that a number of inputs xl,x

inputs»is 1, the output of the block is 1. If, on the other
hand, any of the inputs 1s 0, the output of the block s 0.

b. Assume that a number of inputs X1,% ,x3,....,xn are
fyapplied to the input terminals of an OR block. Then; 1f any of
these inputs is 1, the output of the block,is l.“If all the
inputs are 0 then the output is 0. N o

c. Assume that an input x, 1is applied to the input terminal
of . a NOT block. Then, if x is 1, the output is 0. On the
 other hand if x is 0 the output is 1. |
Circuits which perform ‘the AND and OR functions are pre-
| sented in this section. A NOT circuit isn't developed. However,
a study of the flip flop circuit developed in the following
section (Section 1.2) reveals ‘that a NOT function can be ob-
tained from this circuit by proper choice of output terminals._
The inverter, which is presented in Chapter 3 of this Part

also performs the NOT function.
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1.1.2 Positive and Negative Logic

In the logical circuits developed in this chapter, 1's
and O's are represented either by steady-state voltage levels
or by the presence or absence of pulses at particular instants.
The representation of a 1 by a positive voltage‘level and a 0
by a negative voltage level is defined as positive logic. Also,
>.the representation of a 1 by a positive pulse appearing at a
| particular instant, or cf a 0 by the absence of a pulse at that
instant 1s defined as positive logic. On the other hand, the
representation of a 0 by a'pcsitive voltage level and a 1 by a
negative 901tage level,_or the representation of a O by a posi-
tive pulse appearing at a particular instant or of a 1 by the
absence of a pulse at that instant 1s defined as negative logic.
Unless otherwise specified pecsitive logic 1s assumed in the
discussion which follows.

1.1.3 AND Circuits

An AND circuit emnloying a twin troide 1s 111ustrated in
Figure 4-1. The two sectlons of the tube share a common plate
1oad resistor and a common cathode supply. The grid of each
section of the tube is returned to ground through a resistor
Since the cathode supply is negative with respect to ground,
plate current 1s drawn through both sections of the tube in the
absence of an 1nput to elther grid. Inputq to the grids are
’applied through phase -inverting input transformers. A positive
’pulse applied to the 1nput of elther section thus appears as a
negative pulse on the grid of the section causing the section

to be cut off. However, the plate and battery supplies and
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plate load resistance are so chosen that either section of the
tube alone 1is capable of drawing approximately the same magnitude
of current as can be drawn by both sections conducting simul-
taneously. Thus, an input applied to one sectioh'of the tube,
causingythat_Section to be cut off, has a negligible effect on

| the total current through the circuit and therefore the voltage
drop through the plate load is only slightly affected. If, on
the other hand, both sections of the tube are simultaneously cut
off (by the simultaneous appearance of input pulses on both in-
put lines) then the plate voltage rises to the level of the plate
supply, producing a positive pulse on the output line. In terms
of positive logic, then, the circuit performs the AND functiong
that 1s, a 1 appears at the output 1f and only if 1l's are applied
to both inputs simultaneously.

An AND circult employing a single multi—grid tube is 1llus-
trated in Figure 4-2. Both grids are biased negatively with
respect to the cathode so ﬁhat the tube 1s normally cut off.

A positive signal applied to either one of the grids is not
sufficlient to cause conduction through the tube. However, 1if

- positive pulses appear simultaneously at both inputs, the tube
conducts, causing a voltage drop through the plate load. The
resultant negative signal at the plate 1s coupled through a
capacitor and a phase-inverting output transformer so that it
appears as a positive pulse on the output line. Thus, in terms
of positive logic, the circuit performs the AND function; that
is, a 1 appears at the output if and only if 1's are simul-

- taneously applied to both inputs.
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The AND circuits of Figures 4-1 and 4-2 are RC coupled.
- Thus they supply transient outputs in response to transient in-
putg. An entirely different kind of AND circuit is illustrated
in Figure 4-3. This circuit comprises two dilodes and a dropping
presistor. If both of the inputs are positiveé (1's), then the
output is positive (1). However, if either of the 1nputs 1is
negative (0), current is drawn through the dropping resistor
and through the corresponding diode. Since the forward resis-
tance of the diode is small compared to the dropping resistance,
the output falls virtually to the level of the negative input
(0). Current from the positive input terminal is blocked by the
associated diode. 1If both inputs are negative, current is drawn
through both diodes and the effect is the same. This circult,
therefore, is capable of generating a steady-state AND output
in response to steady-state inputs.

1.1.4 OR Circuits |

As noted above, the circuits of Figure 4-1 through 4-3 are
defined in terms of positive logic as AND circuits. It should
be understood that in terms of negative logic they are OR cir-
cults. For example, in terms of negative logic, the circuit
of Figure 4-3 generates a steady-state 1 output (negative voltage
level) in response to a steady-state 1 input (negative voltage
level) on either of its input lines,

A diode network whiéh functions as a positive OR circuit
is shown in Figure 4-4, Comparing this network with the circult
of Figure 4-3, 1t can be seen that the direction of the dlodes
has been reversed and that, moreover, the polarity of the re-

ference voltage applied to the dropping resistor has been re-
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versed. If a 1 (positive voltage level) appears on either
‘of the input lines, then a 1 (positve voltage level) appears
on the output line. This follows from the fact that a positive
voltage on either of the input lines causes current to flow be-
tween the input terminal and the reference supply. Since the
forward resistance of the diodes 1s very small with respect to
the dropping resistor, the output terminal 1s raised to essen-
tially the potential of the input terminal. If both input
terminals are positive, the effect 1s substantially the same.
If both input terminals are negative, no current flows through
either diode and the output terminal assumes the potential of
the reference supply (i.e. a negative potential). Thus the
circuit satisfies the definition of the OR function. It should
" be understood that in terms of negative logic, the circult of
Figure U4-4 is an AND circuilt Just as the circuit of Figure 4.3
is an OR circuit.
-1.,1.5 Adders, Subtréétors-and Multipliers

The AND and OR circuits discussed in the preceding sections
provide the means for ilmplementing the blocks of the‘half-adders,
full-adders, multipliers and so on that were discussed 1in block
form in Chapter 3 of Part 2. However, there is more to these
combinationsfthan'JUSt'the-logical circuits. The diode AND and
OR circults for example are passive elements, that is they dissi-
pate rather than generate power. This implies the need for
amplifiers to be used 1n’conJunction’w1th them. The dual triode
and multi-grid logical circuilts are active elements; however,

their transient action implies the need for subsidiary timing
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clrcultry. The voltage and power amplification circuité that
- ar2 required for use in conjunction with passive elements are
discussed in Chapter 3 of this Part. A timing and ordering
circuit is presented in the succeeding section. Timing is con-
Sidered in more general terms in Part 5.
1.2.- FLIP-FLOP CIRCUITS
l1.2.1. General~

The flip-flop is a bi-stable multivibrator; i.e. it is a
circuit which has two stable states. This implies that an
external input signal is required to drive it from one state
~ to the other. The basic circuit which is shown in Figure 4-5,
comprises two vacuum tubes (or two tube sections in a single
envelope) and its stable states are characterized by the con-
dition that one of the tubes 1is cut off and other is conducting.
By associating one of the stable states of a flip-flop with 1
and‘the other with O, the circuit can be employed to provide
representation of a single binary digit or bit. A group of
flip-flops, each one associated with a particular order of

20, 21, 22 etc.), can be used to represent

significance (i.e,
a binary number.
‘Such a group 1s called a register. The condition Qf a
flip-flop can be sensed in terms of the voltage levels at the
- plates of either one or both of its tubes. For example, i1f the
condition'characterized by tube vl cut off and tube v2vcondu¢ting
1s associated with a 1; then a positive voltage at the plate of
Vl or a negative voltage at the plate of V2~1s interpreted as
a1, while a positive voltage at the plate of V2 or a negative

\
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voltage at the plate of V1 is iInterpreted as a 0. This
corresponds to the fact that the plate voltage of a tube is
lowered when it conducts, by virtue of the voltage drop through
the plate load resistance. Thus the terms positive and negative
are used above in the relative sense, that is the two voltage

- levels are positive and negative with respect to each other,

but not necessarily with respect to ground.

As already noted, the two stable states of the flip-flop
are characterized by the conditlon that one tﬁbe,is conducting
and the other tube 1s cut off. 1In order to make the condition
characterized by both(tubés conducting and unstable one, the
plate of each tube 18 coupled to the grid of the other tube as
'shown in Figure 4-5,.

To understand the operation of the circuit, assume that
V1 1s conducting,and.ve is cut off. Assume further that a
negative input pulse 1s applied (through the Set input) to
the grid of V1. This_causes a decrease in the plate current
through V1 which appears as an inérease of potential on the plate
of the tube. This positive going signal 1s capacitively coupled
to the grid of V2 allowing V2 to conduct. As plate current
.starts to flow through V2, the plate potential of the tube de-
creases. This negative going signal is capacitively coupled to
the grid of V1 where 1t causes a further decrease in the plate
current. In the 1limit, this unstable condition causes V1l to be
driven-to cut off. If, now, a negative signal is applied fo the
grid of V1 1t will have no effect since the tube is already cut

off. If, on the other hand, a negative signal 1s appllied to the

DC1.TC.4.1.7



SET

. OUTPUT

§ -~
» -

®——O DUTPUT

r CRy
CLEAR
°
CR,

T

=

= - = ¢-
COMPLEMENT

Figure 4-6



grid of V2, the circuilt will pass through the condition of
instabllity described above and will arrive/at the opposite
stable condition (1.e. V1 conducting and V2 cut off). Thus
the circuit can be driven back and forth between its two stable
states by applying a negative pulse first to the grid of one
tube and then to the grid of the other. An alternative method
of driving the circuit back and forth between its two stable
states 1s to use only one of the input grids but to alternate
the polarity of the input signal applied to that grid. Assume
for example, that V1 isrconducting. The application of a nega-
tive pulse to its grid will reverse the state of the circuit
a8 noted above. Thus V1 will be driven to cut-off. If, now,
a positive signal 1is applied to the gfid of V1 the circuit will
be driven through the condition of instabillity to 1ts opposite
stablé state; that 1s to say, the application of a positive
pulse to the tube which 18 cut off is equivalent to the appli-
cation of a negative pulse to the grid of the tube which is
conducting.
1.2.2. Set, Clear and Complement Inputs

A flip-flop circuit with three input terminals is shown in
Figure 4-6. This circuit is designed to accept only positive
input pulses. However these pulses are coupled to the grids
of the tubes through input transformers which provide a phase
inversion. Thus the pulses applied to the grids are always
negative. It is assumed that for the circuit of Figure 4-6,
‘the state in which V1 is cut off and V2 1s conducting represents
-a 1. With this convention established, the three input terminals

DC1.TC.%4.1.8



‘can be defined as the Set, Clear and Complement inputs.:

A positive pulse applied to the Set input of the circuit
passes through diode CRI and appears across the primary of
transformer T2. This causes a negative pulse to appear at the
" grid of V1. The pulse applied to the Set line 1s blocked by
dlode CR2"so that it does not reach the primary of transformer
Tl which 18 the input transformer for the other slde of the cir-
cuit. Thﬁs a positive pulse appllied to the Set line reverses
“the state of the Flip-flop if and only if it 1s storing a o, that
is if and only 1f V1 1is conducting. Just the opposite is true,
if a positive pulse is applied to the Clear input of the circuit.
This pulse reaches Iinput transformer Tl through CR3 but is
blocked from reaching input transformer T2 by CR4. Thus, it
causes a negative pulse to appear on the grid ofrV2 (by virtue
of the phase inversion through Tl1) so that the state of the
circuit is reversed,if'andkonly if it 1s storing a 1, that is 1if
and only 1f V2 1s conducting.

A positive pulse applied to the Complement input of the
circuit 1s passed by diode CR2 and by diode CR4 so that it
appears across the primary windings of both Tl and T2. Thus
negative pulses appear simultaneously on both grids. The nega-
tive pulse arriving at the grid of the tube which 1s cut off
~has no effect; however the negative pulse arriving at the grid
of the tube which 1s conducting causes the circult to reverse
its state regardless of which state it is in.: This corresponds

to the rule given in Part 2 for forming the 1's .complement of
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a binary number, i.e. change all 0's of the number to 1l's
and all 1's of the number to O's.
1.2.3 1 and 0 Outputs

As already noted, the condition of a flip-flop can be
sensed in terms of the voltage levels on the grids of either
one or both of its tubes. FOr the circuit of Figure 4-6, a
positive voltage on the plate of V1 or a negative voltage on
the plate of V2 indicates that the circuilt 1is storing a 1,
hhile the reverse conditions indicate that the circuit is stor-
ing a 0. 1In terms of the conventions concerning polarity of
logic which are introduced in Section 1.1.2 of this Part, the
output from V]l represents the contents of the circuilt in terms
of positive logic while the output from V2 represents the
contents of the circult in terms of negative logic. The positive

logic output line 1is called the 1 output while the negative logic

output line 18 called the O output.

Sometimes only one of the output lines of a flip-flop 13
used. This 1s called siﬂgle line transfer. Sometimes, on the
other hand, both lines are used. This 1is called double 1line
transfer.

1.2.4, Registers
1.2.4.1 General

As noted above, a group of flip-flops used to store the

.bits of a single number are called a register. Each flip-flop
- in a reglster 1s associated with a particular order or column.

. In a computer using flip-flop registers, all kinds of essen-

tially non-numeric as well as numeric information 1s represented
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by binary codes. Thus a unit of information is usually called
a word rather than a number, in order to indicate that it may
represent either a number of an item of non-numeric information.
In order to conform to this convention it can be stated that
each register 1s associated with a bit position of a word
‘rather than with an order of a number. However, when dis-
cussing operations upon numbers, it is more convenient to

- speak in terms of numbers and orders.

The bi-stable character of the flip-flop circuit makes it
capable of storing a single bit of information. For example,
when a positive pulse 1s applied to the Set input of the circuit
of Figure 4-6, the circult is driven to the state representing
l, if it 18 not already in that state, and remains in that state
(1.e. stores a 1) until it receives a pulse on its Clear or
Complement input, the simplest register is a storage register.
Here, a flip-flop 1is provided for each required bit position
as shown in Figure 4-7. In/order to write a word into the
register, a positive pulse is applied to the Set input of each
flip-flop which is to store a 1 and to the Clear input of each
flip-flop which 1s to store a 0. Another way to write into a
registerbis first to clear each flip-flop and then to apply in-
puts to the Set lines of those flip-flops which are to hold 1's.
This is the method employed when single line transfer of infor-
mation into the flip-flop is desired.

If suitable interconnections are provided between the flip-

flops of a single register, the register can be used to perform

) DCl-TC.u .1.11
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counting and shifting functions in addition to the séorage |
function. Counting and shifting registers are discussed in
the succeeding sectlons.

1.2.4.2 Counting Registers

A binary counting register is shown in Figure 4-8. Here,
each of the blocks marked FF is assumed to be a flip-flop /
circuit such as is illustrated in Filgurs %.5.

Each of the blocks marked GT 18 a gate tube. Gate tubes
are discussed in some detail in Section 1.3 of this Part.
However, in order to understand the action of the counter it
is necessary only to understand that a géte will pass a posi-
tive pulse 1f and only if it 1s recelving a steady-state posi-
tive signal at the instant when the positive pulse arrives.
Since each gate in the counting register 1s connected to the 1
output of a flip-flop, this means that i1t will pass a positive‘
pulse only if the contents of the flip-flop at the instant that
the pulse arrives is a 1.

The counting input to each of the flip-flops of the register
is to 1ts complement input line. Assume that each of the flip-
flops of the register 1is in the O condition (i.e. that the re-
gister 1is storing 0000). Then a positive pulse applied to the
input pulse line appears simultaneously at the complement input
of the 20 flip-flop:and at the pulse 1nput of the #1 gate. Since,
at the 1lnstant when the pulse arrives, the flip-flop is storing
a 0, the pulse 1is not passed through the gate. However, it does
cause the 20 flip-flop to reverse its state (1.e. to store a 1).

When a second pulse appears on the input pulse line, it 1s passed

by gate #1, since the 20 flip-flop is storing a 1 at the instant
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when the pulse arrives. Thus the second pulse reaches simul-
taneously the #2 gate and the complement input line of the 21
" flip-flop. Since the 21 flip-flop is storing a O at the instant
when the pulse arrives, the pulse does not pass through the #2
gate. However, it does cause the ol flip-flop to reverse 1its
state. Since the 20 flip-flop complement input line recelves
‘every input pulse directly, it also reverses its state. Thus,
after the second pulse, the condition of the register is 0010
which is bimary two. A third pulse 1is not passed by gate #1,
since the 2V flip-flop 1s storlng‘a 0 at the instant when it
" arrives. Thus, the third pulse merely reverses the state of the
2O flip-flop. The condition of the register is now 0011l which
is binary three. A fourth pulsé 1s passed by both gate #1 and
gate #2 and thus reverses the state of the first three flip-floﬁs.
The condition of the register is now 0100 whi h is biﬁary four.
The count continues in this manner until the register is storing
1111 which 1is binary fifteen. When the sixteenth 1nput‘pulse
arrives it 1s passed by all three gates so that it reverses the
state of all four registers; that is, the count is returned to
0. Thus the register is a modula 24 binary counter that is, it
can store any of the dictinct numbers 0000 thr0ugh,1111.

The register can be cleared (that is, made to store 0000)
at any time by applying a pulse to the clear pulse line. This
line 1is connected to the Clear input of each flip-flop. Thus,
each flip-flop is driven to its O state (if it 1s not already in

that state) when a pulse appears on the clear pulse line.

DC1.TC.4.1.13



1.2.4.3 Shifting Reglsters

As discussed 1n Part 2, Chapter 3, a shift left operation
in terms of blnary arithmetic corresponds to a multiplication by
two while a shift right operation corresponds to a division by
two., These operatlions are required as a part of the routines
connected with more general multiplication ard division opera-
tions.

A reglster capable of providing a shift tothe‘left is
1llustrated in Figure 4-9, The 1 and O outputs of each flip-
flop of this register are coupled to the Set and Clear 1nputs
respectively of the flip-flop on the left through gate tubes.
If the 20 order flip~flop is storing a 1 when the shift pulse
1s applied, a pulse is passed to the Set input of the 21 fiip-
flop. On the other hand, if the 20 order flip-flop 1s storing
a 0, then a pulse 1s passed to the Clear input of the 21 flip-
flop. Thus, the bit initially held in the 20 flip-flop'is
shifted to the 21 flinflop. Subtituting 2" for 20 ang 2" 4
1l for 21,“£he above remarks can be generallzed to apply to any
two flip-flops of the register. Thus the reglster of Figure
4.9 performs a shift left operation for each shift pulse 1t re-
celves. Notice that the shift pulse 1s applied directly to the

O order must contain O after a shift left

reset input of the 2
has been performed. It 1is also possible to connect the circuit
so as to shift the bit 1n1t1a11y held in the left;hand flip-flop
into the,2° flip-flop. This is called a cycling operation.

A register which shifts right rather than left can be formed
by connecting the outputs of each flip-flop to the inputs of the
flinflop on its right rather than the flip-flop on 1its left.

The connection 1s made through gate tubes Jjust as in the case of

the left shift register. For this register a shift right occurs

h ' . k
each time a pulse 1s received DC1.TC.4.1.14
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The register of Figure 4-9 provides a simultaneous shift
of the contents of each flip-flop to the flip-flop on its
left in response to a shift pulse. Another type of shift,
called ripple shift 1s illustrated by the register shown in
Figure 4-10. The particular register shown in this:fligure
happens to provide a shift to the right rather than to the
left. However, ripple shift register like simultaneous shift
register can be designed to provide a shift in either direction.
The ripple shift proceeds as follows: The shift signal 1s
applied only to the gates between the two input lines of the 20
f1ip-flop and the output lines of the 2l flip-flop. Thus, a
pulse 1s passed onto one input line or the other of the~2o
flip-flop (depending upon whether the 21 flip-flop 18 storing
a 1l or a 0)., This shifts the contents of the 2l f11p-flop to
the 20 flip-flop. At the same time, fegardless of which input
line of the 20 flip-flop the pulse appears on, it 1is applied to
. the input of an OR circuit whose‘output provides a shifting pulse
to the gates between the input lines of the~21vf11p-flop and
the output lines of the 22 flip-flop. As a result of this, the
_contents of the 22 flip-flop is shifted to the 2l f11p-fiop.
The pulse on the input line of the 21 flip-flop, in turn, is
applied through an OR circuit to the gates between the input
lines of the 22 flip-flop and the output lines of the 23 flip-
flop. Thus the shift right pulse is said to ripple through the
register from right to left, each flip-flop receiving the contents

of the flip-flop on the left an instant after'its.own~contenfs

DC1.TC.4.1.15
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have been transferred to the flip-flop on its right,.

It may appear that the simulténeous shift saves time,
However, it turns out that, in certain situations, the ripple
shift 1s the faster of the two. This results from the fact that
a ripple shift can be initiated at the same time that some other
signal (such as a carry signal) is propogating through the regis-
ter. A simultaneous shift, on the other hand, cannot be initiated
“until all transient effects of a previous signal have been allowed
time to die out.

- 1.3 GATE TUBE

Gate tubes are required to operate the shift register of the
preceding section. As noted, their function in this application
is to connect the 6utputs-of each flip-flop in a register to the
flip-flop on the left (or on the right depending upon the type of
‘ Shift required) in response to a shift pulse. It is by a variety
of command pulses such as this one that a computer executes instruc-
“tions. Thus, the execution of an instruction requires the setting
up of a specific set of signal paths. These paths may not be com-
- pleted simultaneously but may be specified in an ordered sequence,
The gate tube is the primary ‘electronic switch which 1s used to
complete specified signal paths. |

A pentode gate tube circuit is shown in Figure 4-11. The cir-
cult accepts one steady-state input which 1s directly coupled to
the screen grid of the tube and another transient input wﬁich is
RC-coupled to the control grid. The tube is biaséd sovthat it 1is
normally cut off. It conducts only if a positive transient input

is received at a time when the steady-state input is positive, The

DCl1.TC.4.1.16



transformer coupled output of the tube circuit produces a
positive pulse in response to the transient plate current
through the tube,

The gate tube is a special case of the AND circuilt.
Thus, assuming positive logic, it generates a 1 pulse at
its output only if it receives a 1 pulse AND a 1 level,
In a computer which uses diode AND and OR circuits, it is
important to be able to diStinguish a diode AND circuit
from a gate tube circuit when they‘are represented on block-
level diagrams, since the one provides steady&state logic .
and the other provides transient logic. For such a comﬁuter
the diode circuit is usually represented on blocﬁ diagrams by
the name AND while thé gate tube circuit recéives éoﬁe"such
designation as GT. This corresponds to the fact that it 1s
the diode circult which usually provides the AND functions re-
quired by adders, multipliers, etc., while the gate circuit
applications are more in the nature/of control functions such

as ordering and timing the occurrence of sequences of operations.

DC1.TC.4.1.17



PART U4
CHAPTER 2
STORAGE COMPONENTS

2.1 GENERAL , _

A,digitaldcomputer_provides problem solutions in a step-
by-step manner. Thus initial data, 1ntermed1atevresu1ts and
instructions defining the sequence of steps must be stored dur-
ing the course of a computation. ‘

Instructions and data, whether numeric or non-numeric in
character, are represented withiln a computer in essenpially
numeric form, Moreover, regardless of the number system upon
which a computer operates, the representation of numbers with-
in the computer can be inplemented by eséentiallv binary’de-
,vices. A decimal_digit, for example, can be represented by the
presence Qf a signal on a particular line. To represent a
‘decimal order,lthen, a_set_of ten such lines 1s required, corres-
ponding to the fact that the order may contain any one of the
digits O througth,‘:Noticg,,however,,that‘the presence or ab-
sence of any one of the digits is represenﬁed by a binary
phenomenon, that 1is, the pfesence or absence of a signal on the
‘nliné_associated with that digit. |

_‘A storage element, then,lmust have the.capability:to

'accept and‘retain either a 1 of a 0. Thus 1t must be capable
of assuming either one of two distingulshable and stable states,
Since speed of operation is a primary concern in computer opera-
tiop,_a»storage component,hust be capable of passing from one

stable state to the other almost instantaneously.
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The storage capability of flip-flop registers is dis-
cussed in Section 1.2 of the.préceding ch;bter. Thelir
description 1s included in Chapter 1 rather than here because
they perform important arithmetic functions in addition to
their storage function. o

| The types of storage devices discussed in this chapter
may be classified as magnetic, electro-static, sonic and
mechanical. They are discussed in that order in the follow-
ing sections,. |
2.2 MAGNETIC STORAGE

 2.2.1 General

The‘bperation of magnetic storage devices depends upon
‘the following properties of mégnetism which have been discussed
" in some detail in Chapter 2, Part 4, |

a. Certaihvso-calied magnetic materials become magnetized
when placéd in a strong magnetic field, and retain a high value
of remanent flux when the magnetizing field 1s removed. In some
cases, the remanent flux 1is not decreased substantially even when
the material 1s placed in a field opposite in polarity to the
original field and of half the original field intensity.

b; A magnetic field surrounds any conductor through which
current is flowing. When a conductor is wound to form a solenoid,
individual flux loopé are linked setting up a stronger magnetic
field than is formed around a straight conductor. The strength
of the field is a function of the number of turns of the solenoid
and of the‘amount'of current flow. If an iron core is inserted

in the solenoid, more flux lineé areilnked reSultihg in a stronger

DC1l.TC.%4.2,2



DIRECTION “OF
CURRENT FLOW

-
- P>
o =

o oo

\’.—
M —
. N~ P ~

FRINGING FLUX DIRECTION OF FLUX

Figure 4-12



magnetic field.

c. If a conductor is moved across a magnetic fleld so that
the lines of force of that field cut across the conductor, then
an emf is induced in the conductor. . If the conductor 1is part of
‘a closed electrical circuit, then current will flow in the cir-
cuilt in response to the induced emf.

2.2.2 Magnetic Writing

Figure 4-12 shows a magnetic circult comprising a rectan-
gular iron core with a solenoid wound on one leg and an air gap
in the opposite leg. When current 1s driven through the solenoid,
flux is set up in the core as shown in the figure. Notice that
flux passes through and fringes around the ailr gap. With a very
small gap, fringing flux 1s reduced to a minimum; However, as
the gap 1is enlarged, fringing flux spreads to coverglarger area.

If the gap in the rectangular core is placed adjacent to a
plece of magnetic material, fringing flux passes through the
magnetic material by virtue of the fact that it offers a lower
reluctance than the surrounding air. Thus the magnetic material
i1s placed in a strong magnetic field so that its molecules align
themselves to the lines of force of the field. If the material has
a squarish hysteresis‘loop characteristic, it retains the mag-
netism produced by the fringing flux even after the exclting
current producing that flux has been removed. Thus a magnetic
spot has been impressed or written on the magnetic material.

The direction of the flux in this spot or impression depends upon
the direction of the fringing flux around the air gap of the core.

Since the fringing flux can be revefsed by reversing the direction
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of current through the solenoid, impressions can be written on
a spot adjacent to the air gap in either one of two opposite
directions. Remanent flux in one direction can be interpreted
as a 1, while remanent flux in the other direction can be inter-
preted as a 0. Thus binary information can be written upon
localized spots of a magnetizable medium. A magnetic circult
such as that shown in Figure 4-12 is called a writing head when
1t 1s used to impress information upon a magnetic medium.
2.2.3 Magnetic Reading

In the preceding section it has been shown that a spot of
magnetism can be produced on a magnetic medium adjacent to an
ailr gap in a magnetic circuit. This magnetic circuit comprising
a rectangular core with an air gap in one leg and a solenoid
wound around the opposite leg 1s shown in Figure 4-12, Assume
- that this circult has been used to impress a state of magnetism
on an adjacent magnetic medium. Then this magnetized spot in
turn induces flux in the magnetic core and in the coil. However,
once established, this flux remains constant so that it does
not induce any voltage in the coll., On the other hand, 1f the
magnetized spot 1is moved relative to the magnetic circuit then
the flux in the coil varies in intensity, thus inducing a voltage
in the coil. As any particular magnetized spot approaches the
air gap, the field it produces in the magnetic circuilt expands
cutting across the coll in one direction; as the spot departs
from the air gap, the field contracts cutting across the coil
in the opposite direction. Thus a complete sine wave 6f voltage
1s induced in the coil as the spot approaches and departs from

the alr gap. The phase of this sine wave 1is a function of the
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polarity of the magnetized spot; that is, it depends upon
whethér the spot 1s magnetized in the direction which repre-
sents a 1 or in the direction which represents a O. The induced
voltage, then, provides a reading of the magnetic state of any
spot which passes the air gap. A magnetic circuit such as that
shown in Figure 4-12 1s called a reading head when it 1s used
to sense information stored on a magnetic medium. Notice, that
the passage of the magnetized spot past the air gap does not
affect the magnetic state of the spot. Thus, this manner of
reading from a magnetic medium 1is said to be nondestructive.
2.2.4% Magnetic Tape

Magnetic tape provides a convenient medium for the
long-term storage of large blocks of information. Information
1s precorded on the oxide-coated plastic tape in the form of
small magnetized areas, each areé containing one bit. A repro-
ducing head 1s usually placed in very close pr0x1m1ty to the tape
surface, and when a positive pulse is passed through the winding
of the magnetic head the molcules in the area are allgned in one
direction. This magnetic impression on the tape surface re-
presents the binary bit 1. If a negatlive pulse 1is passed through
the winding of the magnetic head than a magnetic impression is
recorded on the tape in a reversed direction. This represents
the binary bit O.

Three methods of magnetic tape recording are in use todaj.
They are as follows:

a. The perpendicular method which applies the magnetizing
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flux at right angles to the motion of the tape surface as
shown in Figure 4-13. One side of the tape has a north
polarity and thé other side a south polarity. Such a tape
is a permanent magnet in strip form.

b. The transverse method (Figure 4-14) in which the pole
pleces are placed at opposite edges of the tape rather than
perpendicular to its surface. One major difference between
transverse and perpendicular recording 1s the greater distance
between recording head poles in the transverse method. ,There-
fore, the transverse method requires a greater magnitude of
the modulating signal.

¢. The longitudinal method where magnetization is parallel
to the motion of the tape, as shown in Figure 4-15., This is the
method used today 1n most computer tape storage devices.

When a large quantity of information is to be stored, and
a relatively long time (seconds) for itsaccess 1s permissible,
then magnetic tape provides a reliable means for storage. As
many as slilx or more channels across a quarter-inch width of
tape, and 100 magnetized spots to an inch of length 1s a realiz-
able objective. Because tape may be of indefinite length and may
be easily loaded onto and unloaded from writing and reading device
it 1s an excellent medium for storing large quantities pf in-
formation (provided that rapid access to that information is not
required). Another advantage is that 1nformatioﬁ‘read-out from
tape does not destroy the information on the tape. Magnetic

tape 1s also very durable, because the reading and writing
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heads of this system are never in direct contact with the
tape itself.

One of the greatest disadvantages of magnetic tape
storage is the difficulty involved in making corrections or
additions to stored information. It 1s uneconomical to re-
write all the information on a length of tape in order to
make additions or changes. Blank spots can be left between
original entries in the file tcaccommodate additional infor-
mation. However, 1f these spots are not used at a later date,
and there is no assurance that they will be, this can prove
to be a most wasteful arrangement.

2.2.5 Magnetic Drums

As previously pointed out, recording on tape has a
decided advantage for certain applications. However, when
information is to be written, read, and erased at frequent
intervals, and in random order the magnetic drum provides
much fastér access. The magnetic drum is a form of cyclic
storage device which is particularly adaptable for use with
the larger, intermediate speed memory of present day computers.
The drum is a rotating cylinder which is made in various sizes.
‘One such drum which can store 16,384 numbers of 30 binary di-
gits each, measures about 3% inches in diameter and is 10 inches
long. Drums rotate at different speeds ranging from about 1,800
to about 7,200 rpm,

The drum is usually constructed of brass or aluminum with
~a surface coating of a magnetizable compound. One or more re-
producing heads are placed 1in very close proximity to the sur-

face of the drum as illustrated in Figure 4-16.
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If the drum surface 1s completely demagnetized and
direct current flows through a drum head, fringing flux at
the gap magnetizes the spot on the magnetic drum surface
that 1s adjacent to the gap. The process of inducing flux
in the magnetic drum surface 1s called writing. If the
magnetic drum is set in rotation, the magnetized spot remains
on the drum and a voltage is developed across the coll in
the head every time the magnetized spot (bit) passes under the
air gap. The process of inducing voltage across the coll by
moving the bit past the head 1s called reading. Since the
magnetized spot is not affected by reading, this type of
reading is called nondestructive. |

The reiationship of the flux distribution pattern
written on the drum surface and the voltage ‘nduced in the
head with respect to time 1s illustrated in Figure 4-17. Be-
fore the bit reaches the gap at time 1, flux (and therefore
induced voltage) is zero. From time 1 to time 2, fringe flux
is small and induces a small voltage. From time 2 to time 3,
flux increases more rapidly, inducing a larger voltage. Time
3 to 4 represents the greatest area of flux change and conse-
guently the period of maximum induced voltage. From time 4 to
time 5 the rate of flux change is smaller, although the amount
of flux continues to 1ncrease until 1tkreaches a maximum value
at time 5. Since the rate of flux change from time 4 to time
5 is approximately similar to that from time 2 to time 3 (al1-
though in the opposite direction), the voltage induced 1is

approximately edqua’.
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Preceding time 5, the maximum flux point on the bit
approaches the center of the air gap and at time 5 is exactly
under the gap. The rate of flux change 1s zero at time 5.
Therefore, the voltage 1nduéed in the head 1is also zero. Time
5 1s also the voltége polarity crossover point. From time 5
to time 9 (as the magnetized bit recedes from the gap) flux
decreases, producing a voltage similar to that produced from
time 1 through time 5, but opposite in polarity. If the
diréctioh of current flow through the writing head 1s reversed
during writing, the direction of magnetizing flux is reversed
and the direction of bit magnetization 1is also reversed. Thus,
during reading, the polarity of induced voltage at all points 1is
the reverse of that shown in Figure 4-17.
| Both reading and‘writing are accomplished while the drum
rotétesvat constant speed. HoWever, with direct current flow-
ing thrdugh the dfum head while the drum rotates, a complete
strip (channel) passing around the drum circumference under the
drum’head is magnetized by fringing flux. Use of brief current
’pUIses (which produce magnetizatlon of only a small area) instead
of direct current prevents this total magnetization of a channel.

Figure 4-18 1llustrates that the current pulse (shown as
‘a square wave) produces a flux distribution pattern on the ro-
tating drum sufface that starts at time lyand ends at time 4,
Flﬁx distribution from time 2 time 3 1s of uniform amplitude.
This portion of the flux pattérn produces no output voltage
from the drum head as it passes under the air gap, and the

length of the channel between the read head output voltage pulse
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is effectively wasted. If the width of the pulse applied to
the drum head 1s reduced during writing, the flux distribu-‘
tion of the magnetized area on the drum approaches the flux
distribution produced by writing on a stationary drum. Maxi-
mum information storage in a channel is thus made possible.
A pulse width of 1.5 microseconds 1s used.

In addition to pulse width and drum speed, bit length
18 also determined by the width of the air gap in the head
and by the distance between the drum head core and the mag-
netized drum surface., The gap width 1s usually on the order
of 0.001 inch. Core-to-drum spacing is also set at 0.001
inch to permit optimum flux density and to maintain a safety
factor that prevents the drum head from touching the rotatlng
drum. The voltage produced by reading a bit is a function of
core-to-drum spacing, write current magnitude, and the number
of turns in the coil. Small core-to-drum spacings permit more
fringing flux on the drum t6 be cut by the head. The 0.001-
inch spacing represents a cbmpromise between close and safe
spacing. The magnitude of the write current pulse determines
the amount of flux induced on the drum surface. This magnitude
can be increased until the magnetized bit is completely satu-
rated (maximum flux density).

Since bits are written with sufficient magnitude to produce
maximum’flux density in the magnetized bit area, a bit of opposite
polarity can be written over an existing bit by sending a current
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'pulse of the same magnitude but opposite polarity through
the drum head. It has been found that a write current on
the order Qf 110 milliamperes 1is sufficient to produce bit
staturation but prevent spread of flux into adjacent signal
areas. As the number of turns on the read coil is increased,
the additional turns are cut by the flux induced in the head.
The result is an increased output voltage.

2.2.5.1 Reading and Writing Waveforms

When O bits are written on a drum, each bit produces a
flux pattern similar to that shown in Figure 4-17, Writing
1 bits produces a flux pattern that 1s similar but of opposite
polarity to the O bit pattern. The read head output voltage
produced by both bits starts a zero at the beginning of the
bit and falls to zero at the end of the bit.

As the density of recorded information increases on a
drum (spacing between adjacent bits decreases) the spread of
the fringing flux from one bit may interfere with the flux
pattern of an adjacent bit area. This interference changes
the waveform of read head output voltages. The amount of
change depends upon the sequence of bits. When 1 or O bits
afe written in close sequence, flux lines of each successive
bit oppose the flux lines of the preceding bit. As a result,
flux at the end of one bit does not fall to zero, but rises
again in the same direction as the next bit passes under the
read head. This sequence produces the flux distribﬁtion pattern

shown in Figure 4-19-(a). A sine wave output voltage 1s
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produced when the varying flux patterﬁ of these bits passes
under the read head.

The flux pattern illustrated in Figure 4-19-(b) represents
a 0-1-0 bit sequence. The read head output voltage of the
first O bit, as it passes under the read head, rises to a
maximum negative value, decreases to zero, rises to a maximum
positive value, and starts to fall to zero., For an isolated
bit, the voltage drops all the way to zero, but when a 1 bit
follows, the flux lines of the adjacent 1 bit add to and inter-
fere with the flux lines of the O bit. As a result, the rate
of flux decrease accelerates, giving rise to an increase 1in
voltage. The first part of the 1 bit then passes under the
drum read head. Since the flux of the 1 bit is opposite in
phase to that of the O bit, the rate of flux increase acce-
lerates and the corresponding read head output voltage rises
to the same point that was reached during the decreasing half of
the O bit.

2.2.5.2 Theory of Erasing

The entire drum surface is erased by applylng an a-c
field to the drum surface. This field initially saturates
the drum surface and then is reduced to zero. At the-be—
ginning of the erasing procedure the a-c field produces flux
densities at the drum surface that are stronger than the flux
densities produced by the write pulses. The varying polarity
of the a-c fileld causes a varying polarity of the flux induced
on the drum surface, As the strength of the a-c field is
reduced, each reversal of the a-¢ polarity produces an induced

flux density that 1s lower than that of the previous
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cycle. When the a-c fileld 1s finally reduced to zero, the
residual magnetism in the drum produced during writhg is also
zero, resulting in a completely erased drum. Erasing may be
_employed to rid the drum surface of nolse. It 1is not neces-
sary to erase the drum to change the information in its re-
gisters; a register may be changed by writing the desired
word over the old one. |
2.2.6 Magnetic Cores

2.2.6.1 General

The requlrement for greater speed of access to stored
information in a computer memory has led to the development
of magnetic cores. Two types of magnetic cores are 1in use
today. These are ferrite cores which are used solely to
perform the storage function, and tape cores which are used
as drivers (for writing on the ferrite cores) and to form
shift and counting registers. Although the tape cores are
not primarily storage elements they are covered here because
of their functional similarity to the ferrite cores and because
of thelr use as drivers in connection with the ferrlte cores.

A ferrite core is a single plece of magnetic material
of toroidal shape. A tape core, on the other hand, 1is formed
by wrapping a thin magnetic tape around a small bobbin a
sufficient number of times to build up the required volume
of magnetic material. Each turn of tape may be thought of
as a single lamination, and by virtue of this essentlally
laminated structure, eddy currents are held to a minimum.

Thus, the tape cores are suitable for operation at higher
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power levels than the ferrite cores in which eddy current
losses would be much greater.
2.2.6.2 Ferrite Cores

Ferrites are ceramic materials possessing relatively
square hysteresis loop characteristics which make them eminently
suitable for use in binary storage systems. A ferrite core
containing enough material to afford reliable binary storage
can be made in the form of a toroid about an eighth of an inch in
diameter. Such a core requires a magnetomotive forée‘on the
order of 1 ampere-turn to switch it from one maghetic state
to the other. |

The hysteresis loop for a typical ferrite core 1is shown
in Figure 4-20, As indicated by point A on the loop, the mmf
produced by the application of a current of magnitude, I, to
a single turn winding passing through the core causes a flux
density of magnitude Bl‘ When the current 1is red@ced from I
to 1/2, the flux density decreases from B, to B, as indicated
by the portion of the loop between points A and C. When the
current 18 further reduced from I/2 to 0, the flux density 1s
reduced from 52 to B3 as indicated by the portion of the loop
between point C and the flux density axis. A curreat of
I/2 applied to the winding further reduces the flux density from
B3 to Bh as indicated by the portion of the loop between the
flux density axis and péint D. When the current is increased
from - I/2 to -I, the flux density decreases rapidly, passes
through 0 and rises in the opposite direction to a value of

B5 as indicated by the portion of the loop between D and F,.
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When the current is reduced from -I to - I/2, the flux density
decreases from B5 to Bg as 1indicated by the portion of the
loop between points F and G. When the current is further re-
duced from - I/2 to 0, the flux density decreases from B6 to
B7 as indicated by the portion of thé loop between point G and
the flux density axis. A current of 1/2 applied to the wind-
ing decreases the flux density from B7 to B8 as indicated by
the portion of the loop between the flux denslity axils and point
H. When the current 18 increased from I/2 to I, the flux den-
sity decreases rapidly, passes through O and rises in the
opposite direction to B1 as indicated by the portion of the
loop between points H and A. Notice that the loop is sym-
metrical about the axis of zefo flux density; that 1s:

By= - By By = - Bgy B3 = - By, By = - Bg.

If remanent flux, in the direction assoclated with the
positive direction of the flux density axis, 1s defined to
represent 1 and remanent flux in the opposite directilon 1s
defined to represent O and if a flux density of magnitude
By = - B8 18 sufficient to afford reliable operation, then the
following statements can be made:

a. A 1 can be written on the core by the momentary appli-
cation of a current, I. Moreover, the core will contlnue to
store this 1 even if a reverse current of - I/2 18 passed
}through its winding. This latter fact is extremely important
since most schemes for selecting particular locations in a
core storage device depend upon 1it.

b. A O can be written on the core by the momentary application
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of a current, - I. Moreover, the core will continue to store
thls O even if a reverse current of I is passed through its
winding.

When the direction of the remanent flux in a core is
reversed between the state representing a 1 and the state re-
presenting a 0, the core is sald to be switched. The driving
current, I, required to switch a core is not actually supplied
to a single winding. Instead, I/2 1s supplied to both an X
and a Y winding which pass through the core. The mmf's pro-
duced by these two so-called half-currents add, providing an
mmf sufficient to switch the core. This configuration pro-
vides the means for selecting particular cores in an array.

For example, a two-dimensional array of cores cah be organized
on the basls of rows of cores having their X windings connected
in series and columns of cores having their Y windings connected
in series. Such a two-dimensional core array or memory plane as
i1t 1s sometimes called is shown schematically in Figure 4-21.
Referring to the figure, assume that all sixteen cores are stor-
ing O's. Assume further that a current pulse of I/2 is applied
to the Xl line and the Y3 line. Then, both the X and Y windings
of core #3 will pass currents of I/2. The mmf's nroduced by the
two current will add, producing a total mmf sufficient to switch
the core to the state representing a 1. In terms of the hys -
teresis loop of Figure 4-20, the remanent flux density of core
#3 will be driven through the portion of the loop fromthe flux
density axis through H, through J to A. When the current pulses

die out, the value of the remanent flux density of core #3 will
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fall to B3 which is more than sufficient to represent a 1.

Under these circumstances, core #3 1s said to have been fully
selected. At the same time, the X windings of cores #1, #2

and #4 and the Y windings of cores #7, #11 and #15 pass currents
of magnitude, 1/2. 1In each of these cores the remanent flux
density decreases from a magnitude of Bg to a magnitude of B7
(as indicated by Figure h-2d) and then rises again when the I1/2
current pulses die out. Thus, these cores, which are sald to be
half selected, continue to store O's.

Memory planes are stacked to form three-dimensional arrays
such as the one shown schematically in Figure 4-22, 1In the three-
dimensional array, each plane 1s associated with a different bit
position. Thus the arréy of the figure 1is capable of storing
four bit words, where the first bit of any word is stored on a
core which is a member of memory plane I, the second bit is stored
on a core which 1s a member of memory plane II, the third bit 1is
stored on a core which is a member of memory plane III and the
fourth bit 1s stored on a core which is a member of memory plane
IV. A storage address in a three-dimensional array comprises a
set of cores occupying the same Junction of row and column in
each of thé memory planes of the array. Thus for example, the
set of cores which are in row 5 and column 7 of their respective
planes constitute a location or register, The windings of corres-
ponding X rows 1ﬁ all the planes of an array are connected 1n
series; similarly the windings of corresponding Y columns are

connected 1in series. The result of these connections is that the
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application of a pulse to the X windings of one row and to the
Y windings‘of one column fully selects all the cores of a re-
gister. If the direction of the current pulses 1s such as to
set up a magnetic field in the direction which 1s assoclated
with a 1, then a 1 18 written in each bit position of the’re-
gister. Since a word, in general, contains both 1's and O's,
it 18 obvious that some method must be provided for writing

O's as well as 1's into a selected storage register, The method
used to accomplish this 1s to inhibit the writing of 1's into
those bit positions where O's are to be stored. An inhibit
winding assoclated with each core performs this function. When
a word is written into the core array; the inhibit windings of
those orders which are to store O's are supplied-ﬁith inhibit
current pulses at the same time that the half-write pulses are
supplied to the X and Y windings. The 1nhib1t pulses being of
half-write (1/2) magnitude and being opposite in polarity to
the half-write currents, cancel half the effect of the full
selection. Thus the cores receiving inhibit pulses are not
switched. Thus, if all the cores of a register are set to O
prior to the writing of a word into the register, then the
selection of a register by means of X and Y half-write pulses
will cause 1's to be written into those blt positions which

do not receive simultaneous inhibit pulses, while those bit
positions which do receive inhibit pulses will continue to
store O's. Since each plane 1s associated with a particular bit
position, all the inhibit coils of the plane may be connected
in serlies. An inhibilt pulse will, then, half-select all the
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cores of a particular plane., However, this will affect only
the single core which 1s simultaneously being fully selected
by pulses supplied to the X and Y windings.

A fourth or sense winding 1s assoclated with each core.
This winding 1is used in the process of reading information
out of the core array. In the read operation, a core location
is selected by applying half-read currents to the appropriate
X and Y windings. Half-read currents are equal in magnitude
but opposite in polarity to half-write currents. Thus, when
a reglister 1s selected by half-read currents all its cores
are driven to the magnetic state representing 0. For those
cores representing O this implies no change of magnetic state.
However, for those cores which are storlﬁg a l, it does imply
a reversal of magnetic state. 1In the course of this magnetic
reversal, magnetic flux lines cut across the sense winding in-
ducing a voltage pulse in it. Thus a word is read out of a re-
glster in a core array by selecting the register with X and Y
half-read pulses and sampling the outputs from each of 1ts sense
windings. Since only one register 1is selected at any one time,
all the sense windings of a particular plane can be connected
in series so that a single output line serves each plane,

Notice that reading a word out ofa core memory regis-
ter clears that register. For this reason, core memory read-
out 1s said to be destructive. Since it is usually desirable
to retain in a register a copy of the word that is read out of

i1t, means must be provided to rewrite each word in a core memory
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immediately after 1t has been read out.
2.2.6.3 Metallic Tape Cores

2.2.6.3.1 General

There are two pfincipal types of tape materials .used
in metallic tape cores, One of these is a 50 percent nickel-
iron alloy. A second one is molybdenum permalloy which 1is
used to a greater degree than the other, The hysteresis loop
of this material 1s not so rectangular as that of the nickel-
iron alloys, but its pulsed characteristics are much better.
The permalloy is a faster switching material than the other
alloys, because it lacké certain time delays which occur in
the magnetization of the other materials. The permalloy also
requires s lower coercive force and is available in thinner tapes.

The metallic tape cores have magnetic properties which
allow them to maintain ene of two states of remanent flux as
is in the case of the ferrite cores., These states of remanence
can be assigned the significane of 1 and O,

2.2.6.3.2 Core Current Drivers

Tape cores can be used to generate the half-write (1/2)
currents required to set ferrite cores., When serving this
function they are referred to as core current drivers. A tape
core used as a core current driver has three windings; a Set
winding, Reset-Inhlbit winding and an output winding as shown
in Figure 4-23., If the remanent flux in the core is in the
direction associated with 0 and a current of I is applied to

the Set winding, then the core 1s switched to the state repre-
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senting a 1., Similarly, if the remanent flux in the core is

in the directlon assocliated with a 1 and a current of - I is
applied to the Reset-Inhibit winding, then the core 1is switched
to the state representing a 0. If current of I and - I are
Simultaneously applied to the Set and Reset-inhibit windings

of a core when the resultant MMFs produced cancel each other
and the core 1s not switched. Wwhen the core is switched, 2
voltage is induced in the output winding. It is this voltage
which 1s used to drive a half-write current through a set of X
or Y windings associated with a group of ferrite cores./

The Set and Reset-Inhibit windings of the tape cores pro-
vide the means for writing a word onto a selected set of such
cores. Each of the cores in the set which is to receive the
word 1s selected by applying a current of magnitude, I, to its
Set winding. Simultaneously, those cores which are to store O's
of the word are inhibited from switching to the 1 state by the
application of current pulées of magnitude - 1 to their Reset-
inhibit windings. This implies that all the cores of the set
must first be cléared by an application of current pulses of - I
to their Reset-Inhibit windings., When tape cores are used as
ferrite core current drivers, a word to be written into the ferrite
core array 1is first written onto two sets of tape cores, one
which drives a group of X windings and the other of which drives
a set of Y windings. The word is then transferred from the tape
cores to the ferrite cores by pulsing the Reset-Inhibit windings
of the tape cores. Thus, the tape cores ser&e as power amplifiers
and at the same time function as components in the selection matrix

by means of which a wordyis transferred to a particular core
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memory register. They also perform an incidental storage

function; that is, a word 1s first written on the tape

cores and then read from the tape cores onto the ferrite cores.
2.2.6.3.3 Tape Core Shift Registers

Tape core shift registers can be designed for either
parallel or serial entry of information and for either pér-
allel or serial output of information. Parallel-éntvy,
serial-output shift registers are used to convert from pmr-
allel {o serial operation while serlal-entry, parallel out-
put shift registers are used to convert from serial to parallel
operations. Serial-entry, serilal-output shift registers are
used as counters or as delay devices.

The serial-entry, serial-output registers are used for
counting,»as follows: A 1 1s entered at the left-hand end of
the register and is shifted to the right one place for each
shift pulse received. The number of shift pulses required for
the 1 to travel through the register corresponds to the number
of orders (i.e. cores) in the register. Thus, the register
counts some predetermined number of shift pulses. It is equally
true to say that the shift reglster delays the 1 pulse for n
shift pulse repetition intervals, where n 1s the number of
orders in the register. Thus the shift reglister acts as a de-
lay device.

The parallel-entry core shift register is usel to
convert a word from parallel form to serial from. The bits

of the word are read into the core register simultaneously and
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are then shifted out of the right-hand end ofvthe register.

The serial-entry, serial output type register, which
i1s shown schematically in Figure 4-24, is comprised of a set
of tape cores each of which has three windings; an input wind-
ing, a shift drive winding, and an output winding. The out-
put winding of each core 1n the reglster (with the exception
of the core at the right;hand end of the register) has 1its
output winding coupled to the input winding of the care on 1its
right. The phase relations between windings are such that as
a given core reverses 1ts magnetic state from 1 to 0, it in-
duces a pulse on its output winding which writes a 1l into the
core on its right. Information 1s read into the circuilt by
application to the input windlng of the left-hand core of the
register, It is shifted to the right in the register by means
of a shift pulse which is applied to the series connected shif%
drive windings of all the cores of the register. The shift
pulse drives all the cores to O. Those cores which are storing
1's produce pulses on thelr output windings by virtue of the re-
versals of magnetic state which they undergo. On the other
hand, no such pulses are produced by those cores which are,
storing O's, since their magnetic states do not change. The
coupling networks between cores provide time delays, so that
the pulses transferred from one core to the next, do not arrive
until the shift drive pulse has died out. Thus these pulses
are able to switch the cores at which they appear to the mag-

netic state representing 1. The time delay 1is provided by an
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identical network in each coupling circuit. With reference
to the element numbers of the circult between the fifst two
cores, the time delay 1s obtained as follows: During the
interval when the shift drive pulse 1is occurring and core #1
1s reversing its state (here it is assumed that the core is
initially storing a 1) Cl 1is charging, in response to the in-
duced output pulse, through the low impedance path comprising
the output winding and the low forward resistance of diode
CRl. When the pulse dies out, Cl cannot discharge through
the high back resistance of CR1; thus it discharges through
Z1l, Rl and the input winding of core #2, producing a current
pulse through core #2 sufficient to switch that core to the
state representing a 1. Outputs from the series tape core
shift register are taken off the output winding of the right-
hand core of the register.

In order to provide for parallel entry of information
into a core shift register, a fourth coil is provided for
each of the cores of the reglster as shown in Figure 4-25.

By simultaneously pulsing any combination of these input coils
any desired pattern of 1's can be read into the register in
parallel, The shift function 1is then performed in the same
way as before,

The serial-entry, parallel-output type shift register
used for conversions from serial to parallel operation 1s
very similar to the register of Figure 4-24, except that
faclilltles are provided for sensing the output of each of

the cores simultaneously as these outputs appear across the
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capacitors in the individual output networks in response
to a shift pulse.
2.3 ELECTROSTATIC OR CATHODE RAY TUBE STORAGE

Electrostatic storage involves the storage of 1's as
positive charges and 0's as negative charges on specified
areas of a dielectric plate.

The device used to provide electrostatic storage 1is
essentially a cathode ray tuve. By application of various
combinations of discrete X and Y voltages to the horizontal
and vertical deflection plates of the tube, the electron beam
can be aimed at a number of discrete areas on the dielectric,
where charges are to be stored. Between the dielectric plate
and the cathode of the tube is a screen grid through which the
electrons of the beam pass before they impinge upon the dielec-.
“tric plate. Beyond the dielectric plate and adJjacent to it is
a plate made of conducting material. Regardless of the charge
exlsting on any area of the dielectric, that area can be made
temporarily positive or negative with respect to the screen
grid by applying a sufficlently positive or a sufficiently ne-
gative potential to the conductor plate. Assume that the stream
of electrons 1is impinging on some particular area of the dlelec-
tric and that simultaneously that area has been made positive
with respect to the screen, Under these circumstances there 1s
virtually no secondary emission from the dielectric to the screen
so that many more electrons strlke the area on the dielectric
than leave it. Thus, this area of the dielectric becomes nega-
tively charged and, upon the removal of the positive potential

from the adJjacent conductor plate, it assumes essentially the

DC1l.TC.4.2.25



potential of the cathode., On the other hand; if the area
on the dlelectric on which the electron beam is impinging
i1s made negative with respect to the screen, '‘a high rate
of secondary emission from the dielectric to the screen
1s established. Under these circumstances, many more elec-
trons leave the target area of the dielectric than strike
1t)so that the area 1s charge&positively and upon the removal
of the negative potential from the adjacent conductor plate,
it assumes essentially the potential of the screen. To sum-
marize: by a proper selection of the potential applied to the
conductor plate adjacent to the dielectric storage plate, an
area of the dielectric can be caused to assume éither screen
potentlal or cathode potential. Since the plate 1is a non-
conductor, regions of potential persist after the impinging
beam has been removed, Thus, a mechanism exists for storing
elther 1's (areas of screen potential) or O's (areas of cathode
potential) on the plate. Since, by choosing a particular pair
of discrete deflection voltages, the beam can be almed at any
selected discrete area on tiie plate, the 1l's or O's can be
written at selected locations,

Unfortunately, the charged areas representing l's and
O's have a tendency to discharge through existing high resis-
tance paths; thus stored information must be regenerated peril-
odically. This constitutes a disadvantage since the time re-
quired for regeneration of information becomes unavailable for
transfer of information between the storage device and other

parts of the computer.,
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Information can be read out of an electrostatic storage
tube by a technique which involves the secondary emission
characterlistics of the tube. Assume that the electron beam
1s impinged on a particular area of the dielectric plate which
is storing a 1 (that 1s, an area which is essentially at screen
potential) and that the potehtial of the area 1s decreased
slightly, by the application of a slightly negative potential
to the adjacent conductor plate. This drops the potential of
the target area from a state of equality with the screen poten-
tlal to a slightly negative potential with respect to the screern,
producing a substantial momentary increase in secondary emission
which can be sensed as an increase in the screen current to the
tube. On the other hand, if the electron beam is impinged upon
an urea of the dielectric plate which is storing a O (that is,
an area which 1s essentlally at cathode potential) and the poten-
tial of the area 1is slightly decreased by the application of a
negative potential to the adjacent conductor plate, the rate of
secondary emission (which 1s high because the area is at cathode
potential) 1s not perceptably affected. Thus, there is no tran-
sient screen current effect as there is in the case of stored 1.

Electrostatic storage allows very rapid access to stored
information; however, access speed for electrostatic storage
is not quite as high as it 1s for magnetic core storage. This
is because a significant amount of time 1is required for the de-
velopment of sufficiently reliable deflection voltages to insure

aiming the electron beam at the selected area with the required
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precision. In addition to providing slightly slower access
to stored information than does core storage, electrostatic
storage has the disadvantage already mentioned, that it re-
guires regeneration of stored information. This implies
that all information is lost in the event of a temporary
power faillure,.

2.4 SONIC STORAGE

A sonic delay line consists principally of a material
which transmits pulses as a series of physical vibrations.

The transmitting material may be solid, liquid or gaseous in
form, and the proper seléction of the material to be used as
a medium determines the principle of operation of the sonic
delay line system.

Although a gaseous medium may be used it 1s not parti-
cularly =ulted for this application due to high attenﬁations
and other difficulties. Likewilse, solid medla are seldom used
because of their tendency to transwmit waves in many directions
and with different velocities. For these reasons, liquid 1is
nearly always used in a delay line system.

The type of 1liquid delay line most commonly used in
electronic computers 1s the mercury delay line or mercury
tank as shown in Figure 4-26. Mercury 1is chosen as the medium
for sound transmission in liquid delay lines, because 1its acous-

tical impedance almost precisely matches that of the crystal
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transducer to which 1t 1is coupled at each end. Improper
impedance matching causes too much energy to be wasted, which
must be avoided since the efficiency of transfer of energy 1is
important if strong signals are to be transmitted through the
medium. Any energy not absorbed by the receiving crystal, due

to improper impedance matching, is reflected back and forth

from the recelving crystal to the transmitting crystal as echoes.,
Proper impedance matching, therefore, is necessary in order to
avoid these reflections which cause a serious modification of
the original transmitted signal,

When a pulse is impressed on the quartz crystal in con-
tact with the mercury tank shown in Figure 4-26, 1its shape
changes due to the piezo-electric effect. This causes the
quartz crystal to vibrate fesulting in a wave-like or rippling
effect in the mercury contained in the tank. The gquartz crys-
tal -t the opposite end of the tank starts to vibrate under the
influence of this ripple resulting in a regeneration of the
original pulse,

Since there is some loss of energy (due to friction) and
loss of shape due to the presence of secondary waves developed
in the tank, the regenerated pulse must be amplified and re-
shaped. Both the amplifier and reshaper are shown, to com-
plete the circuit. In actual practice, some additions would
have to be made to the mercury delay line circuit shown in

Figure 4-26 1f control is to be exercised over its function,
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As can be seen from Figure 4-27, a driver is added to excite
the input crystal, also a set of gates is provided with which
to control the course of the stream of pulses. Coupling the
output crystal with the amplifier reshaper is a detector whose
function 1is to demodulate the carrier.

Pulses are introduced into the tank through Gl and con-
tinue to circulate until gate G2 is opened. Pulses are read
out through G3. The synchronizing or clock pulses are intro-
duced through G4 and require that the temperature of the mer-
cury in the tank be closely controlled so that the actual de-
lay time remains nearly constant.

The velocity of sound in mercury like its velocity 1in
air, varies with temperature. At frequencies of a few mega-
cycles, the velocity of sound in mercury varies one part in
3,000 for each degree centigrade of temperature change.

Thus 1if 3,000 binary digits are stored in a delay line, and

1f the temperature in the line is not known to within 1°C,

1t is not possible to tell which digit is being read at a
given time, unless a record is kept of the digits as they
emerge. Thls imposes certain limitations on the length of
mercury delay lines.

| As already noted, any signal passing through the mercury
tank is somewhat attenuated. Specifically, attenuation is
about 5 decibels per millisecond at 10 megacycles. At this
frequency, therefore, this 18 not a serious consideration.

The chief objection to the acoustical delay memory, as the
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sonic delay 1is also called, is its rather long access time,
The signals that are traveling through the mercury as sound
pulses are not immediately available to the computer. Access
to stored 1ﬁformation entails waiting until this information
reaches the crystal transducer and is demodulated to electri-
cal pulses. On the average this entails a delay of one half
the total delay introduced by the mercury tank, or about 200
microseconds in a typical case., Compared to the speed of
arithmetic operations in a modern computer, this 1s a long
time. Furthermore, it 1s impractical to store a large number
of digits in a mercury system because of the prohibitive num-
ber of vacuum tubes required by the associated circultry.
é.S. MECHANICAL STORAGE
2.5.1 Punched Tape

One of the oldest and most common methods for storing of
information is punched tape. ¥ts physical strength, which
enables it to be read by means of mechanical feelers, without
signifigant deterioration and the compact manner in which it
stores data render it useful as a permanent medium.

Information is stored on the tapes by punching in an
array of holes in adjacent columns or data channels along a
length of tape. Two possibilities exist, a particular loca-
tion on thé tape may be punched or not punched., Therefore,
the binary notations 1 (punch) and O (no punch) may be uti-
l1ized. Factors such as the tendency of the tape to shrink or

stretch, and the minimum spacing at which holes can be reliably
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sensed by the reading equipment determine the minimum spacing
between holes,
| Electrical and photoelectric sensing are the two methods
used to read information stored on the punched tapes. Electrical
sensing of holes 1s accomplished by passing the tape over an
electrically charged metallic platen, over which are placed metal
wipers in position to make contact with the platen through holes
in the tape or by arranging fingers which slip through the holes
in the tape and operate switches. The information 1s thus read
out 1in the form of electrical pulses, which is convenient for
computer use, With electrical sensing the top speed that is
obtainable is approximately 100 digits per column per second.
Photoelectric sensing of holes provides an alternative
and much faster method of reading information than the elec- .
trical sensing of holes by means of feelers. When a hole in the
punched tape is driven past an aperture in the presence of a
constant source of 1light, the 1light passes through the holes
and the apertures and 1s gathered in an optical system which
focus the light on the photocells, Each time a hole passes
over an aperture an electrical pulse is generated in the photo-
cell. With this system of writing-out information a speed of
5,000 digits per second per column 1is obtainable.
A characteristic of the punched tape storage 1s that the
informétion stored 1s nonerasable, therefore it is most suit-
able as a medium for permanent storage, However, there 1s a

practical 1imit to the number of digits which may be stored by
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this method due to the mechanical difficulty of handling a
large loop of tape. Rapid access of information 1is impossible
because the nature of this system is a cyclic one. However,
1f a shorter access time is desirable it 1is quite possible to
use independent read and write heads at various locations
around the loop. Another disadvantage of this method 1is the
wearing characteristic. The tapes tend to wear out with use
especially when the electrical sensing method 1s used. How-
ever, to some degree this i1s overcome by using the photoelectric
method whereby -he use of metal wipers or fingers are not used
thereby eliminating one source of wear. V

When data punches on the tape 1is to be corrected or
changed, it 1s only necessary to cut the tape, add or remove
sections and splice it together again. Since the recorded
data can be inspected visually and directly this process of al-
tering the tape is made much simpler.

2.5.2 Punched Cards

Punched cards like punched tape is one of the oldest
methods of storing information. However, due to the physical
size of the cards thé amount of information that can be stored
is limited. These cards aremainly used as the primary program
input medium because of their great flexibility and because of
the availability of associated key-punching, verifying, and
duplicating equipment.

Information 18 stored on the cards by punching the various

rows and columns. On a binary-punched card, a punch 1is read
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as a 1 and no punch as a 0, which is similar to the method
used with tape punch. \

Electrical sensing is the method that is used to write-
out the information stored on the punched cards, which works
on the same principles as the electrical sensing performed on
the punched tapes,

The punched cards provide a permanent, easy to file,
record of data. Since the recorded data can be inspected
visually and directly, errors can be discerned rapidly and

rectified,
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PART 4
CHAPTER 3

MISCELLANEOUS CIRCUITS

3.1 GENERAL

The miscellanecus circuits that are present in most
digital computers may be grouped into three main categorles:

1. Power amplification and isolation circuits.

2. Voltage amplification circuits.

3. Pulse generating and wave shaping circuits.

3.2 POWER AMPLIFICATION AND ISOLATION CIRCUITS
The power output of a circuilt may not’be sufficient to-

drive a mechanlcal device or a following electronic circuit.
Thus power amplifiers must be employed. Where it 1is necessary
to 1solate a circuilt from a preceding stage in order to pre-
vent excessive loading or to obtain a signal of proper polarity,
isolation circuits are employed.

3.2.1 Cathode Follower

The basic cathode-follower shown in Figure 4-28 is essen-
tially a single stage inyerse feedback amplifier in which the
output voltage is taken from across the cathode resistor.

Some of the valuable characteristics of a cathode follower
are its low input capacitance, high input impedance, and low
output impedance. The voltage gain of a cathode-follower 1is
less than unity, and because 1t 1s a degenerative amplifier it
can handle high input voltages without distortion. Since the
output voltage 1is taken from the cathode, the input signal is
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in phase with the output signal.

Cathode followers are uéed as Power Amplifiers in digital
computers to couple circuits‘having high output impedance to
low impedance loads, i.e. isolate circults with a low current
output from circults requiring a large Cﬁrrent‘input. The&
are also used to glve an output voltage that 1s in phase with an
input signal.

3.2.2 Pulse Amplifier

Pulse amplifiers in computers afe usually used as power
amplifiers of standard pulses which without power amplification
would be unable to drive a given stage. The'development‘of
standard pulses 1is covered later ih the section dealing with pulse
generating and ‘wave shaping circuilts.

Figure 429 illustrates a representative pulse amplifier
"circuit. The control grid voltage is kept at a steady value
which is negative enough to prevent the pulse amplifier tube
from conducting. A positive going pulse of sufficient magni-
tude when impressed upon the control grid’causes sudden con-
duction. Cut-off occurs when the trailing edge’of the input
bulse dies out, allowing the grid to return to the cut-off blas
level. The amplified puISe is teken off the pulse trahsformer,
Tl, in the plate circuilt, which provides a second phase
inversion so that the output signal is in phése with the in-
put signal. ) | " I

DC1.TC.4.3.2



W= N

Figure 4-30



3.2.3 Relay Driver

The relay driver circult, Filgure 4-30 1s used to Interpret
the state of a flip-flop circuit and to actuate a sensitive
relay depending upon the state of the flip-flop output. A flip-
flop, as previously noted, has but two outpué states. There-
fore, the output signal level of a flip-flop may be used to
cause conduction or cut-off in a circuit to which the output
of the flip-flop 1is fed.

In Figure 4-30 the grid is fed a d-c voltage of either
+10 or -30 volts which represents one or the other state of
conduction of a flip-flop. At minus 30 volts the relay driver
~ tube is not conducting and the relay‘contact 1l is in one
position. At plus 10 volts the relay driver tube conducts
causing current to flow through the relay coil winding. The
relay is thus activated and contact 1 changes position. Thus,
the relative position of relay contact 1 reflects the relatilve
state of an assoclated flip-flop circuit.

3.2.4 Tetrode Drivers

Tetrode amplifiers are essentially power»amplifiers that
are used when the rise and fall time of the output pulse must
follow as closely as possible that of the input pulse. The
“usual form of a tetrode driver is derived from a pentode tube
in which the suppressor and plate are tled together and are

at the same potential level. This arrangement offsets to some

. extent undesirable characteristics of a pentode type circult

where pulse distortion would occur when the plate voltage
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falls below the screen voltage.

Tetrode drivers are useddn computers to provide current
for switching tape cores.. ‘

Figure 4-31 illustrates the application of a tetrode cir-
cult as a core shift driver.

3.2.5 Differential Amplifier Drivers

A differential amplifler comprises two tubes or two sections
of the same tube sharing a common cathode circuit but having
separate plate and grid circuits. The stage amplifies the
difference between the signals applied to the separate grid cir-
cuits. An output is available from either plate c¢ircuilt, the
one output being 180° out of phase with the other. Thus, with
respect to a signal applied to elther one of the grids, an in-
phase output or an out-of-phase output is available. Alternatively,
the circult may be used as a phase splitter by taking outputs
off both plates.

A differential amplifier circuit is shown in Figure 4-32,
Referring to the figure, notice that the application of ln-phase
signals to the two grids results In the appearance of a de-
generative signal across the unbypassed portion of the common
cathode resistance. For example, if both grids recelve positilve
signals, the cathode potential is increased, minimizing the in-
erease in plate current through both sections of the tube. Thus,
the gain of the circuit in response to in-phase grid signals 1is
very low. Suppose, on the other hand, that a positive slgnal is
applied to one of the gridS'while the potential on the other 1is
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held fixed. Current will increase through the section of the
tube receiving the positive grid signal. This will tend to
raise the potential of the common cathode. However, any in-
crease of the cathode potential will cause a decrease in the
plate current drawn by the other section of the tube (since
the grid of that section is held fixed). Thus, the cathode
potential will remain relatively constant; that 1s the total
current drawn through both sections of the tube will remain
relatively constant. This implies that the Increase of Current
through the section of the tube whose grid is driven positive
will be matched by a decrease of current through the section
of the tube whose grid is held fixed. Since, 1in thls situation,
there 1s no signal loss across the common cathode resistance,
the gain of the circult is high. Thus, the amplifier re-
sponds essentially to differepce signals between.the two grids.

One advantage that the differential amplifier affords, in
addition to the flexibility of connections that 1t allows, 1s that,
because of the degeneration through the cathode resistance in
response to signals which are common to both sides of the cir-
cuilt, it 1is relatively insensitive to variations in heater
voltage. |

3.2.6 Flux Amplifier

The flux amplifier receives signals from the sense windings
of the ferrite core array and delivers an output to & core shift
~unit in a shift register. In the flux amplifier, signals from

the core array output are discriminated, amplified, and shaped.
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'Figure 4-33 illustrates a flux amplifier circult. Tl, in the
grid circuit of V1A, is a step-up transformer which amplifies
'incoming signals. Crystal CR4 prevents ringing. R4 1s used to
1imit current through CRA. The unbypassed cathode resistor, Rl,
causes degeneration and 1imits amplification. |

The network that produces amplitude discrimination in the
flux'amplifier circuilt consists of chokes L2, L3 and dlode CR1l.
Since CR1 is biased negatively by the minus fifteen volt supply
fed through choke L2, anloutput signal greater than plus fifteen
volts 1s necessary from the output of V1A in order to drive V1B,

The output of the discriminator network is fed through cry-
stal diode CR2. Since a positive signal 1is fed through CR2, the
forward‘resistance of the crystal 1s low, and as a consequence,
C2 will charge rapidly. The grid of V1B wilill simultaneously
go rapidly positive. V1B will then conduct with a relatively
fast rising plate current. The positive pulse on the grid of
V1B will decrease agﬁ%ischarges through R2. Since the time
constant  of this clrcult is designed to be longer than the
width of the incoming signal to V1A, the output signal of V1B
will reflect the effect of time constant R2C2.

3.3 VOLTAGE AMPLIFICATION CIRCUITS

Voltage amplification circuits are used to restore the
d-c level and wave form of pulses that have been attenuated by
- passing through several levels of switching and cathode followers.
Where the same phase on the output signal is requlred, a level

setter 1s used. If an inverted pulse 1s required, attenuated
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to produce standard voltage levels in response to attenuated
level inputs.
3.3.2 D-C Inverter
The d-c¢ inverter 1s similar to the d-c level setter de-
scribed in the preceding section. However, in addition to re-
storing the magnitude of input signals, the inverter provides
a phase inversion. Such a circuit 1s shown in Flgure 4-35.,

Comparing the circuit of Figure 4.35 with the d-c level setter

circuit of Figure 4-34, notice that the input stage of the in-

verter 1s a triode while the input stage of the level setter is
a differential amplifier. The cathode follower stage 1s the
same in both circults. Either circuit restcres incoming signals
to standard voltage levels. However, the triode input stage
of the inverter prpvides a phase inversion where the differential
amplifier input stage of the level setter does not.
3.4 PULSE GENERATING AND WAVE SHAPING CIRCUITS

‘Data from one unit of a Computer must be transferred to
another unit while a problem is being solved. In electronic
digital Computers data 1s transformed 1nto pulses which may be
initiated, controlled, or altered by various pulse-generating
and wave-shaping circuits. The first example of a pulse gen-

erating circuit is the thyratron pulse generator.
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3.4.,1 Thyratron Pulse Generator
The thyratron pulse generator is used to prodﬁce a stand-
‘ard pulse when a confact 1s closed or when an input signal
triggers the thyratron pulse circuit. However, the repetition
rate of a thyratron pulse generator is severely limited by the
de-ionization time'of the gas tubes used in thyratron circuits.
Consequently, avthyratron pulse genérator is used where the

frequency of the pulses desired is comparatively low.
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pulses are fed to an inverter. In either case the.fesult of
passing attenuated pulses through a d-c voltage amplifier
circuit is the formation of pulses that have a standard d-c
level.

3.3.1 D-C Level Setter

The d-c level setter illustrated in Figure 4-34 consists
of overdriven differential amplifier V1 and cathode follower
V2A. Attenuated pulses are fed directly to the grid of V1A,
The circuit parameters are such that positilve 1hcoming voltage
levels drive V1B below cut-off while negatlve incoming voltage
levels drive V1B to saturation. Hence levels of elther polar-
ity are standardized and the output pulses at the plate V1B are
in phase with the attenuated pulses fed to the grld of VI1A.

A portion of the output of the differential amplifier,
which 1is taken off the plate of V1B, appears at the Jjunction of
resistors RO and R10 which, together with resistor R1l, com-
prise a voltage divider between the plate of V1B and - 300 volts.
The signal appearing at the Jjunction of R9 and R10 1s coupled
to the grid of cathode follower V2A which provides power ampli-
fication. The output of the cathode follower 1s clamped be-
tween - 30 volts and + 10 volts by diodes CR1l and CR2 respectively
A negative output from the differential amplifier is suffi-
clent to drive the cathode follower output to the negatilve
clamping level, while a positive output from the differential
amplifier is sufficient to drive the cathode follower output to
the positive clamping level. Thus, the level setter functions

DCl.TC.4.3.7



+250 R3 Tl
—" VvV

>
o4

OUTPUT

>

I—"W—i—¢

INPUT;F ol R2

RI

Figure 4-36



- +|50V

O +90

=

0
—15V oUTPUT

$
—~

RI

\l
/1
\|
Jl
3\
/

Figure 4-37



The representative thyratron pulse generator tube, in the
circuit of Figure 4-36, is essentially a grid controlled gas
rectifier tube. The conﬁroi grid is only able_to initliate the
‘flow of current ip the thyratron tube. Conduction 1is stopped
by‘reducing the plate potential sufficlently.

The thyratron pulse generator shown in Figure 4-36 is
képt at cut-off by the negative 15 volts lmpressed upon the

control grlid through Ry and R,. R 1s used to prevent excessive

2 2
grid curreht. If a pulse of sufficlently positlve amplitude 1s
fed through Cl, the thyratron tube will suddenly conduct with
a subsequent rapid drop 1n plate potential. When the plate
voltage is of a sufficiently low potentlial, conduction will
stop. The plate voltage willl then rise with a rate that depends
upon the values of R3 and 02; The resultant pulse 1s taken frém
pulse transformer Tl'
3.4.2 Blocking Oscillator Pulse Generator

Another type of pulse generator is the blocking oscillg-
tor pulse generator. This type of circuit 1s used to generate
standard pulses at a more rapid frequency than those formed in
the thyratron pulse generator. However, a relatively large
input pulse is required to trigger the blocking oscillator
pulse circuit. Therefore, the output of a pulse amplifier pre-
viously described is usually used as an input to a blocking
oscillator circuit.

The blocking oscillator pulse generator, Figure 4- 37
consists of a pulse amplifier, Vl’ and a blocking oscillator,

V2. A sudden rising D-C pulse fed to the grid of Vl will
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cause V1 to conduct dropping the voltage on the plate of Vl’
but raising the voltage on the grid of V2. The polarity of
the windings of pulse transformer T1 are such that a drop in

plate voltage V. raises the grid voltage Of'va' As the

1

control grid of V2 goes positive, V,_ conducts and further re-

2
duces the voltage of V1 and V2. The control grid thus be-
comes more positive. 1If V2 were a free running blocking

oscillator circult, the control grid would eventually draw
enough current and go negative so that a reverse cumulative
effect would take place. But since the voltage on Vl suddenly
drops,as the trailing edge of the input pulse 1is impressed on
the control grid of Vl; the grid of V4 is returned to its

"normal cut-off condition. The plate voltage on V., rises sharply

1

as a result, while the control grid of voltage V_, drops

2
suddenly. The resulting output pulse taken from across Rl
varies with the state of conduction of V2. Thus, an output
pulse 1s formed across Rl for every input pulse at the grid
of Vl.
3.4.3 Crystal Oscillators

Crystal oscillators are used as master clocks in the
instruction control element of the central computer and in the
same manner in the tape inputs.. The output of a crystal oscillat-
or tube itself cannot be used, but must first be passed through
a buffer pulse amplifier and then to two pulse amplifiers
(Figure 4-38). The resultant outputs are then of sufficient
amplitude and of proper pulse form to be effective in the

stages to which the pulse outputs are fed. Thus, the definition
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of a crystal oscillator in a computer not only includes the
oscillator itself, but buffer and amplifier stages.

As pulse amplifiers have already been described, only
the action of the crystal oscillator tube circuit Vl will be
given. The crystal oscillator circuit illustrated (Figure 4-38)
is essentially a tuned grid, tuned plate oscillator with the
crystal supplying the tuned grid circuit. The plate tuned
circult, on the other hand, must be tuned so that its resonant
frequency 1is slightly higher than that of the crystal. This
may be obtained by variable condenser Cl'

The value'of the crystal in controlling frequency is due
to the extreme sharpness of its resonance curve. Thus, a
crystal oscillates over a limited frequency range, resulting
in a very stable oscillator.

3.4.4 Sawtooth Generator

The sawtooth generator is employed to develop linear sweep
to be used for deflection purposes in.oscilloscopes. However,
since a very linear sweep 1s desired, special circults are
incorporated. The most common type of linear sawtooth gen-
erator found in computers is the bootstrap sweep circuit.

The exponential output of a sweep generator 1s not of
sufficient linearity to be used where close linearity tolerance
is required. In order to obtain a linear sweep 1t is
necessary to recharge the output condenser of a sweep generator
from a constant-current source. The most commonly used de-

vice that provides a constant-current source is a pentode tube,
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since the plate current for a varying plate voltage 1s quite
constant as long as the tube blas 1is constant. ,Howevef, the
difficulty in maintaining varilous element potentials limits
the usefulness of a pentode.

| Satisfactory linearity correction, however, may be ob-
tained by the use of a feedback amplifier as shown in Figure
4-39, This type of circuit is called a "bootstrap" circuit
since the change in sweep capacitor voltage is added to the
charging voltage at each point along the sweep.

The cathode-follower V3, Figure 439 is used as a feed-

back amplifier. 02 is used to couple the clamping diode V, to

the cathode-follower. The value of capacitor C_, 1s relatively

2
large so that there will be 1little change 1n the voltage across

it during the time of the sweep. Vl has 1ts grid clamped

at zero voltage by the large time constant of R303. Con-
sequently, with tube Vl conducting, the voltage across capacitor
C1 is at a minimum. The plate voltage of Vl is also effectively
coupled to 02 if the static conducting resistance of V2 is
small.

When the grid of V. is driven below cut-off,.v1 is

1
effectively removed from the circuit. The voltages across Cy

and 02 cannot change instantaneously, neither can the operat-

ing point of the cathode follower V3. The current through R2
remains the same value as before the cut-off and can only flow

through C.,. If the potentlal across Cl increases, the same

1
potential increase occurs across R, since the galin of cathode

follower V., 1is practically unity. The increase in potential

3
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R1 i1s reflected across“C2 and cuts off diode.Ya. Consequently,

02 willl then act as a charging source, and if 02

larger than Cl, it can supply the necessary cubrent to C1 with-

is very much

out changing its own potential. As the increase in voltage
across C1 is addedtorthe charging source, the current through
R2 will be essentlally constant. Thus the sweep voltage across
C, will be nearly linear.

1

In computer circults where relatively low frequency
repetition pulses are fed to the sweep generator tube, a
thyratron tube 1is usually used instead of the vacuum type,
1llustrated in Figure 4-39,

3.4.5 Frequency Doubler

A frequency doubler 1s used when one component of a system
is to be sychronized with another that has twice the frequency
of operation of the first component. Often the use of a fre-
quency doubler permits the use of smaller reactive components
in circuits that follow the doubler.

The frequency doubler, illustrated in Figure 4-4Cis
composed of a triode, Vl’ and one duo-diode, V2A and VZ2B.

Therinput to V. is a sawtooth pulse. The input of this

1
stage 1s taken from across V. in the cathode circult of V

1 1
and fed to the cathodes of V2A and V2B.
A positive going sawtooth starting at point U, Figure 4-40
fed to the control grid of V1 would caqse conduction in the
duo-diode circuit. If the positive going sawtooth is assumed

to cause terminal 3 of T, to go relatively positive and ter-

1
minal 5 relatively negative with respect to centertap, terminal
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4, then tube V2B will conduct raising the relétive potential
of output terminal A with respect to outéut terminal B. As
the input sawtooth passes its posltive peak, point X, con-
duction in V2B lessens and the relative’Qutput;potential at
point A decreases. When input sawtooth sweep passes point Y,
then terminal 3 goes negative and as a consequence V2A con-
ducts and again output potential A rises with respect,to B.
Finally, when Z of 1ncoming sawtooth 1is passed, the relative
potential of output A drops. Thus, for every»input sawtooth,
there are two positive pulses}in the output line and there-
fore the outputfpositive pulsing frequency is twice that of
the effective positive pulsing frequency of the input. The
action of this circuit is similar to that of a full-wave
rectifier with a consequent drop Iin peak to peak voltage be-

tween the input and output signals.
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3.4.6 Tuning Fofk Oscillator

| The tuning fork oscillatdr circult illustrated in Figure
hohl, 1s used'to‘generate a sine wave at a low frequency. The
outputvis usually used to drive a trigger Circuit, but may
be used for other applications,

V1A and VlB, Figure 4-#1 form the actual oscillator circuit.
'V2A is a buffer amplifier. The tuning fork oscillator cir-
cuit is essentially that of a magnetostriction oscillator
which depends upon the relation between mechanical stresses
in a metallic device and the magnetic field in a surrounding
coil. |

If current flows through the cathode circuit of ViaA,
stresses in the tuning fork due to magnetic forces will
cause the fork to oscillate at its natural frequency. As a
result, the voltage impressed on the grid of V1B will vary
causing in turn, an alternating voltage on the plate of V1B.
The varylng plate voltage is impressed upon the grid of V1A,
As a result the cathode current of V1A varies with a sub-
sequent variation in magnetic forces around the tuning fork.
This results in further stresses within the tuning fork, so that
the fork will continue to oscillate.

3.4.7 Single-Shot Multivibrator

Single-shot multivibrators are used to change an input
pulse to a desired polarity and wave shape. That is, an input
pulse to a single-shot multivibrator may have its polarity

inverted and at the same time its width may also be altered.
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The single=-shot multivibrator, unlike the flip-flop pre-
viously described, has but one stable and one unstable con-
dition. The change from the stable condition 1is initiated
by an input pulse which drives the circuit to the unstable
condition, After a period, which is determined by the time
constant of the circuits, the circult returns to 1ts stable
condition.

Figure 4-42 i1llustrates a basic single-shot multlvibrator.
If V2 1s biased to cut-off, 2 negative signal applied to the
grid of V1 causes conduction in V2 by raising the plate volt-
age of V1 and hence the grid potential on the grid of V2. The
conducting time of V2, which represents the unstable condition
of the single-shot multivibrator depends upon the time con-
stants C1R2 and C2R1l. Thus it 1s possible to have the output
pulse width determined by the RC values in the circuit. How»
ever, positive pulses may be fed to the grid of V2 if opera-
tion of the circuit is desired when only positive trigger
pulses are avallable, Since the output may be taken from the
plate of V1 or V2, and since the circult may be operated with
positive or negative input pulses, the polarity of the out-
put may be the inverse of the incoming signal. In computer
circuits the output of a single-shot multivibrator is usually
fed through a cathode follower circult.
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3.5 MATRICES

A matrix is essentially a distribution system. It is
used in a computer circult as a central point into which
various elements of data emanating from different sources
are combined to carry out an instruction. |

Matrices are used in a number of differc¢nt places in
a digital computer to perform widely different fun.tions. They
are BSometimes used in & circult as a means of converting
binary to digital notations., Other applications include
their useto set flip-flop circuits arranged in such a way
as to cause a blasing voltage to be applied to all the
cores of an array, except one, The voltage 1s such that
the cores willl be biased into the saturation regibh. The
excepted core 1s then the only one which is switched when
the current pulse from the driver 1s applied. To reset the
swltch so that it may be ready agaln for the next operation,
it 1s only necessary to apply the driving pulse in the re-
verse direction. | .

One common type of matrix 1s known as the Diode Matrix.
The diodes are arranged in the circuit in such a way that
only pulses of one polarity will be accepted for comparison.
Depending on the application, a given number of pulses must
arrive at a Junction from different points at the same time
to represent the binary digit 1. Failure of any pulse to
arrive would indicate the digit O.
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3.6 MAGNETIC AMPLIFIERS

A basic magnetic amplifier comprises a control winding
and an output winding wound on opposite legs of a rectangular
‘saturable core. The reactance of the output winding can be
varied by varying the degree’of saturation‘of core. This, 1in
turn, is accomplished by employing the control winding to set
up‘a'magnetic-field in the core which opposes the field created
by the output circuit current.

Referring to Figure 4-43, which shows a basic magnetic
amplifier driving a bridge rectifier, assume that switch S1 1is
opened as shown. Then the current driven through the output
~ Wwinding by output generator E, saturates the core so that the
output winding offers a low impedance to current in the output
circuit. Suppose, on the othér hand, that S1 is closed. The
phase relationship between the control generator Ec and the out-
put generator Eo (which is 1llustrated in the figure in terms of
the signal at point A of the control circuit and the signal at
point B of the output circuit) is such that at every instant the
control circuit current produces a field which opposes the field
produced by the output circuit current. Thus, the field pro-
duced by the control circuit acts to desaturate the core in
direct proportion to the amplitude of the signal which appears
across the control winding. This, in turn, can be varied by
varying Ro.- In thls way, the impedance of the output winding
can be varied so that a selected proportion of E, appears across
the bridge rectifier. Thus, the magnitude of the d-c voltage
which appears across the load RL can be controlled by adJjustment

of the Rc.
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The control circuit of the magnetic amplifier is comparable
to the grid circuit of a vacuum tube, while the output circuit is
comparable to the plate circuit of a vacuum tube. However; in a
vacuum tube, current in the plate circuit can be entirely cut off
by making the grid sufficlently negative. In the case of the
magnétic amplifier, on the 6ther hand, the control current can
never be made large enough to completely desaturate the core.
Thus, a complete cut off of output circuilt current can never be
obtained. The condition of minimum output current is therefore
defined to be the cut-off condition of a magnetic amplifier.

As already noted, the two-winding magnetic amplifier is
a basic unit. Practical magnetic amplifiers may have, in addi-
tion to the two basic windings, bias windings are feedback wind-
ings.
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PART 5
COMPUTER ORGANIZATION
- CHAPTER 1
SYSTEM CONSIDERATIONS

1.1 GENERAL

In Part 1 of this book the functions that must be por-
formed as a part of any computation were classifled as
arithmetic, storage, control and input-output. 1In Part 4
various components for implementing these functions were
introduced. The purpcse of Part 5 is to demonstrate how
‘such components are organized to form a computing system.
However, since computing systems operate upon representations
of information, it is convenient to introduce two terms which
define units of information before beginning a discussion of
systems. This 1s done in the following paragraph.
1.2 BITS AND WORDS
A number 1is a specification of gquantity or order. For
- example, the number seventeen may indicate that there are
seventeen individuals in a group or it may indicate that a
particular individual is seventeenth in a group. A number
may be represented by a word or by a set of symbols. The
ten symbols O through 9 of the decimal system are called
digits. The two symbols O, 1 of the binary system are
‘called bits. ’
Much of the data represented in a digital computer is

'numbefm in content, that is it specifies quantity or order.
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Moreover, the data that 1s non-numeric in content may still
be considered numeric 1n;form. The command add, for example,
is specified by a patterﬁ of states of flip-flops or other such
devices which can be interpreted as a number. It 1is, there-
fore, impossible to specify a non-numeric item of 1nformat16n
without specifying, at the same time, a number; Jjust as it is
impossible to dial an exchangg letter on a telephone without,
by the same motion, dlaling a digit. Telephone circuits do
not distinguish the letter from the number. The alphabetic
coding on the dial 1s entirely for the convenience of the
human user. The same thing 1s true of digital computers.

The concept add may, 1n code form, be identical to trhe number
eleven, for example.

Because computers in general represent information in
the form of patterns defined by the'states of binary devices,
the state of one device is said to represent one bit of in-
formation. Since patterns or bits may specify information
other than quantity or order, the term number is not much
used. Instead, a set of bits which 18 interpreted on the basis
of the pattern formed by 1its individual members is called a
word. A single word may contain both non-numeric and numeric
information., For example, an lnstruction word has, in terms
~of content, a non-numeric part which defines the operation to
be performed and a numeric part which specifies the address
or addresses of the opérand or operands. Such a word is
1llustrated in Figure 5-1. Notice that in form it is numeric.
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However, the first three bits are 1nterpretedvas nonfnumeric
information. This should not be taken to mean that the first
“three bits of‘ény word in a particular computer willlalways ‘
be given a non-numeric interpretation. Instead, the inter-
pretation of a word’willkdepend,upon where 1t iskstored, since
this, in turn, will define the circumstances under which it is
brought forward to be operated upon.
1.3 TYPES OF COMPUTING SYSTEMS
1.3.1 Specilal Purpose Versus General Purpose Computers

The choice of components an@ the manner of thelr organ-
ization into a particular system will depend upon‘the type
of task for which that system is_designed,,‘The most -general
~classification of digital computers is that which describes
them as either special,phrpose or generallpurpose machines.
The spccial‘purpose computer 1s one that is désigned to solve
a single problem. For example, a five cqﬁtrol computer solves
the problem of aiming a gun so askto hit a;target. The input
information it receives 1is always the same, i.e., target posi-
tion or rate information from a radar set, wind direction and
speed and ballistic data, and the outputs 1t‘generates are al-
ways the same, &.e. gun positioning commands .

The general purpose computer, by»contrast,‘can,be used
- in the solution of many_different ppoblems. For this‘reason
its capabilities are muchtmore difficult to describe. A good
measure of its flexibility is ppovided by‘thc numberﬁand types
of explicit instructions it ;s able to execuﬁe, the caﬁacity

and access,speed of its storage element and the speed with
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which it can perform the arithmetic operations.

In a sense there feally is no sudh thing as a general
purpose computer; that 1is, there 18 no such thing as a computer
which is equally efficient 1ﬁ solving all types of problems.
Thus any computer 1is designed with some general range of
problems in mind and its design characteristics will reflect
the demands of this range.

1.3.2 Types of Computer Programming

A second way of classifyling digital éomputers is in
accordance with the manner of setting up the program of in-
structions required for a problem solution.

A computer which executes individual instructions immed-
iately as they are received from an input device such as a
punch card machine is called an externally programmed com-
puter. The speed of such a machine is limited by the speed
of the input device and in addition its versatility is limit-
ed by the fact that it cannot choose between alternative
routines on the basis of some contingency which occurs during
the solution.

When the set of instructions performed during a solution
is predetermined by the connections made on a plugboard
(similér to a telephone switchboard), the computer is said
to be plugboard programmed. This method of programming does
not impose the limitation oh speed of operation that external
programming does, but, on the other hand, it does not afford
any increase in versatility.
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‘The most versatile type of computer is the stored program
machine. Here, instructions are loaded into a high-access-
speed storage device prior to the start of computation. They
are then normally referred to in an order determined by the
sequence of numbers defining their addresses in storage. This
order can be modified as necessary by a branch instruction
which "jumps" the computer to an examination of any arbitrary
storage address in the event that some particular condition
is fulfilled, or allows it to continue 1ts examination of
successive locations in the event that thaf conditlon 1s not
fulfilled. For example, the computer program might branch
to the arbitrary location if some number were positive and
continue its successive operation if that number were nega-
tive.

- Of course, the stored program computer functions as an
externally programmed computer during the period when a
program is belng loaded into 1its high-access-speed storage
device, but this is not too serious a limitation.

In the case of a real-time problem, i.e., one where the
outputs are used to control events which are in progress
during the solution, a stored program computer executing a
- ¢yclic program is capable of providing a contlinuous solution
for an indefinite period of time. The cyclic program is
one in which the last imstruction in the program is a branch
- Instruction which returns the computer to an examination of
the first instruction,
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1.3.3 Scientific Versus Data Processing Computers

Another method of classifying computers labels them as
either sclentific ordata processing machines. The division
between the two classes 1is by no means clear cut. However,
the general characteristics of each class are as follows:

The scientific computer 1s capable of handling efficiently
problems involving complex mathematical operations, such as in-
tegration and differentiation. This requires the ability to
perform long routines and to store extensive intermediate
results. However, 1t does not require faclilties for handling
any very large amount of input or output data.

In the case of the data processing machine, the emphasis
is on an ability to handle large amounts of input data and
produce large amounts of output data.

1.3.4 Single Address Versus Multiple Address Computer

Items of data are assoclated with most computer instruc-
tlons. A command to add, for example, is meaningless unless
the numbers to be added are specified. 1In general an item of
data is specified by the address of the location in storage
~Which 1t occupies. A single address machine is one in
which each instruction word specifies the address of Jjust
one item of data. By contrast, a multiple address machine is
one in which each instruction word can specify more thén one
address.

In a single address machine the addition of a number, a,
to a second number,.b, and the storage of the sum, a # b,
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‘might be indicated as follows:

eca e 13
ad o 1
ts ' o 15

‘where:
a 1s stored at address 13
b is stored at address 14
and address 15 is assigned
as the storage location for a/b.

In this case, the clear and add instruction (ca 13)
would cause a to be transferred from storage»locatién 13 to
the arithmetic element. The add instruction (ad) would then
cause b to be transferred from storage location 14 to the
arithmetic elemeént and finally the store instruction (ts 15)
would cause the sum, a/b, to be transferred from the arith-
‘metic element to storage location 15.

The same addltion could be specified in a multiple
-address machine by the simple instruction

ad 13 14 15
where 1t 1is the convention that the first two numbers follow-
- ing the instructlon code are the addresses of the operands
and the last number is the address assigned to the result.
"It would appear from the example that exaectly three

times as many instructions are required to execute any
routine using the single address system as are required nsing
-the three address system. However, this is not the case.
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Suppose, for example, that the addition afbfc/.....#/n 18 to
be performed. The single address machine requires one 1n-
struction for each number involved and a final instruction
to store the total. The three address machine requires one
instruction to add a to b, a second to add (afb) to ¢, a
third to add (a/bfc) to d and so on. Since the last of
these instructions can also specify a storage location for the
total, two instructions are saved 1in adding a sequence re-
gardless of 1ts length. In forming the sum of a long sequence
of numbers, this saving 1s hardly substantial enough to
Justify the longer word which 1s required to specify three
address instead of one.,

To summarize: The single address machine requires the
use of more instructions to perform any given routine in-
volving more than one item of data, while the multiple address
machine requires longer instruction words in order to specify
additional addresses. The number of bits required to specify
an address depends upon the total number of storage locations
to be identified. Where the number of storage locatlons 1is
large, the single address type of operation is likely to be
‘chosen in order to minimize the length of instruction words.

~1.3.5 Parallel Computers Versus Serial Computers

In a parallel computer each bit of a word 1s represented
by a separate flip-flop or other such device. When the word
is transferred from one part of the computer to another, each
bit is transferred simultaneously along a separate path.
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In a serial computer each bit of a word is represented
by the state of some device at a particular instant of time.
When the word 1is transferred from one part of a computer to
~another, the bits are transferred in succession along a single
path.

Parallel operation may be compared to a line of men
marching side by side, whereas serial operation may be com-
‘pared to a line of men marching in single file. The two
types of operation may both be used in the same computer.

The conversion from one to the other 1s then analogous to a
flank movement by a line of marching men.

Serial operation requires less equipment; however it is
slower. The choice between the two types of operation is,
therefore, largely a choige between economy and speed.

1.3.6 Decimal Versus Binary Computers |

Since most of the components available for use in com-
puters are essentially binary in nature it would seem reason-
able to represent and operate upon numbers in the binary"
system. The only disadvantage of the binary system is that
1t cannot easily be interpreted or manipulated by human
operators. Use of the binary system, therefore, implies
converslion of the input and output between the number language
of the human operators and that of.the machine. For some
commercial applications it may be more efficient to represent
numbers by decimal codes than to perform the conversions
between decimal and binary systems. However, large scale
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high-speed computers generally operate upon binary representa-
tions of numbers.
1.4 TYPE OF COMPUTING SYSTEM TO BE STUDIED

As stated in Paragraph 1.1 of this chapter, the purpose
of Part 5 is to demonstrate how components are organized to‘
form a computing system. As can be seen from a reading of
paragraphs 1.3.1 through 1.3.5 there are a number of basilc
decisions that must be made prior to the design of a particu-
lar computing system. These decisions will be made on the
basis of the application for which the computer is intended.
The result of these decisions will be a computer which can be
classified in terms of the types of operatlion discussed in
Paragraph 1.3.1 through 1.3.5.

Before discussing the organization of components to form
a computing system, the type of system to be formed should
be defihed,

In this book a computing system intended for an appli-
cation similar to that of the AN/FSQ-T Combat Direction
Central will be discussed. This wlll be a general purpose,
stored-program, data processing, single address, parallel,
binary computer. Its primary task w111 be the continuous
solution of a real-time problem involving an enormous amount

of input and output data.
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PART 5
CHAPTER 2
ARITHMETIC ELEMENT

2.1 GENERAL | |

As explained in Part 4, the components available for per-
forming binary arithmetic are of two types; i.e. registers and
logical networks. Either type of component;can be used with-
out the other to perform the four arithmetic operations. How=~
ever, when they are used together, the inherently high speed
of logical circuits can he exploited and, at the same time, the
versatility of the flip-flop registers can be employed to mini-
‘mize the quantity of circuitry required. | |

High speed is a primary requirement for the arithmetic
element of a computer that is to be used in a real-time situa-
tion.,vThis,indicates that the element must be designed for
parallel rather than serial operatlion. An arithmetic element
capeble of performing(allfourof the arithmetic}operations and
satisfying the need for nigh-speedvoperation cen be bullt using
three_flip-flop‘registers_together with a logical network which
is essentially,apset‘offulladders,
| 2. 2 ADDITION | o | | L v

Addition can be performed by an element consisting of two
flip-flop registers and the set of full adders.v The routine is
as follows: the augend 1s entered into one of the flip-flop
'registersn(called the aocumulator) and theiaddendvis entered

‘into the other flip-flop register (called the A-register). The
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outputs of the two flip-flop registers are gated to the full
adders by means of an add command pulse. The sum developed
by the adders 1s gated to the accumulator where it replaces
the augend. Incidentally, the addend remains in the A-regis-
ter, unchanged by the operation. However, this latter feature
is more important to the multiplication routine than it is to
the addition routine.

As noted 1n Part 2, the addition process can result in a
sum which exceeds the capacity of the machine., This would
appear as a carry from the full adder associated with the most
significant bit position. Such a carry could be used to ini-
tiate an alarm. In general, of course, the programmer has the
responsiblility of scaling the‘problem variables in such a way
as to avoid exceeding the capacity of the machine.

2.3 SUBTRACTION

Subtraction can be performed by almost the same routine as
addition, using the same cbmponents. The only extra require-
ment 1s that the A-register be able to form the complement of
the number it holds. As was shown in Part 4, Section 1.1, 1's
complemehts can be obtalned readily in a flip-flop register.,
The subtraction routine, then, consists of enteying the minuend
in the accumulator, entering the subtrahend in the A-register,
complementing the subtrahend and perrorming‘phe addition opera-
tion. That this is equivalent to subtraction by the usual pencil
and paper method is shown in Part 2.

Subtraction, like addition, can produce a result which ex-

ceeds the capacity of the computer. For example, the subtraction
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of a negative number from a positive number would result in
a difference greater in magnitude than either the minuend and
the subtrahend. Again, it is the responsibility of the pro-
grammer to scale the problem variables in such a manner as to
avold exceeding the capacity of the machine.
2.7 MULTIPLICATION

High-speed multiplication can be performed by an add and
shift routine which employs a third fllip-flop register (called
the B-register) as well as the accumulator, the A-register and
the logical full adders. The numbers held in each of the three
reglsters after each step of such a routine are shown in Fig-
ure 5-2. For the purposes of this example, the multiplicand 1s
assumed to be .1010 (decimal .625) and the multiplier is assumed
to be .1101 (decimal .8125). This particular multiplication per-
formed by the same add and shift routine 1s illustrated in Fig-
ure 2-34% and 18 justified from the point of view of arithmetic
theory in the accompanying text, Part 2, Section 3.3+ The de-
tails of the routine are as follows:

a. The multiplicand (.1010) is placed in the A-register, the
multiplier (.1101) in the B-register and the accumulator is
cleared.

b. The least significant bit of the multiplier is examined.
If this bit is 1, an add command pulse is generated, placing the
multiplicand in the accumulator (without erasing 1t from the
A-register). This is the case in the example of Figure 5-2. If
the least significant bit is O, no add command is generated and |

the accumulator remains cleared. In elther case, multiplication
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‘by the least significant bit of the multiplier has been carried
out and the accumulator contains the first partial product.

¢, The contents of the accumulator-B-register, treated as a
single register, is now shifted one place to the right. This
moves the least significant bit of the first partlial product
from the accumulator to the B-reglster. At the same time, the
least significant bit of the multiplier 1is lost. However, this
is of no consequence, since the bit has already completed its
‘part in the multiplication routine. (In the example of Figure
5=-2, the product blt moved from the accumulator to the B-regis-
‘ter is O and the multiplier bit dropped is 1.)

d. The second least significant bit of the multiplief 16 now
“examined. If this bit is 1, an add command is generated, caus-
‘ing the multiplicand to be added to‘the shifted first partlal
product in the accumulator. If the bit is O, no add command is
generated. (This is the case in the example of Figure 5-2,)

"In either case the number occupying the accumulator and the first
bit position of the B-reglster is now the sum of the first‘and
second partial products. In pencil and paper multiplication,
‘the second partial product 1s shifted left one place with re-
spect to the first partial product. It should be understood
that the right shift of the first partial product prior to the
addition of the second partial product is a completely equiv-
alent operation.

e. The contents of the accumulator-B-register, treated as a
single register, 1s now shifted right a second time, preparatory
to the addition of the third partial product. After this shift,
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two bits of the sum of the partilal products are occupying
flip-flops of the'B-register and the second least significant
bit of the multiplier has been dropped.

f. The routine continues in the same way, providing a step
for each multiplier bit. At each step, the multiplier bit 1is
examined. If it is 1, an add command 18 generated. On the
other hand, if the multiplier bit is 0, no add command 1s
generated. For each step, there is a shift right of the par-
tiél product in the accumulator-B-register combination until,
after the final step, the product has completely replaced the
multiplier and occuples the entire combined register. Assuming
the three registers to have the same capacity, the combined
register can hold a product having twice as many bits as the
multiplier or the multiplicand. This corresponds to the
longest possible product of such a multiplication.

The three reglsters shown in Figure 5-2 do not have. equal
capacity. Instead, an extra bit position is provided in the
accumulator to accommodate carriles from the fourth order arising
out of an addition. Such a carry occurs in Step 4 of the multi-
plication shown. There are reasons why such an inequality in
storage capacity 1s not apt to be found in an actual machine.
However, this point will be consldered after the division
routine has been discussed..

Each of the add operations performed during multiplication
is identical to the basic add routine discussed in Section 2.1.2
of this Part, 1.e. the number in the A-register is added to the

number in the accumulator and the sum 1is stored in the accumulator.
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This 1s an important consideration, since it means that exact-
ly the same circultry which 1s employed to carry out the addi=-
tlon routine can be used to perform the additions required by

a multiplication routine. In this way, the complexity of the

arithmetic element 1s minimized.

The multiplication routine, then, employs the components
and control circultry élready required for the addition routine.
However, it requlres a new component, the B-register, and it
also requires two new operations, examination of the multiplier
bits and shift right. The performance of shift operations in
flip-flop registers has been demonstrated in Part 4, Section
l.1. The examlnatlion of a multiplier bit is merely’a matter of
sampling the output of a flip-flop by means of a gate circuit.
The control circultry required for ﬁhis sampling operation is
simplifled by the faét that the bit to be examined is always
found 1n the least significant bit position of the B-register.
This follows as a result of the shift right operation performed
at each step on the combined accumulator-B-register.

2.5 DIVISION

No new components are required to’perform division by a
subtract and shift routine. The subtractions can be performed
by the complement and add method of Section 2.l1.3. This implies
that the divisor, which plays the part of the subtrahend, will be
entered in the A-register. As in multiplication, the accumulator
and B-register 1is uéed to form a single register of double ca-
pacity. At the outset of the routine, the dividend is placed
in thls combination register. The shift used in this routine
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is to the left, making room for quotient bits in the B-regils-
ter and dropping remainder bits as one step follows another.
At the end of the routine the entire quotient 1s found in

the B-register while the final remainder occuples the accu-
mulator.

As is shown in Part 2, the division operation offers
several difficulties not encountered in the other arithmetlc |
operations. For this reason, a computer 1s usually desligned
so that it will perform division only under certain favorable
circumstances. Thus, after the entry of the operands in the
proper registers, the first step of a division routine may
be a test to discover whether the division operation 1is per-
missible. If it 1s not, an alarm may be actuated. It should
be understood that any limitations placed upon division 1imply
a responsibility on the part of the programmer to scale the
problem variables in such a way that no illegal dlvision opera-
tion situations arise. Division must receive speclal attention
from the programmer in any event, since the operation has the
inherent limitation that divisign by O is meaningless.

The test performed to discover whether division 1is per-
missible will depend upon the specific nature of the restric-
tions placed upon the performance of the operation in any par-
ticular computer. The computer being developed in this dis-
cussion is assumed to operate upon fractional numbers only.
Such an assumption implies a very stralghtforward limitation
upon the division; i.e. the absolute value of the divisor must

“be greater than or équalzto the absolute value of the dividend.
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Otherwise, the quotient will be greater than 1 and the ca-
pacity of the computer will be exceeded. The test to dis-
cover whether the absolute value of the divisor exceeds that
of the dividend 1s as follows: |

The signs of the divisor and dividend are examined. If
either is not a positive number, it 1s converted to a positive
number. In pencil and paper notation, this would merely be
a case of changing the sign. However, in the computer of this
~discussion, negative numbers are represented in complement
form. Thus to convert a negative number to its absolute value,
involves converting it from 1ts complement form tobits true
form.‘ When both divisor and dividend are in true form, the
"~ former 18 subtracted from the latter. If the difference 1is
negative, the division is permissible.

Figure 5-3 1llustrates the states of the three reglsters
throughout a non-restoring, subtract and shift division routine.
- In this example, the divisor 1s plus .1110 (decimal .875) and
the dividend is plus .10001100 (decimal .5468750). This par-
ticular division, performed by the same routine, is lllustrated
in Figure 2-39 and is Jjustified from the point of view of arith-
metic theory in the accompanying text, Part 2, Section 3.4. In
this example, the divisor is a four-bit number and four quotient
bits are to be generated. Nevertheless, each of the registers'
is assumed to have five orders. The extra (most significant)
cbit positioﬂ is used, in general, to hold a sign bit. A O in
this positlon indicates that the number is positive;and is in

true form while a 1 indicates that the number is negative and
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is in complement form. That sign indicatiqn is vital in the
division routine can be seen from the test step that has
just been described.

The detalls of the division routine are as follows:

a. The divisor i1s entered in the A-register and the dividend
in the combined accumulator-B-register. The dlvidend 1s allowed
twice as many magnitude bits as the divisor. (In the example,
the last bit of the dividend is a O and is not, therefore,
significant.) With its sign and magnitude bits, then, the
dividend occuples all the places of the combined register ex-
cept the least significant place. |

b. The signs of the dividend and the divisor are examlned
as noted above and 1f either is negative 1t 1s converted to
its true form. (In the example, both numbers are positive as
indicated by O's in the sign bit positions of the A-reglster
and accumulator. Thus no conversion is necessary.) The num-
ber of conversions necessary 1s counted and the result of the
count, which indicates the sign of the quotient, is stored.

c. The divisOr is now complemented and added to the portion
of the dividend in the accumulator; i.e. the divisor is lined
up left with the dividend and is subtracted from }t.‘ If the
" remainder obtained is negative, fhen the division 1is permissible
and may proceed.

A negative remainder 1s indicated by a1l 1n the sign bit
position of the accumulator (as in the example). A positive
remainder is indicated by a O in the sign bit position and also

causes a carry from the sign bit position. Thus, it is not
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necessary to examine the contents of the bit position after
the arithmetic operatlion in order to determine the sign of
the remainder. Instead, the sign can be determined from
the carry lines of the sign”bit full adder.

‘ In the performance of the division routine, 2's comple-
ments are used rather than 1l's complements. This eliminates
the need for corrective end around carry operations which
would be difficult to perform in connection with the division
- routine, since the remainder is shiftéd left after each opera-
tion so that 1ts least significant bit does not remain in the
same flip-flop. The need for end around carry corrections in
operations involving 1's complements is discussed in Part 2.

d. If the test 1is successful, the current remainder 1is s
negative number (in complement form). The next step in the
non-restoring division routine 1is, therefore, to shift the
remaindér to thé left one place and then add the divisor to
it. (The shift left of the dividend is equivalent to the
shift right of the divisor which occurs in the pencil and
paper verslon of the 6peration.) When the dividend is shifted
left, by shifting the contents of the combined accumulator-B-
register, the sign bit 1s lost and the most significant mag-
nitude bit of the remainder occuples the sign blit posiltion of
the accumulator. The divisor, in true form, is now added to
the contents of the accumulator, Notice that the sign bit
of the divisor (which 1s 0) is 1ined up with the most signifil-
cant magnitude bit of the remainder as a result of the shift
operation. If the result of the additlon 1s a positive current

DC1.,TC.5.2.10



remainder 1s O corresponding to the fact that the dividend
is an integral multiple of the divisor.)

As has been noted, the division routine begins by convert-
ing both divisor and dividend into positive numbers. If both are
initlally positive numbers, no conversion operation is neces-
sary. If neither is initilally positive two such operations are
necessary. If one 1is initially positive and the other initially
negative, one such operation 1s necessary. This can be re-stated

as follows: 1if the numbers are of like sign an even number of
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remainder, then half the divisor has been successfully sub-
tracted from the dividend. That is, in the first step, the
full divisor has been subtracted from the dividend leaving a
negative remainder, while, in the second step, half of the
divisor has been replaced. Thus, the net amount removed 1is
one-half the divisor. Since the positive remainder (i.e. the
successful division) 1s characterized by a carry from the
slgn bit adder, this carry 1is used to enter a 1 in the least
significant bit position of the B-register. If no carry
occurs (that is, if the net removal of one-half the divisor
leaves a negative current remainder) the least significant bit
position of the B-register remains cleared. In either case
it now contains the most significant bit of the quotient
(1.e. the bit which indicates whether one-half the divisor is
smaller than or equal to the dividend).

e. The routine continues in the same way providing one step
for each quotient bit that is to be generated. As the current
remainder moves left out of the B-register, the vacated places
in the B-register are occupied by quotient bits. At the end
of the routine, the quotient occupies the entire B-register
(except for the sign bit position which is vacant) and the
remainder occupies the accumulator. If the last quotient bit
i1s O, then an extra addition must be performed so that the
final remainder will be positive. (This is the case in the

example. However, 1n‘this case, after the final addition, the
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operations is required while if they are of opposite sign
-.an odd number of operations 1is required. This can bé com-
pared to the rule for division of signed numbers which
states that i1f the divisor and dividend are of 1l1like sign
then the quotlent 1is positive while:if they are of unlike
8ign then the quotient 1s negative. Thus conversion opera-
~tions at the start of the routine can be counted by a single
. flip~flop. If an even number are performed, the flinflop
will hold a 0; if an odd number are performed itvwiil hold

. a l., At the end of the operation, the contents of this sign

counter flip-flop can be transferred to the sign bit position
of the B-register., At the same time, 1f the stored sign bit
is 1, the number 1n}the quotient and remainder must be com-
plemented, since negative numbers are represented in comple-
ment form in this computer.

In summary, it should be noted that while division,
employs the same number of registers as multipllcation, it
requires the performance of several new operations. These
are as follows1

a. Left shift of accumulator-B-register.

b. Connection of sign bit adder carry output to least sig-
nificant bit position of B-register.

c. Complementation of contents of the combined accumulator-
B-register (in order to convert the dividend to a positive
number in the case when it is initlally negative and in order
to convert the quotient and remainder to complement form when

the divisor and dividend are of unlike sign.
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d. Initial examination of the sign bits held in the A-
register and the accumulator.
e. Counting of complementation operations by sign flip-

flop counter. '
2.6 THE FOUR ARITHMETIC OPERATIONS CONSIDERED TOGETHER

A comparison of Filgures 5-2 and 5-3 reveals that larger
capacity A- and B-registers were assumed for the division
routine than for the multiplication routine. This was done
to provide sign bit positions, which were absolutely essential
to the performance of the division operation. The comparison,
then, calls attentlion to the fact that no facilities were
provided for handling signed numbers in the multiplication
routine. However, there is no reason why the extra facilities
developed for division cannot be used to extend the multiplica-
tion routine to cover the case of signed numbers. If this 1is
done, then the first step in the multiplication routine will
be an examination of the signs of the multiplicand and mul-
tiplier. If either is negative, it can be converted, by a
complementation operation, into its absolute value. The num-
ber of complementation operations can be counted by the sign
flip-flop and stored. The actual multiplication can be per-
formed upon the absolute values. At the end of the routine,
the product can be complemented if the contents of the sign
flip-flop 1s 1 indicating a negatlive product.

In the case of the addition and subtraction operations,
negative operands remain in complement form throughout the

routines. Therefore, there 1s no need to employ the sign
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counter flip-flop. However, the sign bit positions provided
by the larger capacity registers are required in order to
indicate whether the magnitude bits represent a positive num-
ber in true form or a negative number in complement form.

‘The internal flow of commands and data in an arithmetic
element which performs the four arithmetic operations in the
manner'discussedlis shown in Figure 5-4, It 1s worthwhile,
at thls point, to 1list the set of facllities upon which the
- performance of the four operations depends.

a. An A-register in which numbers can be complemented.

b. An accumulator in which numbers can be complemented and
shifted elther to the right or left.

c. A B-register in which numbers can be complemented and
shifted either to the right or left.

d. A set of full adders with a capacity equal to that of the
registers.,

e. The gate networks necessary to implement all the commands
that are shown in Figure 5-4,

f. Sequencing and timing elements which decode the édd sub-
tract multiply and divide instructions; i.e. convert those
instructions into the sequence of commands necessary to imple-
ment thevoperations called for.

In addition to the provisions for internal data flow which
are shown in Figure 5-4, provision must be made for entering and
withdrawing operands from the arithmetic element. This activity
calls for synchronization of the arithmetic element operation

with operation of the memory element in which operands are stored.
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Thus master timing signals, presumably from some control
element exterior to the arithmetic element are shown entering
the arithmetic element timing sectlon.

Before the control of computer operations can be dis-
cussed, it is necessary to develop a specific storage element.
This will be done in Chapter 3. Then in Chapter 4, computer
control can be discussed in terms of the arithmetic élement
developed in this chapter and the storage element developed

in Chapter 3.
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PART 5
CHAPTER 3
STORAGE

3.1 TYPES OF STORAGE
- The types of storage required by a computer may be com=-

pared to three storage devices used by the individual; namely
a wallet, a desk and a box in the attic. ‘In the wallet are
kept those items of data which must be produced upoh demand.
For example, it is here that the individual keeps his driver's
1icense to which he may require access at any moment. In the
desk drawer are kept those items of data for which the need
can be anticipated. For example, a man may store his fishing
license in the desk drawer during the week and transfer 1t
to his wallet before starting out on a weekend fishing expedl-
tion. The box up in the attic is used for the storage of items
of data which may not be needed for a long time. Here, for
example, & man may. keep his‘cancelled cheéks.

The function of the primary storage device in a computer
‘'may be compared to that of the wallet. Here- are stored those
items of data which must be produced without advance notice
.when called for by an instruction. Here also, in a stored
program computer, are stored those instructions comprising the
- program ln progress.

A digital computer operates in step-by-step fashion. It
brings forward an instruction from the storage element to the

arithmetic element. If the instruction calls for an item of
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data, the computer then brings forward that item of data from
the storage element. Finally, it performs an operation upon
the data. The operating speed of the computer depends, there-
fore, as‘much upon the time required to transfer instructions
and data between the primary storage element and the arithmetic
element as it does upon the operating speed of the arithmetic
element.

The data processing computer operating in a real-time
situation must have as short a memory cycle as possible, where
the memory cycle 1is deflned as the time required to transfer
a single word into or out of the primary storage. Since machine
failure during a real-time solution may be disasterous, the
rellabllity of the storage element 1s also extremely important.
Both these requirements suggest the magnetic core type of pri-
mary storage discussed in Part 4, This storage medium allows
memory cycles on the order of a few microseconds. In addition,
1t does not lose 1information if power is temporarily removed
and 1s relatively insensitive to spurious electrical disturb-
ances. Moreover, the reliability of magnetic core storage is
Increased by the relatively high level bf its output signals
which minimizes the amount of associated circuitry required.

The - secondary or auxiliary Storage of a computer 1s com-
parable to the desk drawer mentioned above. Here are kept
those 1items of data for which the need can be anticipated.

An example of this type of data 1s that of tables of functional
values which are required-during a particular part of the solu-
tion only. 1In the case of this example, a set of values over

some range of the independent variable which is of immediate

DC1.TC.5.3.2



interest can be transferred from auxiliary to primary stor-
age. As the range of interest changes, the sét of values

in primary storage can be constantly modified by dropping
those values no longer within this range back into auxiliary
storage and bringing forward other values which are entering
thls range.

Another example of information that may be held in auxil-
iary storage 1is that of a program which, although not curfently
in use, may be required more quickly than it can be loaded in-
to the computer by means of an input device. For example, 1n
a military application, a computer may be required to execute
a particular program 1ln response to some tactical siltuation
which may develop without much advance warning. Such a tactical
program is normally held in auxiliary storage during executlen
of other programs.

It is apparent that the access speed requirement of the
‘auxiliary storage 1s not as demanding as in the case of pri-
mary storage. Here, the conslderation of capacity versus
- size may be more significant. For the auxiliary storage of
the real-time computer, reliability is still a vital.cbncern.

Magnetic drums are a reasonable choice as the auxillary
‘storage for a computer using magnetic cores for primary stor-
age. Access time for a drum memory is on the order of milli-
seconds rather than microseconds as 1in the case of the core
memory. However, a drum 1is considerably more compact a stor-
age medium than a core array. Therefore, where access time
is not critical, its space-savingfcharacteristics should be

taken advantage of.
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In many applications, of’course,’the acéess_speed of
the drum memory may be sufficient to allow its use as the
primary storage device. Where this is true, auxiliary stor-
age may be provided by magnetic tape or punched card devices.

In addition to the primafy and auxiliary sto:age devices,
there 18 another level of storage assoclated with a computer.
This 1s external storage which may be compared‘to the box in
the attic mentioned in the first paragraph of this chapter.
- Here 1s the dead storage department for computer programs and
data. Storage media such as punched cards and magnetic tape
can hold an almost unlimited amount of information without
becoming so bulky as to be impractical. They are, therefore,
ldeal for keeping permanent records of phenomena observed dur-
Ing computer solutions. Such data may not be used for long
periods of time but it 1s important to have it recorded so
that 1t 1s avallable for subsequent analysis. Various pro-
grams that may be executed by the computer at infrequent inter-
vals may also be stored externally on tape or punched cards.,

In addition to primary, auxiliary and external storage,
a computer may require buffer storage devices. The require-
ment for buffer storage between elements A and B implies that
for some reason information cannot be transferred directly
‘between the two elements. The most common reason for this is
1nc0mpat1bility of timing between operations of one element
and the other. It may, for example, be necessary to have buffer
storage between the slow-speed input devices or output devices

and the high-speed computer proper. In the case of the data
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processing machine operating in a real-time situation the
capacity of such buffer storage may have to be considerable.

The computer employlng magnetic core arrays for pri-
mary storage and magnetic drums for auxiliary storage and
having the requirement for a large capacity buffer storage
between the input system or output system and the central
computer will probably employ magnetic drums for that buffer
storage. The speed of the drum system 1s high compared to
that of the input devices but low compared to that of the
internal primary storage. Thus, 1t provides a transitional
stage in matching the speed of input operations to the speed
of central computer operations.

3.2 MAGNETIC CORE STORAGE

The cholce of a magnetic core array'as the primary stor-
ége device for a computer has important effects upon the organi-
zation of that computer. In the first place, it affects the
design of the arithmetic element which must now provide opera-
tional speeds matching the high access-speed provided by the
core storage. In the second place, 1t requires particular
logical combinations of circuitry in order to:select specifled
storage locations and perform write and read functions.

In order to understand the requirements for logical cir-
cultry to lmplement the transfer of information into and out
of the core memory, it is necessary to specify the following:

a. the form in which information i1s stored on the cores,

b. the mechanism by which information is written onto the
cores,

¢c. the mechanism by which information stored on the cores 1s
sensed during the read-out process, and '
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o d. ‘the organization of the core array into individual
storage locatlons. |

In the dlscussion which fellows, a core array such as
18 introduced in Part 4, Section 2+2-:21s assumed. A review
. of ‘the Specificationsudf'this afray'follows.

- Information is sorted in the cores in binary form; that
is, a single bit of information takes the form of either one
- of ‘two possible states of magnetlzation. Magnetizatisn in
~one direction 1is interpreted as a 1 while magnetization in
“the other direction is interpreted as a O,

In order to write 1l's into all the cores of a par-
ticular memory locatlion, so=-called half write pulses are ap-
plied to two colls (designated as x and y) assoclated with
each of the cores of that location., The effect of the simul-
taneous appearance of these two pulses 1s to drive each core
into the magnetic state representing a 1. In general, of
'~ course, an item of information contains O's as well as 1l's.
If all the cores of a storage location are cleared, 1l.e.

- driven to O, prior to writing an item of data into that loca-
“tion, then the 0's of the item may be produced simply by

inhibiting the writing of 1's on those cores where 0's are to

- be stored.

This can be done by applying an inhlbit current-pulse to
‘a third coll assoclated with each of the cores where a 0 1s to
be stored, Just at the instant when the half-write currents
_are applied. The polarity of the inhibit current must be
opposite to that of the write currents so that it cancels out
~a part of their effect.
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Notice that in the scheme for writing information 1n
the core array which has Just been described, the half-write
currents perform a selection function; that is a word is
written into that set of cores which recelves two half-
write currents. The form of the word which is written onto
this set of cores is determined by the pattern of inhibit
pulses which is applied. For example, if every core of the
set-receives an inhibit pulse then each of the cores stores
a 0. On the other hand, if none of the cores receives an
inhibit pulse, then each of the cores stores a 1.

In order to sense a word stored in a particular stor-
age location, so-called half-read current pulses are applied
to the x and y colls assoclated with the cores of that loca-
tion. The half-read currents are equal in magnitude but
opposite in polarity to the half-write currents mentioned
earlier. The effect of the simultaneous reception of two
half-read pulses 1is therefore, to drive a core into the mag-
netic state representing O, If a O 1s stored in the core,
this results in no change of magnetic state. If, on the other
hand, a 1 is stored in the core, it reverses its magnetic
state. This polarity reversal induces a voltage pulse in a
sense winding. The read-out process therefore causes pulses
to appear on the output lines assoclated with each of the
cores in the selected location that contains a 1.

The half-read pulses, like the half-write-pulses, per-
form the selection function. The form of the word read-out
is, on the other hand, established by the signals appearing

on the sense windings.
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In summary, four colls are assoclated with each core;
~1.e, the x and y or selection windings, the inhibit winding
and the sense winding. Two other facts should be noted at
this point; the write-read scheme outlined requires that the
cores of a location be cleared (i.e. driven to 0) prior to
writing, and the scheme for reading out information held by
the cores results in the information being erased from the
cores as 1t 1s sensed. This latter effect is called destruc-
tive read-out. N

The selection scheme involving x and y windings 1is based
upon the organization of the core array into a number of x
groups and a number qf ¥y groups. The colls of any one x group
or of any one y group are connected in series. A set of cores
which belongs to the same x group and the same y group com-
prises a storage locatlon. Thus to select a storage location
for reading or writing it 1s merely necessary to apply half-
read or half-write current-pulses to two input terminals,
namely the input terminals of the particular x and y groups
which specify the particular storage location. It should be
understood that cores of many locations belong to each x
group and each y group. However, when a core 1s supplied
with only one half-write or half-read current 1ts magnetic
state is not affected. For this reason it is saild to be
only half selected.

Since information is transferred into or out of only one
locatlion in the array at any one time, groups of sense wind-

- ings or groups of inhibilt windings can be series connected on
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'a bilt basis. For example, the cores which store the first
or most slignificant bit 1in each of ‘the locations of the
arraj can have thelr sense windings connected in series.
They can also have their inhibit windings connected in
series. The same thing is true of the cores which store
the second bit, and the third, and so on. This means that

“the same set of output lines can be used to sense the bits
of every location in the array and also that the same set ’
of input lines may be used to perform the inhibit function
for every location in the array.

Now that the organization of the array has been reviewed,
it is worthwhile to return to two characteristics of the
read-write scheme which were mentioned earlier:

a. A memory location must be cleared of 1l's prior to the
writing of information on 1it.
b. Read out from the core memory is destructive.

- Since read out is destructive, a read operation can be
uséd to clear a locatlon prior to the performance of a write
operation. Also, since it is usually desirable to retain in
a memory locatlion a "copy" of the word read out of it, a write
operation will normally follow the destructive read operation.
These two facts can be re-stated as follows: regardless of
whether the purpose of an operation 1s the transfer of informa-
tion out of the core memory'or‘the transfer of information in-
to the core memory, the same basic cycle must be performed, i.e.

a read operation followed by a write operation.
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When the purpose of ‘the cycle 1s to transfer a word out
of the core memory, the prdcess is as followsi

Half-read current pulées are supplled to the x and y
coils of the specifled storage location causing all those
cores containing 1's to be driven to the 0 state. The polar-
ity reversal of these cores 1s sensed and caused to condi-
tion a previously cleared buffer reglster which stores the
information temporarily. thice that this buffer register
must be cleared prlor to recelving the sense pulses for,
otherwise, it might contain some 1's which did not originate
in the core locatlion. The read part of the cyclelis followed
by a re-write partvduring which the 0's of the number Just
read out of the storage location are used to provide inhibit
pulses as that locatlon is again fully selected, this time
by x and y half-write pulses. The result 1s that the word
removed from storage 1s re-written in the same location.
However, a "copy" of it remains in the buffer register ready
for transfer to some other part of the computer.

When tﬁe purpose of the cycle is to transfer a word in-
to the core memory, the process 1s as follows:

The storage locatlion 1s first fully selected by x and y
half-read currents Just as 1n the previous case. However, in
thils operation, the voltagé pulses induced in the sense wind-
ings by the cores containing 1l's are of no interest, since the
- operation is performed merely to clear the location for the
recelpt of the new word. Moreover, it is reasonable to employ
the same buffer reglster uséd in the previous case to store

the word read out of memory, for thé purpose of storing
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3.3 MAGNETIC DRUM STORAGE

Considered from the point of view of computer organiza-
tion, the requirements of drum storage are less complex than
those of core storage. This 1§'because.addresses can be
selected ‘and read and write functions performed in a more

straightforward manner.

I
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the new word to be read into memory. This is convenient,
since the write part of this operation is identical to the
re-write part of the previous operation. Thereforé, the
output of the sense windings must be prevented, in this
case, from conditioning the buffer register., After the
storage location has been cleared by the half-read pulses,
it is fully s2lected again, this time by means of x and y
half-write pﬁlses. Simultantaneously, the O!'s of the word in
the memory buffer which is to be entered into storage are
used to generate: inhibit pulses, Thus, the new word is
written into the selected location.

The various functional blocks necessary to implement
the transfer out (read) and transfer in (write) operations
Just discussed are illustrated in Figures 5-5 and 5-6.

Figure 5-5 shows the read function. It also shows the clear
function (i.e. reading with transfer to memory buffer re-
gister 1nh1b1ted) that must precede the transfer of informa-
tion into the core memory. Figure 5-6 shows the write function.
Notice that in addition to the functions explicitly referred to
in the discussion above, there has been added a timing and
control function, The idea of timing is implicit in the

basic read-write cycle which is used to implement both read

and write operations, Since this cycle must be synchronized
with operations in otberAparts of the computer, timing sig-
nals are shown entering the timing and control section, Pre-
sumably these arise in timing circuits in other parts of the

computer,
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Read-out from drum storage is not destructive. Moreover,
1t is not necessary to clear a drum register (storage location)
prior to writing on 1it.

A magnetic drum is driven at a nearly constant speed,
Data 1s written onto it from a set of statlonary heads and
read from it by the same set of heads or 1n some cases by a
second set of such heads. As the drum rotates through 360
degrees a complete circle on the perimeter of the drum passes
under each head. Each such circle is éalled a track or‘chan-
nel. In parallel operation, each bit of an individual word
is recorded on a separate channel. This 1s accomplished by
supplylng the pulse representing each bit to a separate write
head at the same instant. The locatlion where the word is
written depends upon the angular positioh of the drum and,
since the drum rotates at a constant speed, this is a linear
function of time. A set of channels which can accommodate all
the bits of a word plus some assoclated control bits 1is called
a field. A single drum may accommodate several fields. Each
field may contaln thousands of individual registers. It should
be understood that there are no physical divisions on the sur-
face of the drum. Flelds and channels are defined by the
poslitioning of the heads while registers are defined by the
timing of the write impulses.

Selection of a drum régister for reading or writing is
merely a question of sensing the pulses induced on the read
heads of a particular fleld at a particular time or applylng
wfite puises to the write heads of a particular fleld at a

particular time. Since drum systems, in general, comprise
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more than one drum, some bits of the word specifying an
address in a drum system will be assigned the signiricance
of ldentifying the particular drum. Other bits will indi-
cate the particular field on that drum. Still other bits
will define the register, by indicating the time with re-
spect to the drum revolution cycle when the write pulses
are to be applied to the heads. For example, assume that
a storage system is comprised of four drums and that each
drum is divided into four fields. Assume further that each
field comprises 64 registers. Then six bits are required
to specify the register (since 64 is 26),,two bits are re-
quired to specify the field and two bits are required to
specify the drum. Thus, the storage address 1001111110

- would specify registervlllllo (sixty-two) of field 01 (one)
of drum 10 (two).

Magnetic drum storage functions are illustrated in
block form in Figure 5-7. Notice that, as in the case of
the core storage, provision has been made for a control
and timing section. The timing section differs from that
of core storage in,that it accepts no timing commands from
other parts or’the computer. Instead, drum timing 1is a
function only of the angular position of the drums. Thus,
all timine pulses originate on the drums themselves. This
must be the case, since the positions of storage recisters
are defined by the instantaneous angular position of the
drum with respect to the read and write heads.

The scheme for reading and writing on core storage that
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was outlined in Section 3-2, is economical of input and out-
out'euuipment‘éindé'all‘1hhibit pulses for an'hfray are ap-
ﬁlied’tb the same groups of 1nbﬁt‘11hés and all sense pulses
appear on the rame zrbups‘of du€puﬁ'i1ﬁes. However, it has
the limitation that only‘bhe'word can be transferred into or
out of the array at anv one time. Tn the case of the drum
system;JOn'thé‘dtﬁer hahd,’each‘field céﬁ ha#e its own driving
and sensing circuits. This increases the number of vacuum
tubes that must be used, but it does allow simultaneous
transfer of information on to and off a number of flelds.
This 1s of particular 1mportancé‘when:¥he drums are used

as a time buffer between input or output equipment »nd the
central computer; -

‘The scheme fdf’Writing on and reading from a drum system
discussed above assumes programmed operation. However, there
is no reason why the buffer drum system write operation can-
not be automatic. One way of accomplishing this is by what 1is
called status writing; When this scheme is used, each storage
location has an associated status bit. When the register is
writténddﬁ, al ié'recdrded on the status channel. When the
cohtents\ofithe'Stdragé regiéter are read, a O is written in
place of the 1 on the status channel. As input information
becomés avéiiabié, it is writteh“oh'the first storage register

whose status bit is O,
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PART 5
CHAPTER 4
CONTROL

4.1 GENERAL

A digital computer functions on a step-by-step basils.
It generates problem solutions by executing ordered se-

- quences of instructions called programs. In a stored pro-
gram computer, the program instructions as well as the
operands are loaded into the primary storage element prior
to the performance of computations.

A prdgram i1s a plan for the solution of a particular
problem. It is developed by a human programmer in terms of
concepts which have meaning to him. The programmer, for
example, knows why to specify addlition in a particular case
rather than subtraction or division. His understanding
enables him to arrange a set of instructions in an order
such that thelr execution generates a probhlem solution.

A dlgital computer 1s a plece of machinery that responds
to physical stimuli. Thus the meanings of the programmer
must be transformed into the physical stimuli to whichkthe
machine is deslgned to respond. The first step in this trans-
formation is to represent the instructions in numerical form.
The instruction, divide, for example, may be written as 0101100,
But numbers are still abstractiOns, and a machline cannot operate
upon abstractions. Thus a further transformatlion 1ls necessary.

An operator types the numbers into a punch card machine. The
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keys of the machine look much like those of an ordinary type-
writer. However, depressién of a key causes a hole to be
punched in a card. Thus numbers are caused to assume the
form of patterns of holes on a card. The pattern of holes
can then be used to establish an analogous pattern of volt-
ages at the output of a flip-flop register. These outputs

in turn can be used to establish an analogous pattern of
magnetism on the surface of a magnetlc drum or on the set

of torroidal cores comprising a primary storage reglster.

The operation upon ltems of data, which are as repfe-
sented by patterns of voltage or mégnetism, takes the form
of switching. The addition operation, for example, is
~ defined by one set of connectlons, the subtraction operation
by another. The switchlng operations defining an instruc-
tion are actuated by the voltagé levels at the outputs of
a flip-flop registef which holds the instruction. In the
case of the additlon operation, for example, the volﬁage
levels are used to gate the outputs of the A-register and
accumulator to the full adders and to gate the full adder
outputs to the inputs of the accumulator. The matrices
which distribute the voltage levels from a flip-flop hold-
ing an instruction are said to decode the instruction.

As noted above, instructions and operands are loaded
into primary storage prior to computation. In order to
obtaln an instruction or operand from storage its address
must be specified. An address, like any other item of data,

1s represented by a pattern of voltages or of magnetism.
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The'tranéfer of information, like any other operation upon
information, takes the form of switching. Thus addresses
must be decoded in the same manner as instructlons.

“An 1Instruction word, in general, speclfies an operation
and the address of an operand. Thus part of the pattern of
voltage levels representing the word is used to carry out
the operatlon and another part of the pattern of voltage.
levels 1s used to carry out a transfer of another word from
storage to the arithmetic element. This lmplies that the
two parts of the word must be decoded by separate matrices;

In order to faclilitate this separate handling, an instruc-
tion word is split iInto two parts when it is transferred
from storage to the control element. One part is entered
into an operatlion register and the other part into an
address regilster.

4,2 PROGRAM-OPERATE CYCLE

As noted above, a particular instructlion must be specified
(by specifying its address in storage) and transferred to opera-
tion and address reglsters of the control element beforegit
can be decoded for execution. In general, the address part
of the instruction specifies an operand to be transferred to
the arithmetic element. Since the operation part of the instruc-
tion is to be associated with the operand specified by the
address part of the instruction, execution of the opefation
must be delayed until the transfer of the operand has been
" completed. Thus execution of a single instruction 1is an

ordered sequence of steps. Moreover, the same classes of
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steps must be performed for each instruction of the-program;
i.e. the instruction must be transferred from storage, the
speclfied operand must be tranéferred from storage and final-
1y the operation part of the instruction must be executed.
The two transfers are part of the program function, that 1is
they set up the specified operation. The entire cycle of
transfer and operation is called the program-operate cycle.

The requirement for ordering individual steps within
the program-operate cycle implles the existence of some tim-
ing device which can supply "go ahead now" pulses to trigger
each of the steps of the cycle. An oscillator generating
pulses at a constant repetition rate satisfies this require-
ment for a timer.

Previously, the operatlonal speed of the computer has
been discussed in terms of time required to complete an
arithmetic operation or time required to gain access to an
item of stored information., However, these in turn are
related to the repetition rate of the basic timing pulses.

A computer using core arrays as 1ts primary storage device
and flip-flop reglsters as 1ts operational unlts requilres
a basic timing pulse repetition rate on the order of tﬁo
megacycles in order to take advantage of the inherently
high access speed and operating speed of those storage and
operational devices.

4.3 PROGRAM ELEMENT

| The baslc principle that underlies the execution of a
stored. program is that, in general, a set of instructions

1s executed 1in an order that is predetermined by the numbers
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associated with the addresses 1nto which individual inestruc-
tions are loaded. This implies the existence of some mecha-
nism for examining storage addresses in order. The simplest
such mechanism is a counter. When the program is 1nit1aliy
loaded into the computer, this program counter is set to O.
Pushing a START button initiates the filrst program-operate
cycle. Since the program counter reads O, the instruction
stored at address number'o is executed. At the same time,
the program counter is stepped to 1. Thus the'second‘in-
struction to be executed 1s the instruction stored at address
number 1. In general, the nth instruction to be executed

is the instruction at address number n - 1. There'aqe, how=-
ever, lmportant exceptions to this.

It has already been noted {in Part 1) that a computer
makes a much more powerful computational tool if it 1s able
to modify the order in which it executes instructions as a
result of various contingencies which may arise during the
solution of a problem. Such modifications of order can be
initiated by conditional branchkinstructions; An instruction
of‘this'type specifies that if some particular contingency
is satisfied, then the next instructlion to be executed 1s
the one stored at arbiltrary address X. If, on the other
hand, the contingency is not satisfied, then the computer
can contlnue to execute instructions in consecutive order.
The selection of arbitrary address X is straightforward.

If the contingency is satisfied, then address
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X 1s caused to replace the contents of the program counter.
For example: after the instruction at address X has been
executed, the instruction ét address X + 1 will be executed
- and that, in general, n cycles after the branch, the in-
struction at address X + n will be executed, unless another
branch instruction has intervened.

‘The operation or instruction to branch may be used to
make the entire program cyclic. Thus the last instruction of
the program may be a branch instruction specifying address O}
i.e. resetting the program counter so that the first instruction
of the program 1s executed again immediately after the last
instruction.

It should be clear that each program-operate cycle starts
~with the decoding of the contents of the .address register. It
is worthwhile to compare the transfer paths set up by the pro-
gram counter matrix with those set up by the control element
~address register matrix (discussed in Section 4.2 above). 1In
both cases a word is transferred from primary storage. In the
- case of selection by the program counter, the word is placed
in the operation and address registers of the control element.
However, in the case of selection by the address register,:the
word 1s transferred to the arithmetic element.

4.4 TIMING PROBLEMS ,‘

- It should be clear from the discussion of the arithmetic
element in Chapter 2 of this Part that the four arithmetic
operations require different amounts of time. Addition, which

is a part of the other three operations, isobviously the
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fastest. Subtraction, which requires only the initial step
of complementing the A-register, is not much more time
consuming. Multiplication requires one add and one shift
operation for each multiplier bit, and 1s, therefore, sub-
stantially more time consuming. Division, with all the
speclal steps it requires, is the longest arithmetic opera-
tion of all.

In addition to arithmetic operations, the computer must
perform transfer operatlions which require a varying amount of
time., For example, an instruction which merely calls for the
transfer of a word from the arithmetic element to a reglster
of the primary core storage requires a minimum of time. On
the other hand, a transfer between primary core storage and
an auxiliary or buffer drum Storage reglster calls for syn-
chronization between the primary storage and the slower drum
storage and therefore requires more time.

It has been indicated in Section 4.2 above that the
individual steps with a program-operate cycle are to be
ordered by timing pulses. The most straightforward way of
using such pulses depends upon having all program-operate
cycles equal in time duration. In this case, the same num-
ber of pulses occur in each cycle so that the pulses com-
pfising a cycle can be numbered and supplied on separate
lines. An action can then be initiated at a particular time
in any cycle by connecting a particular pulse line to an
initiating gate.
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If all the program-operate cycles are the same length,
then each must be long enough to allow the completlon of the
‘most time consuming instruction. Such an arrangement is -
intolerable, since it slows the operation of the computer
heédlesSly. However, there are at least two ways in which
the principle of numbered pulses on separate lines can be
retained without insisting that all cycles be the same
" length.

The first such method 1s to allow cycles of different
lengths, but to impose the restriction that all cycles must
be integral multiples of some unit interval. One Interval
‘may be used to perform the programming function of trans-
ferring and decoding the instruction, a second interval may
be used for transfer of the specified operand and a thiﬁd

interval may be used for the execution of the instruction.
Under this system, the number of time intervals required 1is
‘specified when the instruction 1s decoded thus defining the
time when the next cycle will begin. This 1s important
since much time can be saved by allowling cycles to overlap.

A second method for providing cycles of different lengths,
~wWhich incidentally can be used in conjunction with the first
method, is to stop the generation of the regular time pulses
"during the more time-consuming operatlons. Such operations
can then be performed under the control of a special set of
timing pulses or-else can be performed asynchronously.

- When the asynchronous method is adopted, each step in the
Operation is used to trigger the following step so that no

timing pulses are required. A synchronous operatlon 1s fasf
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but it tends to increase circult complexity and decrease
flexibility.

One of the operations for which the generation of
regular timing pulses is likely to be stoppedjis the opera-
tion of transferring blocks of information between primary
core storage and the slower operating auxiliary or buffer
drum storage.

4,5 SUMMARY OF CONTROL FUNCTIONS

The control functions discussed in this chapter are
illustrated in block form in Figure 5-8,

Control provides problem solutions by means of auto-
matically sequenced steps. The sequences of steps exist on
two levels. On one level, there is the set of instruction
steps which comprises the program. The execution of this
sequence 1is ordered under‘the control of the program element
which causes 1lnstructions to be drawn from consecutive stor-
age addresses or from arbitrary addresses specified by branch
Instructions. Sequences of steps exist on a second level
within each instruection step. These sequences are ordered
by timing pulses and by commands decoded from the contents of

the operation and address registers of the control element.
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PART 5
CHAPTER 5
INPUT-OUTPUT

5.1 GENERAL

The input;output facilities of a computer provide the
means of communication between man and machine. This com-
munication is characterized by conversions between the symbols
that have meaning to man and the patterns of physical states
upon which the machine is designed to operate.

Sometimes a digital computer is but one element in a
system which includes other devices. This is usually the case
in a real-time solution. Here the computer receives data
‘directly from other machines such as radar sets, and may supply
command signals to still other devices. In this case, the
input-output facilities of the computer must also provide the
means for communication between machine and machine. This
communication may require conversions of the form of data between
an analog form and a digital form. For example a radar set
may represent the range of a target in terms of the continuously
variable magnitude of a voltage applied to a particular out-
put terminal. The digital computer, is capable of operating only
upon physiéai representations of discrete values. Thus the
continuouSIy variab1e7cutpuﬁ of the radar set must be quantized,
‘that is converted into a'set'¢f discrete values, before it can

be presented to the computer.
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5.2 COMMUNICATION BETWEEN MAN AND MACHINE

Communication between man and machine may be limited to
a presentation of the problem by the human operator and a
presentation of the solution by the machine. The first step
in the presentation of the problem to the machine would be
to transfer the set of instructions comprising the program
and the set of operands onto a deck of punched cards where
the information would appear in the form of patterns of holes.
This operation would be performed by the use of a keyboard
much llke a typewriter keyboard. The next step would be to
read the information on the cards 1nto the computer by means
of a device which would convert the pattern of holes into a
pattern of voltage pulses that would condition the fiip-flops
of a storage register which, in turn could be used to establish
patterns of magnetism on a buffer storage drum. From buffer
storage, the program and operands might pass through another
flip-flop register to addresses in the primary core memory of
the computer where they would again take the forms of patterns
of magnetism, With the instructions loaded 1nto consecutive
addresses 1n primary storage and the operands loaded into the
addresses specified for them in assoclated instructions, a
START button could be depressed initiating the solution, which
cQuld then continue to completion without any further human
intervention. The datavoonprising the solution could be trans-
ferred from primary storage through buffer storage to some out-
put device which might convert it into t&pewritten fofm, all

under the control of the program.
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The case of a data-processing machine providing a con-
tinuous solution to a real-time problem is not likely to be
that simple. In such an application, the computer may be
required to furnish coordinated items of data to its human
opergtors on a more or less continuous baslis. The operators
may then command the computer to modify the program it is
performing as a result of some item of data that it has
presented. This amounts to a kind of conversation between
the operators and the machine which cannot be carried on
fast enough to satisfy most real-time situations through the
typeé‘of input and output channels outlined above.

A visual display system satisfies the requirement for
rapid presentation of suﬁstantial amounts of informatlion to
human operators. Cathode-ray tubes can be used to generate
special digital displays or more conventional analog displays.

 There are several methods which can be used to allow the
operatoré to communicate quickly with the computer. One such
| method 1nvoives the'use of a speclal command keyboard which
allows instructions to be appiied directly to the internal
computer ciréuits, bypassing the usual input channels including
the‘buffer drum system. It should be understood that instruc-
 tions introduced in this manner can only be used to initiate
‘actions:that have beeh provided for in the program which the
cbmputeb 1s executing at the time, since even a very large num-

ber of human operators could not supply the computer with
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‘commands fast enough to keep it operating with any efficilency
if it were stopped from foliowing its stored program.

~One of the methods for allowing an operator to communicate
with the computer involves the use of a display device and a
photo pickup device as elements in the path through which a
particular kind of data reaches the computer. By establishing
or breaking the light path from the display device to the photo
pick up element, the human operator can either allow an item
of data to pass to the computer or can reject 1t.
5.3 COMMUNICATION BETWEEN MACHINE AND MACHINE

A computer which is used to provide a continuous solution

to a real-time problem must be equipped to accept input data
continuously. This data may arrive from a number of different
devices in an intermittent and unpredictable fashion. If
the arrival of such data wereadllowed to interfere with com-
putations, the effectiveness of the computer would be greatly
reduced. However, this is unnecessary since the new data
can be accepted and stored by the buffer drum system without
involving the control facllities of the computer proper. This
can be done by an automatic system which causes the drum
registers to be written on in an order determined by thelr
status. The data can then be read off the buffer drums for
use in the computer, under the control of the program and at
times whiéh cause the least disruption of computational

operations.
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5.4 EXTERNAL STORAGE

As has already been noted, programs and data are initially
read into the machine from punched cards. Since reading from
the cards does . not destroy the information contained on them,
they can be kept as permanent records and also for subsequent
re-reading into the computer. Decks of cards can also be
punched under the control of the computer program in order
to make records of results obtained during solutions.

Tape recorders provide another means for storage quantities
of data. Tape 1s not only a very compact storage medium but is
also one allowing a'moderately rapid read-in of stored informa-
tion.

5.5 SUMMARY OF INPUT-OUTPUT FUNCTIONS

Input and output devices provide the means for communica-
tion between a computer and 1its enevironment. The environment
includes other devices and human operators with which the
computer must be in contact. The input-output requlrements
of a computer vary tremendously according to the type of
mission 1t 1s required to perform. The data processing ma-
chine providing a continuous solution to a real-time problem
has the heaviest input-output requirements. A computer operat-
ing in such a situation must be equipped with an adequate
buffer memory system which can accept input information with-
out taxing the control facilities of the computer proper and
hold i1t until the program calls for it. |
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