
Two-dimensional c. M. Hsieh 
by R.  R. O’Brien 

I I. J. S. Moore 

process  modeling . R. P. C. F. Lever  Murley 

A description 
of the SAFEPRO 

K. W. Brannon 
G. R. Srinivasan 
R. W. Knepper 

program 

This  paper  describes  the  development,  testing, 
and  application of a finite  element  program 
which  simulates  the  processes  used  in 
manufacturing  transistors.  The  profiles 
calculated by the  program  can  be  input  directly 
into a  device  analysis program.  The  paper 
includes a description  of  the  physical 
phenomena  modeled  and  explains  the  choice of 
the  particular  numerical  methods used to  solve 
the  resulting  equations. It shows  an  example  of 
the  application of the  program  to  the  design  and 
sensitivity  study  of a submicrometer  shallow- 
junction  bipolar  transistor  and  presents  results 
obtained  when  an  oxide  is  grown  on  boron- 
doped  silicon. 

1. Introduction 
The  SAFEPRO program (Semiconductor Applications of 
Finite  Elements to PROcessing) was developed to provide 
two-dimensional doping profiles for use in  modeling 
advanced  bipolar  transistors. Because of their large areas and 
deep  junctions, early semiconductor devices were essentially 
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one-dimensional  structures. The effect of lateral diffusions 
on their  behavior was limited to a  small  percentage increase 
in capacitance and a decrease in junction breakdown 
voltage. As a result, early two-dimensional process 
simulators were relatively simple  programs which used first- 
order  approximations  to model diffusion processes and 
solved the resulting equations analytically by series 
expansions [ I]  or finite difference methods [2]. However, 
with the present trend towards  miniaturized submicrometer 
shallow bipolar devices, a  two-dimensional process simulator 
of  greater  sophistication has become essential to accurately 
model and optimize the process and  the device. 

In today’s advanced  bipolar  transistors, in  order  to achieve 
a low-resistance base contact, a narrow base width, and a 
low junction capacitance, the extrinsic base and  the intrinsic 
base of a  transistor are often  formed separately. In these 
cases, the lateral diffusions become  crucial in  determining 
the base resistance and  the  junction capacitance. 
Furthermore,  the interaction between donor  and acceptor 
species significantly affects both the vertical and lateral 
profiles of the transistor. This species interaction, which is 
included  in  one-dimensional process simulators [3], was not 
developed for two-dimensional cases until recently. The need 
to model this  interaction  accurately was one of the primary 
reasons for the development of SAFEPRO. 

SAFE [4]. Since SAFE solves coupled systems of partial 
differential equations, it is easily modified to  treat  the 
interaction between two different doping species in process 
simulation. SAFE was designed so that  the code determining 

SAFEPRO is based on  the existing finite element program 
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the particular equations being  solved appears only  in a few 
specific subroutines. This makes it possible to change the 
equations by changing only those subroutines. This approach 
was retained in SAFEPRO. The code containing the 
diffusion  coefficients and  other information pertaining to  the 
models  used in SAFEPRO is  also  restricted to a few  specific 
subroutines. This program structure greatly  simplifies the 
task of changing the diffusion models used in the program. 
This approach is important because the physical 
understanding of  diffusion  is advancing rapidly and a 
general-purpose program such as SAFEPRO must be capable 
of continual modification. Since SAFEPRO is a finite 
element program, it  has the ability to use irregular meshes 
that can be customized to a particular device instead of 
being limited to the quasi-rectangular grids characteristic of 
finite  difference  programs. 

SAFEPRO is part of a series  of three programs developed 
and linked together at the IBM General Technology  Division 
laboratory, East  Fishkill,  New York, to perform advanced 
bipolar device modeling and equivalent circuit model 
generation. The present paper is part of a series  of four 
papers published in this issue that describe the application 
and the details of this modeling methodology. The two 
following papers describe the two-dimensional device  physics 
modeling program 2DP [SI and the three-dimensional 
equivalent circuit model generation program MGP [6 ] .  The 
previous paper gives an overview  of the complete modeling 
methodology, including the software links among the three 
programs, and also  describes a sample application of the 
modeling procedure for an advanced bipolar technology [7]. 

2. Description of the program 

Program operation 
To run SAFEPRO a user must create both a finite element 
mesh that discretizes the device  geometry and  an  input 
dataset describing the various process steps to be simulated. 
A finite element mesh generator program is  used to generate 
the meshes. The program accepts a high-level description of 
the desired  mesh  in terms of boundary lines and the number 
of subdivisions of these lines.  It creates a trial mesh  which 
the user  may accept or further modify by changing the high- 
level description. It  also  has the capability to assign an 
identifying integer to regions  of the mesh. This integer is 
used  by SAFEPRO to define the material in that region of 
the mesh. The mesh  is chosen to provide as much resolution 
as possible  in the regions  where the  dopant profile  is 
expected to change most rapidly. Examples  of such meshes 
are shown  in  Section 3, which illustrates the simulation of a 
device  using SAFEPRO. 

parameters and request that solutions be printed or saved  for 
future use as starting values  for a new calculation. 

The  input dataset allows the user to describe  process 
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diffusion and segregation  coefficients, and  the  input dataset 
need contain only those parameters which are to be 
modified. The ability to save and later reuse solutions as 
starting values  may be utilized to simulate the etching of a 
structure or  the deposition of material on a structure in 
specific  areas. A saved solution may  be  used in combination 
with a finite element mesh  which represents either the 
addition or the deletion of a region from the solution’s 
original mesh, thus enabling the user to simulate a 
deposition or  an etching of material. The solution in an 
“etched” region is ignored. The solution in a “deposited” 
region is set to zero, to be  specified later by a SAFEPRO 
input distribution option. A deposition of material of any 
desired doping may in this way be added to any previously 
calculated structure. 

Since a user  is often interested in the integrated base 
doping of the intrinsic transistor, SAFEPRO will print out 
this value calculated along any vertical cross section that  the 
user  specifies. 

Solution transfer to device analysis  programs 
After a SAFEPRO simulation has been completed, it is 
necessary to transfer the solution to a device analysis 
program. In general, a mesh suitable for process simulation 
is not suitable for use in a device analysis program because 
the different programs need  different  degrees  of resolution in 
different  regions of the structure. Usually it is not practical 
to avoid this problem by choosing a mesh  which 
simultaneously has adequate resolution for both types  of 
programs. 

was created. LINK reads a finite element mesh and a saved 
solution obtained by SAFEPRO using that mesh. It also 
accepts a list  of x-y coordinates at which the device  analysis 
program requires dopant concentrations. The LINK 
program finds the element containing the requested point 
and performs a logarithmic interpolation in that element to 
obtain the interpolated dopant value. The  dopant values are 
stored in a dataset that can be read by the device  analysis 
program. If an x-y coordinate is outside the saved solution 
mesh, a negative dopant value is returned as an indicator to 
the device  analysis program. 

To solve this problem, an auxiliary program named LINK 

Input distribution options 
SAFEPRO provides four different options with  which a 
dopant distribution can be added to a solution. These 
options may be  used  for simulating an ion implantation or 
for some other initial distribution. They may be  used at the 
beginning of any process step. These options are also useful 
in allowing the user to bypass  process steps which produce 
known  profiles, such as a low-concentration drive-in  which 
gives  rise to a Gaussian distribution. They may also be  used 
to replace the initial stages of a diffusion from a constant 
source into a low doped substrate. 
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The first implant  option requires as  input  the energy and 
dose  of the  ion  implantation.  SAFEPRO  then constructs the 
implanted  dopant profile based on  the LSS statistics [8]. The 
arsenic profile is a joined half-Gaussian and  the  boron profile 
a Pearson Type IV with an exponential tail to  simulate 
channeling [3]. Boron may be implanted  as BF, if desired. 
The second implant  option provides a Gaussian profile when 
the range, dose, and sigma values are supplied. The  third 
gives joined half-Gaussians  when the range, dose, and  the 
left and right sigma  values are supplied. The  fourth  option 
allows the user to supply an  arbitrary  doping profile in  the 
form  of a list of depths  and associated dopant 
concentrations. This  option gives the user the ability to 
create a profile that might be needed to model  experimental 
data which could not  be simulated by one of the first three 
options. 

With each  of  these options  the user can supply  mask 
information so that  the  implant will be restricted to  portions 
of the structure. This allows the simulation  of implantation 
through a mask. When  any of  these options is used to model 
implantation  through a mask, the profile is extended 
laterally beyond the mask edge by the use of a 
complementary  error  function  approximation [9 ] .  Default 
values for this spreading are provided, but  may be 
overridden if the user desires. 

Physics of process simulation 
The physical models describing the diffusion process used in 
SAFEPRO  are largely those used in SUPREM 11, the one- 
dimensional process modeling  program widely distributed by 
Stanford University. This allowed SAFEPRO  to be readily 
compared with SUPREM I1 during its  development by 
comparing essentially one-dimensional SAFEPRO  runs with 
SUPREM I1 runs. The  major difference between the 
SUPREM I1 and  SAFEPRO  approaches is that  SUPREM I1 
does  not use the electric field directly but modifies Fick’s 
Law to  account for the electric field. That  approach is exact 
for single-species diffusion with the diffusivity proportional 
to  the  concentration,  but otherwise is an  approximation with 
an  unknown error. 

The  motion of doping  atoms  during  semiconductor 
processing is conventionally  described by a generalized 
transport  equation of the form 
” 

V.F = -- aN 
at ( 1 )  

where i;f is the flux of the  doping  atoms, which can be 
expressed as .... 
F = -DVN k pNE, 

- - 
( 2 )  

with D the diffusion coefficient, N the density  of the  dopant 
atoms, p the mobility, and  the electric field. The electric 
field term appears because the diffusing atoms  are electrically 
charged at diffusion temperatures;  its sign is positive if the 
dopant is an acceptor and negative if the  dopant is a donor. 

For boron the diffusion coefficient has the form 

where the first factor is the intrinsic diffusivity of the  dopant 
in the particular  material. The values of Do and Q are 
reasonably well known in  silicon. The second  factor is the 
enhanced diffusivity at high doping  concentrations  attributed 
to charged point defects in silicon. In the second  factor p is 
the local hole concentration, n, the intrinsic  carrier  density, 
and p the vacancy-enhanced diffusion parameter.  The 
parameter /3 is generally adjusted to allow calculated results 
to match  experimental results for the particular process 
being modeled. While p is in  principle temperature 
dependent, its value is not sufficiently well known to justify 
attempting  to  include  that dependence  in  this simulation. If 
oxide  is being grown on silicon, the diffusivity of  boron is 
greatly increased [IO]. SAFEPRO  has a feature that allows 
the user to increase the  boron intrinsic diffusivity in 
appropriate  portions of the  structure being modeled. This is 
necessary because the oxidation-enhanced diffusion region 
extends far into a silicon structure  and is  expected to affect 
diffusion even when  small amounts of oxide are grown. The 
electric field is calculated from  the charge-neutrality 
assumption  and  has  the  form 

- k T 1 -  E = - - - V p  
4 P  

For arsenic, the situation is more complicated because the 
diffusion coefficient does not  continue  to rise with 
concentration  as in Eq. (3), but reaches a maximum  and 
then declines [ 1 I]. This decrease is attributed  to  the 
formation of  clusters at high concentrations. The clusters are 
immobile  and  do  not participate in  the diffusion directly, but 
may have an electric charge which would affect the local 
carrier concentration  and  the local electric field. The 
clustering process is  probably not  instantaneous  on  the 
diffusion time scale, but  there is little information  on  the 
clustering dynamics [ 121. Nevertheless, SAFEPRO treats 
clustering as  instantaneous  and absorbs any resulting errors 
into  the value  of /3. The use of a finite clustering time would 
simplify the  actual calculation because the  doping profiles 
would  change more slowly with time  and  the program  would 
converge more readily. As a result of clustering, the arsenic 
flux will be 
+ - 
F = -D,,VA - E, 

- 
( 5 )  

where A, the mobile  active  arsenic concentration, replaces 
the total dopant  concentration N a n d  the diffusion 
coefficient has the  same  form  as  the  boron diffusion 
coefficient. However, in the second  factor of the arsenic 
diffusion coefficient, the hole  density p appearing  in the 
boron expression is replaced by the electron  density n. The 23 1 
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relation between the  concentration of active  arsenic atoms 
and  the total concentration  depends  on  the  number of atoms 
per cluster and  the charge on each  cluster [ 131. By using the 
SUPREM I1 clustering  model of a  three-atom  cluster 
carrying  a  charge  of  two  electrons, the active  arsenic is 
related to  the total  arsenic by the relation 

N,, = A + KA3(A + 2N,,), (6) 

where K is the empirically determined clustering coefficient. 
Given the total concentration NAs, it is possible to  determine 
the active concentration by using a  Newton-Raphson 
iteration. 

The  simultaneous diffusion of arsenic and  boron is 
described by the coupled equations 

- 
V .  (-D,VN, + pNBE) = -- , 

- - dNB 
at 

Note  that these equations  are coupled  in  two ways. First, the 
diffusion coefficients depend  on  the  camer densities. The 
presence of  arsenic will reduce the hole density and  thus  the 
diffusivity of boron. Similarly, boron will reduce the 
diffusivity of  arsenic. The electric field appears in  both 
equations  and is a function of  both the arsenic and  boron 
concentrations. It provides  a  second way for the different 
species to interact.  When the electric field is calculated, each 
boron  atom  and  each active  arsenic atom is considered to be 
singly charged. The arsenic  clusters  in the models used here 

232 each have two units of charge. After some algebraic 

manipulation,  the expression for the electric field becomes 
. \  

Another phenomenon of importance in process modeling 
that  has  to be taken into  account is the possible appearance 
of boundary layer films of very low diffusivity between 
silicon and polysilicon regions. This fits naturally into  the 
finite element  approach.  The low-diffusivity film is modeled 
by defining  a new type of element, a “bamer”  element 
possessing very low diffusivity. These elements can easily be 
defined during mesh generation. Treatment of  this 
phenomenon using a finite difference approach would be 
much  more involved. 

Numericul methods of solving the trunsport equations 
The first step  in solving the  transport  equations is to 
discretize Eq. (1 )  in both space and  time. Space 
discretization  is  dealt with first. SAFEPRO uses triangular 
elements with linear basis functions within  each  element. 
With each node of the finite element mesh is associated a 
region made  up of parts  of  each element  containing  that 
node.  These  parts of each element  are defined by the lines 
connecting the  center of the  element  to  the  midpoints of the 
sides of the element. This  method is  shown in Figure 1. This 
particular approach has the advantage that obtuse triangles 
do  not cause any numerical  problems, as  can be the case for 
other subdivision  methods.  Since automatic mesh  generators 
often  include some  obtuse triangles whenever an irregular 
mesh is created,  this  property  of the discretization method is 
advantageous. 

SAFEPRO also has an  option  that allows it to interpolate 
linearly in the logarithm of the  concentration instead of in 
the  concentration itself. This procedure  has the advantage of 
obtaining  an improved fit to  the solution  within  each 
element  and therefore  increased  accuracy  for  a given mesh 
fineness. The log-linear interpolation  increases computation 
time slightly because additional logarithm and exponential 
calculations are required. 

An evaluation of the relative advantages of the two 
different methods is continuing. Preliminary results indicate 
that  the log-linear interpolation will be cost-effective. 
Simulations of a  one-dimensional constant diffusivity 
diffusion process which has  a  Gaussian as its exact solution 
gave a relative error of 19% for the log-linear interpolation 
versus 43% for the linear  interpolation at 0.005 of the peak 
doping of the  Gaussian.  The  CPU  time for the log-linear 
calculation increased by 29% over that for the linear 
calculation. To obtain the  same relative accuracy  for the 
linear  interpolation method would require an increase of 
approximately 60% in the  number of  nodes  in the finite 
element mesh and therefore  of  approximately 60% in the 
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CPU  time for a  one-dimensional  calculation. For a two- 
dimensional  calculation  the time increase would be 
approximately 1.60'" = 2.33 or about 133%. 

The flux density  in  each element is calculated at  the center 
of the element, and  the flux into each nodal region is defined 
to be the integral of the flux density component 
perpendicular to  the nodal region boundary. As a result, the 
flow of dopant  atoms within  each element is locally 
conservative. That is, the  sum of the fluxes between the parts 
of the  three nodal regions in each element is 0. This local 
flux conservation  implies global flux conservation, since the 
total flux into  any collection  of  nodal regions must equal the 
flux out of the nodal regions bounding  them.  The global 
conservation  of the flux of the  dopant  atoms is important 
because ion  implantation establishes an initial  dose of 
dopant  atoms  in  the structure. The numerical technique 
used to solve the diffusion equations  must conserve  this 
initial  dose if an acceptable  solution is to be obtained. In 
order  to  compensate for the discretization error caused by 
the finite element  grid, the  implanted dose  calculated by 
SAFEPRO is adjusted to equal the desired implanted dose 
immediately  after each implantation  and before any 
calculation  takes place. If an oxide-silicon boundary is 
involved, no difficulty arises as long as  the  elements  are 
chosen so that  the  element  boundaries lie along the interface. 
The fluxes in  each element  are calculated using the nodal 
concentrations  appropriate  to oxide  in an oxide element  and 
silicon in  a silicon element. 

If the set of elements  bounding a  node is denoted by S 
and  the  area of the  node by a, then  the  continuity  equation 
can be written in spatially discretized form as 

where FLUX is the integrated flux density out of the nodal 
regions of each  element. 

There  are several possible ways to discretize Eq. (9) in 
time. Let f be the present  time, at which all nodal 
concentrations  are assumed to be known, and let t + At be 
the next time value at which the new nodal concentrations 
are  to be calculated. SAFEPRO uses primarily the scheme 

FLUX  (t  + At )  = -a .  
N t + 4  - N~ 

S At (10) 

This is known as  the backward Euler method. All of the 
fluxes are calculated at  the next time value t + At and hence 
depend on  the  concentrations  at this new time, which are 
not known. This requires  the  solution  of  a large system of 
nonlinear  equations  at each time step. The  method is termed 
implicit because the new concentrations  cannot be obtained 
explicitly from the old but  must be obtained implicitly by 
solving a  nonlinear system of equations. As compensation 
for its computational complexity, the backward Euler 
method allows large time steps to be taken. The limit on  the 

size of the  time step is accuracy, not stability. Indeed, the 
backward  Euler method is the most stable of the 
conventional time discretization schemes. The backward 
Euler method is first-order-accurate in  time;  that is, the 
truncation  error  due  to  time discretization is proportional to 
At. 

A  second possible approach is the forward Euler or explicit 
method. In this method all of the fluxes are calculated at  the 
present time t. Then Eq. (9) becomes 

which can be explicitly solved for the nodal concentrations 
at  time t + At. These concentrations can even be written 
explicitly in terms of the nodal values at  time t. Although 
this method requires much less computation  than  the 
backward Euler, it has the disadvantage that  the  time step is 
limited by stability requirements, not accuracy.  A 
particularly  interesting method is due  to  DuFort  and 
Frankel. This  method is both explicit and stable. 
Unfortunately, as  the  time  and space steps are  made smaller, 
it does  not converge to Eq.  (1) but  to  that  equation plus an 
additional term  proportional  to  the  time step  divided by the 
mesh spacing. Therefore  it is very difficult to evaluate the 
accuracy of the scheme  as  a function of the  time step. 
Another  implicit method, known  as the Crank-Nicholson 
method, which uses an average of the fluxes at  time t and 
time t + At, is very attractive. It is more complicated than 
the backward  Euler but is second-order-accurate  in  time. An 
extensive discussion of time discretization methods is 
available [ 141. 

The decision was made  to use an implicit method because 
an analysis of typical calculations  indicated that taking fewer 
but more expensive time steps would be more efficient than 
taking many inexpensive  ones. This ruled out  the forward 
Euler scheme. The earliest SAFEPRO version used the 
backward Euler method because it is the simplest stable 
scheme  known and it was expected to give the fewest 
problems during  the debugging stages of program 
development.  A  Crank-Nicholson  scheme  has been 
developed and is now available in  SAFEPRO. 

All of the implicit  schemes  require the solution of a large 
set of algebraic equations which are usually nonlinear.  Many 
different methods  are known by which equations of this  type 
can be solved, and several excellent books are available [ 15, 
161. These methods  can be divided into two classes. The first 
kind, commonly called linearization  methods, provide very 
accurate  solutions by a method such  as  Newton-Raphson 
iteration, which, starting with an initial  solution,  produces  a 
global correction.  These methods  are computationally 
expensive but generally converge rapidly. Once  the  error 
becomes small, the next error will be approximately the 
square of its predecessor. This property is called quadratic 
convergence. It is very desirable, because to conserve the 233 
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amount of dopant in the structure, Eq. (10) must be solved 
very precisely, and a quadratically convergent algorithm 
makes this possible. 

gradually improve an initial solution by reducing local 
errors. These methods tend to converge  linearly to the exact 
solution. In many cases  it  is  possible to speed up the 
convergence by the use  of acceleration techniques and even 
be more efficient than by  using a linearization method. 
However,  these acceleration techniques are usually  specific 
to particular problems. Thus, the  time required to solve a 
problem cannot be  easily estimated in advance, since 
experimentation with acceleration parameters may be 
required. Also,  it  is often difficult to decide when the 
solution that has been obtained is accurate enough that  the 
iteration process can be halted. Since SAFEPRO is intended 
for  users  who are not primarily experts in computation, but 
rather in devices, it was decided to use a direct solution 
method to minimize the burden on  the user of  specifying 
convergence controls or estimating computer time required 
for a solution. 

The other methods are known  as iterative methods and 

A multidimensional Newton-Raphson method was 
chosen. The derivatives of the fluxes at each node are 
calculated with  respect to the concentrations at all other 
nodes. An initial guess at the solution is obtained, and  the 
amount by  which Eq. (10) fails to equal zero  is calculated for 
this initial solution. Then the Newton corrections AC to the 
nodal concentrations are  the solutions of 

J.AC= r, (12) 

where J is the matrix of the flux derivatives with  respect to 
the nodal concentrations and r is the vector of the residual 
imbalances at each  node. J is  also  known as the Jacobian 
matrix of the fluxes  with  respect to the nodal concentrations. 
For finite element (or finite  difference) problems the 
Jacobian matrix is  usually sparse (i.e., contains many zeros) 
because  each node has  relatively few immediate neighbors. 

The IBM Scientific Subroutine Library-Mathematics [ 171 
contains subroutines designed to solve such sparse matrix 
problems efficiently. Since SAFEPRO handles the 
interaction between  two  species, its Jacobian matrix is not 
symmetric. Therefore, SAFEPRO uses the general sparse 
matrix routines. The subroutine DMOOP is  used to order 
the matrix for  efficient solution and the subroutines DMNSP 
and DMBSP to obtain the actual solution. 

In order to increase program efficiency it is  necessary to 
provide a way in  which the  time step can be automatically 
varied  as the solution changes with time. The concentrations 

smaller or the current time step is unacceptable and  the 
calculation must be repeated with a reduced time step. This 
predicted solution is also useful since it provides a more 
accurate initial guess for the solution at the next time step 
than merely  using the solution at the last time step. 

A detailed theory exists  as to the relation between the 
predicted and corrected values of the solution and  the 
changes which should be made in the  time step [ 181. This 
theory allows the  truncation error on each time step-the 
error due  to approximating the variation of the nodal 
concentration with time by a polynomial-to be related to 
the size  of the time step and  the difference  between the 
predicted and final nodal concentrations at the new time 
value. Once the allowable truncation error has  been 
specified, SAFEPRO will calculate the maximum time step 
that can be taken. If the actual time step is less than  the 
allowable  value, the  time step will be  increased. As a 
precaution, the  time step is never  allowed to more than 
double. This helps to avoid time-step cycling. If the actual 
time step is too large,  it  will  be reduced. A time step is never 
reduced by more than 50%; if the algorithm calls  for a 
greater reduction than 50% in the next time step, the 
previous time step is deemed unacceptable and is retaken 
with a smaller step. 

The SAFEPRO user specifies the allowable truncation 
error by  giving  two parameters, REL  and ABS, for each 
dopant. They are  the relative and absolute errors allowed per 
time step, and the truncation error TRUN for  each  species at 
each node must satisfy 

TRUN C REL. N + ABS, 

where N is the concentration at the node. Typically, 
SAFEPRO uses REL = 0.001 and ABS = A quite small 
value  for the REL parameter is  chosen so that  the relative 
error will  be small at large dopant concentrations. The ABS 
parameter value  is  chosen to be approximately the lowest 
dopant concentration of  physical interest. This prevents the 
relative error restriction from unduly limiting the time step 
at low concentrations. 

The time step control allows the user to specify three 
parameters-STINIT, STMIN, and STMAX. STINIT is the 
initial time step that SAFEPRO tries to take. If that time 
step is too large, SAFEPRO will reduce the time step to an 
acceptable value. STMIN is the  minimum allowable time 
step. If the  time step is reduced  below STMIN, SAFEPRO 
will halt. This is an effective means of preventing the 
program from looping if an  input error has  been made 
which presents SAFEPRO with a nonphysical simulation 
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at the next time step are predicted and then compared with problem. STMAX is the maximum time step SAFEPRO is 
the actual values calculated. When the predicted values  agree allowed to take. This allows the user the option of  forcing a 
well with the actual solution, the  time step is small enough minimum number of steps per process run. 
and perhaps can be increased. When the prediction differs This automatic time step control is very important in 
substantially from the calculated solution, the  time steps are SAFEPRO, because the solution will change slowly during 

234 becoming too large and either the next time step should be the initial stages of a typical calculation when the extrinsic 



base diffusion is not interacting with the  emitter diffusion. 
As the two dopants diffuse into each  other, the interaction 
between them will cause the solution to change rapidly and 
smaller time steps will be required. As the diffusion process 
continues,  and  the peak concentrations  drop,  the solution 
may  then slow in  its time variation. A user cannot be asked 
to prescribe a suitable  sequence of time steps, nor  can he 
afford to use the smallest time step  required at  any  time for 
the  entire calculation. The usual approach in process 
simulation has  been to start with a minimum  time  step  and 
gradually  increase  it, based on  the  argument  that diffusion is 
a smoothing process, and  that  the longer the diffusion 
proceeds the larger the  time  step  can be. In  our primary 
application, the modeling of lateral diffusions, the acceptor 
and  donor species diffuse towards each  other,  and  the 
smallest time  step required will occur  not  at  the  start of the 
simulation but  later,  when the  donors  and acceptors  have 
met  and  are interacting. 

Estimation of dlfusion parameters 
While SAFEPRO was being developed, a simultaneous effort 
was camed  out  to  determine  the fitting parameters for our 
particular processes. This was accomplished by matching 
one-dimensional SIMS profile measurements with SUPREM 
11. Since SUPREM I1 does  not  simulate polysilicon as such, 
an oxide layer with polysilicon-type diffusion coefficients was 
used in SUPREM to model the polysilicon; an interfacial 
bamer was simulated by using the oxide/silicon segregation 
or mass  transfer coefficients of SUPREM 11. By fine-tuning 
SUPREM I1 to available  experimental data,  it was possible 
to  obtain  parameters for use in SAFEPRO. 

The SUPREM I1 runs were very useful as test cases for 
SAFEPRO. In general, it was possible to  match SAFEPRO 
(on one-dimensional  problems) exactly to SUPREM I1 
except in regions of high electric field. An example  of the 
agreement is given in Figure 2. The differences such  as  those 
shown are  attributed  to SUPREM 11’s use of a modified 
version of Fick‘s Law, which is not exact for  two  interacting 
dopants  and which caused slight differences in regions of 
high electric field. (SUPREM I11 [ 191 now uses the  standard 
form of Fick‘s Law.) 

3. Application of SAFEPRO  to an advanced 
transistor design 
The cross  section  of an advanced  bipolar  transistor  [20] 
analyzed with SAFEPRO is shown  in Figure 3. The 
transistor is fabricated on  an n-type epitaxial layer with a 
500-nm flat zone. The base contact of the device  is made by 
a polysilicon layer heavily doped with boron.  The extrinsic 
base is  formed by the out-diffusion of boron  from  the 
polysilicon into  the epitaxial layer. A critical element in the 
design is achieving the proper amount of out-diffusion 
vertically and horizontally. If the  boron  does  not diffuse far 
enough into  the epitaxial region, good electrical contact  to 
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1 Comparison of SAFEPRO and SUPREM 11. SAFEPRO-Curve A: 
1 arsenic, Curve B: boron; SUPREM IILCurve C: arsenic, Curve D: 
8 boron. 

f 

.”_.’ 

,\ Schematic of a  deep-groove-isolated  self-aligned npn bipolar 
transistor. 

the intrinsic base will not be made. If the  boron diffuses too 
far into  the epitaxial region, it will meet the  emitter diffusion 
at a high concentration.  This will result in large depletion 
capacitance and possibly a poor-quality junction with a low 
avalanche  breakdown. The  combined sheet resistance of the 
extrinsic base and  the p+ polysilicon is of the  order of 60 
ohms/sq. 

deposition and directional RIE [21]. The  emitter is self- 
aligned to  the base polysilicon and defined by the sidewall 
spacer. A second polysilicon layer is deposited  for the 
emitter  and is heavily doped with As. The completed 
transistor  has an  emitter  junction  at a depth of 50 nm below 
the epitaxial/polysilicon interface and a 150-nm-wide 
intrinsic base region. 

A typical dielectric sidewall is formed by conformal CVD 
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boundary in the computation. The areas of interest, such as 
the emitter, the intrinsic base, and  the area under the 
sidewall,  were  designed to have the densest  mesh. The 
minimum mesh  spacing  was approximately 5 nm in the 
vertical direction and 8 nm in the horizontal direction. 
Results obtained using SAFEPRO in previous calculations 
indicated that the mesh  spacings  used here are adequate to 
resolve the diffusions involved. The total number of nodes in 
the mesh  is 1 157. The nodes form a total of 2 156 elements. 
Of  these elements, 220 are used to model the extrinsic base 
polysilicon and 144 are used  for the emitter polysilicon. 

In preparation for the two-dimensional calculation, 
SAFEPRO was run on two essentially one-dimensional 
meshes  having the same vertical  spacings as those in  Fig. 4 
for both the emitter and the extrinsic base  regions. The 
diffusion parameters were adjusted slightly to fit the 
SAFEPRO calculations to the SIMS experimental results. 
Figure 5 shows the vertical  profiles  of both the SAFEPRO 
results and  the SIMS measurements. The integrated base 
doping was also matched to the SIMS measurement of 6 X 

1 0 ' ~  atoms per cm'. 
The two-dimensional calculations were then run. Three 

major process  steps, namely the extrinsic base  diffusion, the 
intrinsic base diffusion, and the emitter diffusion,  were 
simulated. The lateral profiles  of boron and arsenic along the 

the structure within the rectangle  of dotted lines in Fig. 3 silicon  surface are shown in Figure 6 for a typical  sidewall 
was simulated. This region includes enough of the structure thickness. The boron concentration decreases  as one moves 
to allow the critical lateral base  diffusion and its interaction along the silicon  surface  away from the extrinsic base 
with the emitter diffusion to be properly  modeled. The polysilicon until one meets the lateral diffusion  of intrinsic 
triangular mesh  used  in the analysis is shown in Figure 4. base near the emitter window. The interaction of boron and 
Since the sidewall  was formed before the extrinsic base drive- arsenic results  in a boron pileup near the intersection of 

236 in, the oxide-silicon interface was  modeled as an insulating these  two  species. This can be  seen  in both the vertical and 
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I Minimum  concentration of  boron  at  the  silicon  surface  along  the 1 sidewdli  as  a  function of sidewall  thickness. 
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velocity is appropriate for low-temperature  oxidations  in 
which the oxide  growth is essentially uniform. A user may 
specify that  the  boundary  motion follow the Grove-Deal 
Law by specifying the linear rate  constant B/A and  the 
parabolic rate  constant B. 
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To illustrate the use of this oxide growth simulation, the 
two-dimensional boron profile in a silicon structure which 
had boron ions  implanted  and  then driven  in with the 
simultaneous growth of 100 nm of oxide is presented in 
Figure 11. For  comparison a similar  calculation  without the 239 
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oxide  growth is shown in Figure 12.  The oxidation-enhanced 
diffusion coefficient was used in  both  calculations to  include 
the effect of the oxide  in  increasing the diffusion coefficient. 
The difference in  the results reflects the  additional effect of a 
growing oxide in depleting boron  from  the silicon. In  the 
portions of both figures where the diffusion is one- 
dimensional, the results agree with those obtained  from 
SUPREM 11. In Figure 13 the lateral boron  distributions  in 
the silicon at  the surface are shown  for both cases. 

5. Conclusions 
This  paper described a 2D process simulator  that uses the 
finite element  method  and includes many  important effects 
previously available  only in one-dimensional  programs. 
These effects include  the  interaction between two different 
diffusing species, the presence of polysilicon or “barrier” 
regions, and  the depletion  of boron by a growing oxide. The 
paper also demonstrated  the successful incorporation of 
dynamic  time step selection in a diffusion program. This 
procedure, which is commonly used in  circuit analysis 
programs, is now  needed in diffusion programs,  since in  the 
problems of current interest, the  maximum allowable time 
step  vanes widely throughout  the course  of the calculation. 
The results presented  show the application of SAFEPRO  to 
realistic problems of current interest  in the design of 
advanced  transistors. 
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