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This manual is intended primarily for use by IBM personnel

responsible for program service. It is one of three publications

} that describe the design and the internal control flow of the
VSE/Advanced Functions Supervisor. The manual supplements the
program listings by providing text and charts as follows:

Chapter 1: Introduction

Provides general information about the VSE supervisor, its basic
functions, storage organization in 370 mode and ECPS:VSE mode,
and storage allocations.

Chapter 2: Design Information

Contains a detailed description of the various supervisor
functions and components. These descriptions provide information
necessary to become familiar with the internal logic of the
supervisor.

Chapter 3: Organization Information

The overview charts of this chapter show the sequence of
significant program steps as well as interfaces and linkages
between different routines.

Chapter 4: Data Area Information

Layout of commonly used supervisor data areas aud control
blocks.

Chapter 5: Diagnostic Aids

In this chapter information is provided which may be especially
helpful in diagnosing program errors.

Appendixes:

A: Describes the supervisor generation macros.

B: Contains descriptions of internal VSE macros.

C: Contains a list of VSE device type codes.

D: Contains a quick reference list of supervisor calls (SVCs).
E: Contains samples of track hold processing.

Preface iii
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Related Publications

The other two publications describing supervisor functions are:

VSE/Advanced Functions Diagnosis Reference: Error Recovery and
Recording Transients, LY33-9108

VSE/Advanced Functions Diagnosis Reference: Logical Transients
and $IJBSxxx Phases, LY¥33-9109

For overall system logic, the following manuals are to be used in
addition:

VSE/Advanced Functions Diagnosis Reference: Initial Program
Load and Job Control, LY33-9110

VSE/Advanced Functions Diagnosis Reference: Librarian,
LY33-9111

VSE/Advanced Functions Diagnosis Reference: Linkage Editor,
LY33-9112

For efficient use of Diagnosis Reference publications, the reader
should be familiar with the information contained in:

IBM System/370 Principles of Operation, GA22-7000

IBM 4300 Processors Principles of Operation, GA22-7070

VSE/Advanced Functions System Management Guide, SC33-6191

0S/VS-DOS/VSE-VM/370 Assembler Language, GC33-4010

Procedures for isolating problems and analyzing storage dumps are
contained in:

VSE/Advanced Functions, Diagnosis: Service Aids, SC33-6195

Titles and abstracts of other related publications are listed in

the:

IBM System/370, 30xx and 4300 Processors Bibliography,
GC20-0001.

iv VSE/AF DR: Supervisor, 2.1.1
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CHAPTER 1: INTRODUCTION

The SUPERVISOR is that part of the VSE system which controls the
execution of programs and which provides common services for them.
The supervisor consists of:

* The Supervisor nucleus
part of which may be pageable.

* The Supervisor transients
some of which are executed from the Shared Virtual Area (SVA).
(For a listing of companion manuals refer to preface.)

e Several SVA resident phases

The supervisor nucleus and the SVA resident phases are loaded at IPL
time, whereas transients, unless they execute from the SVA, are
loaded as needed from the core image library. Subsequent transients
will overlay any previous one in the corresponding transient area,
(see below) thus making maximum use of processor storage allocated
to the supervisor.

The following labels define the supervisor storage locations which
are preserved for the different type of transient routines:

LTA (Logical Transient Area)
($$B..... Phases)

PTA (Physical Transient Area)
($SA..... Phases)

RTA (Ras Transient Area)
($SR..... Phases)

CRTTRNS (CRT Transient Area)
($SBOCRT. Phases)

Chapter 1: Introduction 1
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The major functions performed by the supervisor are:

Interrupt processing

Task dispatching

Physical input/output control (PIOCS)
Channel program translation

Page management

Storage management

Resource management

Job accounting

Program retrieval (FETCH or LOAD)
Error recovery and recording
Operator communication

Common Supervisor Services (SVCs)

In an installation either an IBM provided supervisor may be used or,
a supervisor which meets the installation specific requirements must
be generated by means of the supervisor generation macros (refer to
Appendix A).

Figure 1 on page 3 illustrates the storage organization of a
9-partition system for MODE=370, Figure 2 on page 6 for ECPS:VSE
Mode and VM Mode.

For a detailed physical organization of the supervisor refer to
Figure 5 on page 10.

The following supervisor routines (functions) are located in the SVA
(Virtual Library)

SVC 58: INVPART (IJBSINP)

SVC 83/84: ALLOCATE/SETLIMIT (IJBSSM)

SVC 103: Part of I/0 for SYSFIL on FBA (IJBFBA)

SVC 112: MSAT (IJBSSAT)

SVC 113: XPCC (IJBSXPC)

SVC 114: VIO services OPEN, EXTND and CLOSE (IJBSVIO)

2 VSE/AF DR: Supervisor, 2.1.1
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1. The organization of a 9-partition system with 2 virtual spaces
is shown. Each partition may or may not have a contiguous area
of processor storage allocated for program execution in REAL
mode.

An active virtual partition comprises at least 128K bytes in the
virtual address area. The virtual partition size is always an
integer multiple of 64K bytes.

The virtual background partition (BGV) is always active.

The address area of an inactive virtual partition may be reduced
to zero.

2. Space 1 is the primary address space, which is used by default
to allocate private virtual partitions. It is initialized by IPL
with an initial BG size of 1M bytes.

The BG size can be explicitly changed by a later ALLOC command.

The example assumes that three other partitions (F3, F5 and F7)
are allocated later in the same address space. These new
allocations have no implicit effect on the size of the BG
partition.

3. Space R is used to allocate real partitions and for real
execution. Real allocations are restricted to an area below end
of real storage (EOR). No addressability exists between real and
private virtual partitions. The system area allocated in space
R is used to PFIX SVA pages.

The segment table for space R does not yet exist after IPL and
is allocated at the first EXEC REAL request.

Allocations for real partitions must be an integer multiple of
4K bytes.

4. Space 2 is a secondary address space, which is created as a
result of the first ALLOC request explicitly referring to it.
The example assumes that such an ALLOC request was issued for
partitions F8 and F6.

Private partitions are allocated in contiguous areas above the
supervisor.

A free space exists in each address space between private and
shared partitions and can be used to increase the total size of
the private area, provided that the VSIZE is not exceeded.

5. Shared partitions are allocated in a contiguous area below the
SVA. The portion of free space common to all address spaces can
be used to increase the total size of the shared area, provided
that the VSIZE is not exceeded.

4 VSE/AF DR: Supervisor, 2.1.1
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6. There is no fixed ordering of partitions. New partitions are
allocated in the specified order within the free space.
Reallocations are subject to a set of restrictions, which are
reflected by the ALLOCATE return codes.

7. For the layout of a virtual and real partition see Figure 3 on
page 8.

8. For the layout of the Shared Virtual Area (SVA) see Figure 4 on
page 9.

Chapter 1: Introduction 5
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Figure 2. Example of Storage Layout (ECPS:VSE Mode and VM Mode)
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1.

The layout of a 5-partition system is shown. An active
partition comprises at least 128K in the virtual address space
and the number of bytes is always an integer multiple of 2K
bytes (ECPS:VSE Mode) or 4K bytes (VM Mode).

The virtual background partition (BGV) is always active.

The address area of an inactive virtual partition may be reduced
to zero.

After IPL the system consists of the supervisor area and the SVA
and BG, which is initialized with a size of 1M bytes. The BG
size can be explicitly changed by a later ALLOC command.

By use of the ALLOCR command, (as shown for the BG partition),
an upper limit for the area to be PFIXed is set.

Allocation for real partitions must be an integer multiple of 2K
bytes (ECPS:VSE Mode) or 4K bytes (VM Mode).

ECPS:VSE Mode:

To execute a program in REAL mode, Job Control PFIXes the
storage area defined by ALLOCR. If the user wants a real GETVIS
area he must specify a SIZE parameter in EXEC statement
accordingly.

VM Mode:

In this case only the PFIX counters are maintained, EXEC REAL
has no effect on the running mode.

By use of the ALLOC command, the user may define the partitions
according to his needs. These new allocations have no implicit
effect on the size of the BG partition.

The partitions are allocated in contiguous areas above the
supervisor.

There is no fixed ordering of partitions. New partitions are
allocated in the specified order within the free space.
Reallocations are subject to a set of restrictions, which are
reflected by the ALLOCATE return codes.

For the layout of a virtual and real partition see Figure 3 on
page 8.

For the layout of the shared virtual area (SVA) see Figure 4 on
page 9.

Chapter 1: Introduction 7
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Partition Save Area

Program Name
(8 bytes)

Program Status Word
(8 bytes)

General Registers 9-8
(64 bytes)

Job Start Time (1)
(8 bytes)

Floating—point
Registers (32 bytes)

User's Program

C

.........................

GETVIS Area (2)

Figure 3. Partition Layout (All Modes)

Job start time, for the time stamp, is stored in the last 6 ‘.J’
bytes of this area (bytes 82-87) when specified.

A virtual partition always has a GETVIS area (minimum and
default is 48K). In real mode the minimum/default value is OK.
If the user wants to have a GETVIS area he must specify it
implicitly by using the SIZE parameter in the EXEC statement.

8 VSE/AF DR: Supervisor, 2.1.1
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System Directory List
(SDL) (2)

Virtual Library (3)

System GETVIS Area (4)

SLA (5)

VPOOL (6)

—_— - - ——

16M

Figure 4. Shared Virtual Area (SVA) Layout (All Modes) (1)

1. Shared Virtual Area (SVA): An area where heavily used reentrant
programs are loaded; they can be shared between partitions, and
also parts of the system (e.g. End-of-Job processing routines).

2. System Directory List (SDL): In-core directory of highly used
programs (phases). For further information refer to 'Shared
Virtual Area (SVA)" on page 266.

3. Virtual Library (Phase Area): Contains highly used programs
(phases) which can be shared between partitions and the system.
For further information refer to "Shared Virtual Area (SVA)" on
page 266.

4. The GETVIS area for the system can only be used by requestors
with a storage protection key of zero.

5. This area is allocated during IPL and used by Label Processing
(SLA).

6. This area is allocated during IPL depending on the VPOOL
parameter and is used as a buffer pool for VIO.

Chapter 1: Introduction Y
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SUPERVISOR STORAGE ALLOCATION J

Figure 5 shows the supervisor generation macros, describes the code
they generate and indicates the physical organization of the code in
storage.

1
J

Generated Code

]

Base Reg

T
Generation| Calls
| used

Macro
]

SUPVR

2
[¢]
=]
(o]

this macro only sets globals

FOPT

Z
o
j=]
o®

, this macro only sets globals

IOTAB SGEND |DSECTS, EQUATES

SGLOWC
(PSWs, logout areas, etc.)

4 4 1

|Various constants and tables must be
|below 4K. CRTGEN, PIB tables, exit tables,
|I/0 tables, foreground communication

|
1
|
|
|
|
|
|
HW/SW interface | _
|
|
|
|
|
| regions, etc., having Y-type address |
|

T
SMICR |External interrupt handler
|

R14

L
|C—transient, B-transient, and

| A-transient area
1

L
I
|
|
|
|

1 —

SGEFCH |Temporary library control blocks and TFIX | R9

|

|

T

I

|

T

|table for pageable FETCH routines
|

1
|
|
i
|
)
I
|
-
[
|
|
|
[
|
|
|
|
|
[
|
|
|
|
!
|
|
|
[

1
ASYCODE [ Asynchronous operator communication R9

| routines

| |

| 1

| ASYTAB |Asynchronous operator communication tables| R9
| |
1

SGATAB |[Tables having A—type address pointers in
| | low storage (CRTSAV, SDAGDT, ISTAVT,

| DTSVECTB, SCYVECTB).

I

R6

e —————

[ A I S A O N IS R NN SO N O

l
|DISP | Task selection
| |

Note: TFor tables/buffers added at IPL see Figure 6 on page 13.

Figure 5 (Part 1 of 3). Supervisor Storage Allocation

10 VSE/AF DR: Supervisor, 2.1.1



Licensed Material - Property of IBM

— T T T ]
|Generation| Calls | Generated Code |Base Regs|
| Macro | | | used

. : { ; |
| IOTAB | SGNUC | Interrupt handler, job accounting | R13 |
| | | in—line routine | |
l } i { |
| [SGPCK  |Program check handler | R13 |
| | } 'l l
| | | (DTSMCIC) ICCF Monitor Call intercept | R14 |
| | | routine. |

| 'L % T
| | SGAFCH |Fetch data section (CCWs, control blocks)| R11

| ; 1' } |
[ |SGDFCH |Fetch overall logic and directory search | R9 |
| | % - |
| | SGCCWT |CCW translation for 370 mode |  R8,R9 |
| % } T |
| | SGCCWF |CCW analysis and fixing routine |  R8,R9 |
| | | for ECPS:VSE mode | |
| } { 1 1
| | SGSVC |Various SVC routines | R13

| } 1 i —]
| | SGSVCX |Various SVC routines | R13

| : | | :
| | MCRAS |Machine/Channel Check Handler, RTA | R15 |
| — 1‘ % Ju
| |SGSTAR |System track algorithm routines | R9 |
\ } % 1 |
| |SGIOS  |SVCO (EXCP) and SVC15 (SYSIO) routines, | R13 |
| | | (SGSCHED) Channel scheduler routine, | R13

| | | (IOINTER) I/0 interrupt handler, | R9Y |
| | | (SGMIH) Missing interrupt handler, |  R13 |
| | | (SGDSK)  Disk error recovery routine, | R13,R14 |
| | | (SGSERI) Service task interface and data| R12

| 'r ] { {
| [SGCFCH |Fetch SVC routines | R13 |
| | } ] {
| |SGERP | Interface to ERP transients |  R13 |
| : | | |
| | SGAP | Asynchronous processigg SVC routines | R13

! i } '[ {
| |SGTINF |Tasking Interface routines | R12,R13 |
| i { { {
| | DTSSVCIC|ICCF SVC intercept routine | R14 |
| ; ; f 5
] | DTSSVCIN| ICCF SVC routine | R1& |
| ! | L ]

Note: For tables/buffers added at IPL see Figure 6 on page 13.

Figure 5 (Part 2 of 3). Supervisor Storage Allocation

Chapter 1:
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T T T |
|Generation| Calls | Generated Code |Base Regs|
| Macro | | | used |
} . { # —
| IOTAB | SGRM | Resource management SVC routines |  R13
| | f 1 i
| | | Tasking control blocks, |  R12 |
| | | (SGPDATA) Data for page manager | RS8 |
| } f % I
| |SGLOCK | LOCK, UNLOCK routines |  R13 |
| } { { -
| ISGAM | CDLOAD, GETVIS, and FREEVIS routines, | R4 |
| l | (SGAMSUBR) Subroutines of SGAM | R4 |
| — % } —
| |SGNPGR |Allocate Programmer Logical Units (LUBS) | R13 |
| { 1 1 —
| |SGBFCH |Input buffer, program fetch and | R9
| | |I/0 processing | |
| } % { {
| |SGSER  |Automatic Volume Recognition and |  R13
| | |related SVC routines | |
| | I 1 {
| | | SGSLDUP, SLD update routine, | R4 |
| | |DASD sharing only | |
| } i { {
| |SGACF  |Security and Audit support. | R13
| } } t 1
| |SGXECB |Cross partition common SVC routines. | R13
| i } } !
| |SGACCT |GETJA SVC routine. | |
| I |Change/Display Priority SVC routines | R13
| | ] { =
| |SGINF | Logical SV/PP common SVC routines | R12
| — : |
| |SGIUCV | IUCV-VCNA connection | R13 |
| f 5 1 1
| | SGPREAL |Get/free processor storage for 370 | R9
| ] 'I | |
| |SGPMR | Page manager | R9 |
| | | (SGPSVC) VIOPOINT service, | R9 |
| ! | (SGPLLEV) Load lgveler, | R15 |
| | | (SGPF1X) Fixing routines, | R9 |
| | | (SGPOPT) Page in SVCs | R9 |
| ' 1' { 1
| | IPL initialization routines, |  R7,R9 |
| | |
| | j

|CCW translation copy buffers
|

Note: For tables/buffers added at IPL see Figure 6 on page 13.

Figure 5 (Part 3 of

3). Supervisor Storage Allocation
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The following table shows the supervisor tables and buffers which
are allocated at IPL time.

Copy buffers
Channel queue

CCW chains for TAPE set mode
PUB2 areas

PUBX area

Pubscan tables

AVR table

Reentry rate table

Page frame table

| Page table

Segment table

Page Table Assignment String
Console buffer

Hardcopy buffer

SYSREC buffer

PAGEIN table

Phase load lists
VIO/VPOOL area
Device control blocks

Path ID table for IUCV

CCW chains for DASD file protection

Extended logout areas: IOEL, MCEL

External interrupt buffer for IUCV

Figure 6. Supervisor Areas, Allocated at IPL Time

Chapter 1:

Introduction
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FETCH-PROTECTION FOR THE SUPERVISOR

To prevent unauthorized or unintended use of supervisor information,
most areas of the supervisor which are exclusively used by the
supervisor are fetch protected.

An overview of areas that are not fetch protected is given below:

i Low storage area including tables known to be used by problem
programs

. User TCBs (depending on the TP access method used)

o The pageable part of the supervisor if previously paged-out (370
mode only)

pd The tables/areas dynamically allocated at IPL time (see Figure 6
on page 13).

System Communication Region (SYSCOM)
BG Communication Region (BGCOMREG)
CCWs for SYSLOG prefix

PIB Table

PIB Table Extension

ACCTUSER, save area for Job Accounting
FICL

NICL

LUB

PUB Table

PUBOWNER Table

Foreground Communication Regions
DIB Tables

Code and areas for MICR
A-Transient Area

B-Transient Area

C-Transient Area

Code and data for ASYNOC

SYSCODE constant + Patch Area
SYSPARM fields

Job Accounting Partition Tables
Job Accounting label save area
Fetch Table

Second Level Directory(SLD)

Track Hold Table

Console Buffer Table

Data needed for CRT support

Table for Access Control Facility
Communication Table for ICCF
Communication Table for VTAM
Recorder File Table

Figure 7. Supervisor Areas/Tables, which are not Fetch-Protected

14 VSE/AF DR: Supervisor, 2.1.1
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User TCBs if TP=VTAM.
Pageable supervisor code,

having been paged-out in /370 mode.

Figure 8. Supervisor Areas Conditionally not Fetch Protected

Chapter 1:

Introduction
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CHAPTER 2: DESIGN INFORMATION

This chapter presents the design information by functions.

Interrupt Processors

The different interrupt types and supervisor routines to handle
these interrupts.

Dispatcher, Task Selection
A description of the dispatching of system and user tasks.

Physical Input/Output Control System (PIOCS)
A description of device scheduling and I/0 interrupt processing.

Lock Management
A description of the lock/unlock mechanism.

CCW Translation and Retranslation
A description of CCW-translation, retranslation and CCW fixing.

Page Management
Virtual storage concept; page handling.

Storage Management
Short description of storage management routine.

Program Retrieval
FETCH/LOAD operations including SVA usage.

Machine- and Channel Check Recovery and Recording
Types of machine checks, channel checks and resulting actions.

Job Accounting
Short description of job accounting routines.

Chapter 2: Design Information 17
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INTERRUPT PROCESSORS

The supervisor is designed to operate in an IBM System/370 CPU in
the Extended Control (EC) mode, which is determined by the Program
Status Word (PSW) bit 12 being set ON, or in one of the two IBM 4300
processors modes (either in ECPS:VSE mode or in 370 mode).

Processing may be interrupted by any of the following conditions:

Input/Output Interruption
Program Interruption
Machine-Check Interruption
Supervisor-Call Interruption
External Interruption

An interruption condition consists in storing the current PSW as an
old PSW, storing further detail information identifying the cause of
the interruption, and fetching a new PSW (Refer to IBM System/370
Principles of Operation). Processing resumes with the appropriate
First Level Interrupt Handler as specified by the new PSW.

The first level interrupt handler saves all the information which is
necessary to resume the interrupted processing at a later point in
time. After initialization control is passed to the second level
interrupt handler.

For a more detailed description of the first level interrupt handler
refer to Overview Chart, Figure 124 on page 303.

The second level interrupt handler which will be described in detail

below performs the actual interrupt processing and after completion
returns to the task selection routine.

Interrupt Processors 19
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1/0 INTERRUPT

Refer to Physical Input/Output Control System (PIOCS) later in this
chapter.

20 VSE/AF DR: Supervisor, 2.1.1
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PROGRAM CHECK INTERRUPT

Handling of

The program check handler inspects the program interruption code and
passes control to the appropriate processing routine. It mainly
differentiates between programming exceptions and translation
exceptions. If the system is running in 370 mode, the program check
handler is entered in real mode which means that the DAT-bit in the
PSW is off.

a Normal Program Check

If a normal program check is to be handled, the DAT bit in the
current PSW is first turned on if running in 370 mode.

If the program check occurs in the supervisor code the system enters
a hard wait, unless one of the following conditions is fulfilled:

. The supervisor failed due to incorrect input parameters passed
by the user program. A list of addresses in the Supervisor is
scanned to see if the program check occurred at any of these
addresses. If so, the user program is canceled.

. A check is made to see if ACF/VTAM is active and executing an
SVC 49 (X'31') or 53 (X'35') or one of its appendage routines.
If so, that partition is canceled.

. A check is made to see if ICCF (SVC 82 - X'52') or an ICCF

intercept routine is active. If so the ICCF partition is
canceled.

If the system goes into a Hard Wait, SYSCOM bytes 4 through 7 and
low-storage bytes O through 3 contain the appropriate hard wait code
(see Chapter 5, Figure 315 on page 624).

If the program check occurs in a page handling overlap (PHO)
appendage routine or in an I/0 appendage routine, the interrupt
status and general registers are saved in a separate save area
(label SVPCSAVE) and the users program is canceled.

If the program check occurs in the problem Program, it will be
canceled, unless a program check exit routine was specified. In
this case the Program Check Handler passes control to a special
routine at label PCROUT which saves the interrupt status information
and general registers in the save area specified by the user's STXIT
(PC) macro for the following purposes:

. To restore for continuation.
i To enable the user's PC routine to analyze the status.

. To facilitate analysis of a dump, should a dump be requested
(the dump then contains all interrupt information).

Interrupt Processors 21
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To enter the user's PC exit routine, the PSW saved in SVEPSW is
modified to point to the users PC exit routine and a special bit in
the TCB is turned on, indicating that the PC exit routine is active.
A program check encountered at a time while this bit is still on,
causes the task to be canceled.

The user's PC exit routine must end with an SVC 17 (X'1l' - EXIT PC)
to resume processing at the point where it was disrupted. In this
case the interrupt status information and general registers are
restored to the program save area and the PC routine active bit in
the TCB is reset.

Handling of Page Fault Interrupts

Page faults are a special type of program checks and are handled by
an extension to the program check handler, the page fault first
level interrupt handler (PFFLIH). By means of the RID (Routine
identifier, label RID in the supervisor) it is determined what
action is to be taken. Figure 9 on page 24 shows the various RIDs
along with the actions taken if one of the appropriate routines
causes a page fault.

The page fault handler also sets the TIBFLAG. This flag tells the
dispatcher how to dispatch the task after the page fault has been
handled. The TIBFLAG indicates that control is to be passed to
SVRETURN if a supervisor service is to be reactivated.

If no page-fault appendage is provided for the interrupted task, a
page fault request is queued for handling by the page management
routines and the interrupted task is set not dispatchable (PMRBND).

If an appendage is present for the task, control is passed to the
appendage, and the task causing a page fault remains dispatchable
unless the page fault occurred during a supervisor service for the
task. (Refer to VSE/Advanced Functions Macro User's Guide for a
more detailed explanation of Page Fault appendages.)

If, for a task owning an appendage, a page-fault-handling request
has been queued previously, the pending request is not queued.

Handling of Pseudo Page Faults (MODE=VM and MODE=370)

(MODE=VM and MODE=370 when running under VM) Pseudo-page-faults are
a special type of program checks.

Pseudo-page-faults are page faults detected while processing on a
virtual machine that is operating in EC mode with I/O interrupts
enabled and for which the SET PAGEX ON command has been issued.
When these conditions are satisfied, VM/370 causes a
pseudo-page-fault exception by storing the virtual machine address
that caused the page fault, reflecting a program interrupt to the
virtual machine, and removing the virtual machine from page and

22 VSE/AF DR: Supervisor, 2.1.1
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execution wait. When VM/370 has satisfied the page request for the
virtual machine, it reflects a pseudo-page completion.

For both pseudo-page-fault exception and pseudo-page-fault
completion, the VSE virtual machine is removed from the wait state
by VM/370 and given control by a program check interrupt.

A pseudo-page-fault is first tested to see if it is a completion.
If this is the case and the page brought in is the same as the
previous completion with no faults in between, control is returned
to the problem program.

If the pseudo-page-fault was a completion, interrupt status is not
saved. For completions the waiting task is found in the page wait
queue and posted dispatchable. The previous completion address is
set equal to the current one for the duplicate test and control is
returned to the dispatcher.

If the pseudo-page-fault is an exception it is tested to see if it
occurred in the dispatcher. If this is the case control is returned
to the dispatcher with disabled PSW. If the fault is not in the
dispatcher the page fault address is saved in the TIB, the TIB is
enqueued in the page wait queue and the task is set to the WAIT
state.

Interrupt Processors 23
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| T T T 1
!NAME } ID !MEANING ! ACTION |
|
I T T f 1
|SYSTEMID| 00 |System error condition, | Hard wait. |
| | | for example, page fault in | (see Note) \
| | |the I/0 interrupt handler | |
| | + :
| REENTRID| 04 Page fault or GETREAL request |Save PSW and registers |
| | |in a reenterable routine. |in user task's |
! ! | | system save area. |
r 1 1 !
|USERID | 08 Page fault from a user task |Hard wait X'FFB' |
' ‘ |or from a system task. |if this is a system |
| | [ task and the TCB shows |
| | | that the task does not |
| | | | expect page faults; |
| | | else registers and |
| | | interrupt status are
| | | | saved in the users |
| | | |save area. |
| | | If the task operated |
| | | in disabled mode, the |
| | | |task is canceled with |
| | | | cancel code X'15'; |
| | | |otherwise the page |
| | | | request is enqueued. |
} % I = i
| APPENDID| OC | Page fault in I/0 appendage |Task is canceled with |
| | | routine |cancel code X'36"'. |
ul i l —4 1'
|RESVCID I 10 |Page fault in SVC 7 (X'07') |Set RETRYSVC bit in TIBl
| | | in SVC 13 (X'0OD') |save interrupt status |
| | | |and registers in user |
| | | | save area; [
| | | | enqueue page request. |
| | | |
| T T 1
|DISPID | 14 |Page fault in a routine which |Enqueue page request. |
| | |does not require any
| ( | information to be saved, e.g. |
| | |page fault in the dispatcher. |
- — 1 1
PFARID 18 |Page fault in a page fault |Save interrupt status |
| appendage routine. |and registers in an |
|
|
|
j

| |
| |
| |
| |
| |

| | internal save area and
| | cancel user task

| |with cancel code X'OE'.
| |

Figure 9 (Part

1 of 2). Routine Identifiers (RID) as Used by the Page Fault
Handler (PFFLIH)
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-
| NAME
|

iD

MEANING

-

T
| ACTION
|
T

I
|ETSSID
| SUBSYSID

1C

Page fault in subsystem

|Save interrupt status
|and registers in an

| internal save area.
1

MICRID

20

Page fault in MICR or
subsystem appendage.

T

|Save interrupt status
|and registers in an

| internal save area and
|cancel user task

|with cancel code X'OE'
|

[
I
a
I
I
I
1
I
|
|
I
|
f
|
|
|
I
I
I
I
I
I
|
I
|
I
|
|
|
|
|

I
I
|
|
|
|
|
}
I
I
I
|
I
I
|
I
I
I
|
|
I
I
I
|
|
[

40

FF

Page fault in a gated
Supervisor service.

T
I
I
I
I
I
j
I
I
|
I
I
|
I
I
|
I
I
I
|
I
I
I
I
I
|
I
I
|
|
|

f
|Close gate to routine

I
{
I
|
}
|
I
I
I
I
I
I
| (routine cannot be used|
|until gate is opened). |
|Save PSW and registers |
|in the user task's
|system save area; set |
|TIBFLAG to return to |
| SVRETURN. Enqueue page |
| request. |
| (Any task accessing a |
|gated resource is put |
|in a wait state and is |
|marked resource bound. |
|It is released from the]|
|wait state when the |
| resource is ungated |
|after the page request |
|has been completed.) |
I |

Note:

Figure 9 (Part 2 of 2).

Handler (PFFLIH)

Refer to "Hard Wait Codes" on page 624.

Routine Identifiers (RID) as Used by the Page Fault

Interrupt Processors
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EXTERNAL INTERRUPT

<

The external interruption provides a means by which the CPU responds
to various signals originating either from within or from outside

the system. The sources that may present a request for an external
interrupt are:

Clock comparator

CPU timer

External interrupt key
External signal
VM/IUCV (VMLE only)

Refer to "External Interrupt Routines' on Figure 133 on page 320.
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MACHINE CHECK INTERRUPT

The resident machine check handler (MCH) analyzes the machine check
interruption code and tests the problem state bit (0ld PSW bit 15).
The action taken depends on the conditions detected. For a more
detailed description refer to 'Machine Check and Channel Check

Handling" on page 291 later in this chapter and to Figure 221 on
page 460.
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SUPERVISOR CALL INTERRUPT (SVC)

The different processing routines, refer to Charts Figure 134 on
page 323, are entered by the First Level Interrupt Handler (FLIH).
Some SVCs are optional and cause a CANCEL (ERR21) if the supervisor
was generated without the appropriate option. A short functional
description can be found in Appendix D.

After completion of the requested service (SVC), control is
generally passed to the task selection routine. The only exception
is SVC 107 (X'6B' - FASTSVC) which may return directly to the
issuing program. The following pages will describe any SVC in
detail.
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Supervisor Call Services

SVC 0 (X'00'

- EXCP)

SVC 1 (x'o1l'

Executes a channel program (EXCP). The address of the user's
control block (CCB/IORB) is contained in general register 1. A more
detailed description is given in "Physical Input/Output Control
System (PIOCS)" on page 111.

- FETCH)

SVC 2 (X'02'

Fetches a phase. A FETCH loads a phase from the IJSYSRS.SYSLIB
sublibrary (SYSLIB) or one of the concatenated private sublibraries
(PSUBLIB) and branches to the entry address in that phase.

The directory entry may be found in the SYSTEM DIRECTORY LIST (SDL),
in local entries, in one of the PSUBLIB directories (if there are
concatenated sublibraries assigned), or in the SYSLIB directory. A
phase residing in the SVA is not loaded into the user partition.

The load and entry addresses are obtained from the directory entry
for the phase being fetched. The storage address of the phase name
or the address of the parameter list must be supplied in general
register 1 before this SVC is issued. For a relocatable phase the
ENTRY and LOAD address is relocated. The entry address contained in
the associated directory entry can be overridden by a user-supplied
entry address in general register O.

If the access control option is active, the SVC routine checks
whether the issuer is authorized to fetch the phase.

For a more detailed description, refer to 'Program Retrieval" on
page 255.

)

Fetches a logical transient ($$B- or B-Transient).

Loads a B-transient from the SVA, the IJSYSRS.SYSLIB sublibrary
(SYSLIB) or one of the concatenated private sublibraries (PSUBLIB)
into the Logical Transient Area (LTA) and enters the logical
transient at its load address plus 8 bytes. The directory entry for
the phase may be found in the SDL, in the SYSLIB directory, or in
one of the PSUBLIB directories (if there are concatenated
sublibraries). For a more detailed description, refer to "Program
Retrieval" on page 255.

If the VSE/Advanced Functions '"Fast B- and C-Transient Fetch" is

supported, the logical transients can be loaded into the LTA without
activating the Fetch (FCH) system tasks.
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The SVC 2 (X'02) routine moves the phase from the SVA directly into
the LTA if all of the following conditions are met:

¢ The directory entry of the phase has been found in the SDL.
¢ The directory entry of the phase has already been activated.
® The phase resides in the SVA and it is self-relocatable.

The storage address of the logical transient phase name must be
supplied in general register 1 before this SVC is issued. To ensure
system integrity, it is required that the logical transient phase
name starts with $§$B.

The logical transient is loaded at the origin of the LTA and this
address is put into general register 15, which may then be used by
the transient as a base register.

Only one task can use the LTA at a time. If the area is already
occupied by another task, the task requesting the LTA will be set
"LTABND" until the LTA is released by the occupying task (SVC 11 -
X'OB', see also Figure 242 on page 522).

The SVC 2 (X'02') routine supports the following routines:

$$BACLOS
$ $BDUMP
$$BEOJ3A
$S$BEOJ4
$$BJDUMP
$$BPDUMP

If an SVC 2 (X'02') has been issued for one of these phases, the
Terminator is entered and the SVA resident routine gets control.

The terminator and end-of-task (EOT) processing is described in
chart Figure 127 on page 309.

If Access Control option is active, B-Transient routines must reside
in protected libraries.

SVC 3 (X'03")

Provides an interface between the supervisor and $IJBSEOT. An SVC 3
(X'03') waits for termination of I/O requests that belong to the
partition or task that is being canceled or has reached the
End-0f-Job step.
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SVC 4 (X'o4'

- LOAD)

A phase from the IJSYSRS.SYSLIB sublibrary (SYSLIB) or one of the
concatenated private sublibraries (PSUBLIB) is loaded and control is
returned to the requesting task.

The directory entry may be found in the SDL, in local entries, in
one of the active PSUBLIB directories or in the SYSLIB directory. A
phase residing in the SVA is not loaded into the user partition.

The storage address of the phase name or the address of a parameter
list must be supplied in general register 1 before this SVC is
issued. The user may override the link edited load address by
supplying a load address in general register O.

Upon return to the user, general register 1 contains the actual
(relocated) entry point address of the phase. General register 0
points to the active directory entry in storage if a local directory
list was supplied (parameter LIST=) and the phase was found in this
local list. If the phase was not found in the list, register 0
contains 0. (In this case, the load must be performed from the
sublibraries or the SDL/SVA).

If the access control option is active, the SVC routine checks
whether the issuer is allowed to load this phase.

For a more detailed description, refer to "Program Retrieval" on
page 255.

SVC 5 (X'05' - MVCOM)

SVC 6 (X'06'

When issued by a user through a MVCOM macro, it modifies the
partition communication region in the supervisor as specified by the
parameters of the MVCOM macro.

When issued by the ERP system task, another physical transient
phase, the name of which is contained in the Error Block (ERBLOC) is
requested to be loaded into the physical transient area (PTA), and
to be entered at its load address plus 10 bytes.

- CANCEL)

Cancels a program, task, or partition. This is usually achieved by
the requesting program, task, or subtask issuing a CANCEL or CANCEL
ALL macro.

If a subtask issues CANCEL, only that subtask is terminated. If a
maintask issues CANCEL, or a subtask issues CANCEL ALL, then the
entire partition is canceled. The maintask is always the last one
to be terminated.
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. CANCEL macro issued by a maintask without subtasks: )
the issuing task is terminated normally:

— Cancel code 35 (X'23') is posted to the issuer's TIB.
—  Message '(issuer®*) CANCELED DUE TO PROGRAM REQUEST'.

. CANCEL macro issued by a subtask:
the issuing subtask is terminated normally, and the action of
the SVC 6 (X'06') routine for this subtask is the same as
described above for a maintask without subtasks:

- Cancel code 35 (X'23') is posted to the issuer's TIB.
- Message '(issuer®*) CANCELED DUE TO PROGRAM REQUEST'.

i CANCEL macro issued by a maintask with subtasks attached:
the maintask is terminated normally; attached subtasks are
terminated abnormally. }

— Cancel code 29 (X'1D') is posted to each subtask TIB.

— Cancel code 23 (X'17') is posted to the maintask TIB.

— Message '(subtask®) CANCELED DUE TO MAINTASK TERMINATION'.

- Message '(issuer®*) CANCELED DUE TO PROGRAM REQUEST'.

- A dump is forced at the start of the termination of the
maintask if the DUMP option is active (DUMP=YES).

i CANCEL ALL macro issued by a subtask:
the issuing subtask is terminated normally; other subtasks and J
the maintask are terminated abnormally.

- Cancel code 35 (X'23') is posted to the issuing subtask TIB.
—  Cancel code 28 (X'1C') is posted to each of the other
subtasks PIBs and to the maintask TIB.
—  Message '(issuer®) CANCELED DUE TO PROGRAM REQUEST'.
— Message '(main or subtask®) CANCELED DUE TO CANCEL ALL
MACRO' .
— A dump is forced at termination of the subtask, if the DUMP
option is active (DUMP=YES). J

Note: * This is the program name as contained in the task
or subtask save area (see Figure 237 on page 517).

If linkages to a user's AB routines have been established through
the STXIT (AB) macro, these routines are entered for all tasks that
are terminated abnormally by the task that issues the CANCEL or
CANCEL ALL macro.

A task, however, that issues an SVC 6 (X'06') never enters its AB
routine assuming the CANCEL (ALL) was not issued from within the LTA
or a functionally related routine residing in the SVA.

An AB routine normally terminates through a DETACH, EOJ, or CANCEL

macro, but an abnormal condition encountered in an AB routine also
terminates that AB routine.
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svec 7 (x'07'

- WAIT)

SvC 8 (x'o08'

Provides the supervisor service for the WAIT macro and waits for the
completion of a special event. General Register 1 points to the
control block that is to be inspected for the occurrence of a
special event. (CCB/IORB/TECB/ECB)

The different events that a user can wait on are:

. I1/0 Interrupt,
. Timer Interrupt,
b Program POST request.

If the event bit (byte 2, bit 0 in the control block) has not been
turned on, the task status of the issuing task is set to ''I/O-BOUND"
and its PSW is set up to reissue the SVC 7 (X'07'), whereas, in case
the event has already occurred, control is directly passed back to
the issuing task to the instruction following the SVC X'07'
instruction.

)

SVC 9 (X'09'

Provides the supervisor support to temporarily return from a logical
transient to the problem program. This SVC may be issued only from
the logical transient area (LTA) and does not free this area. The
entry address to the problem program must be specified in general
register 1l4.

The task selection routine loads the problem program registers.
General registers 0 and 1 are passed unchanged to the problem
program. To return to the logical transient, the problem program
must issue an SVC 9 (X'09').

- LBRET)

Provides the supervisor support to pass back control from the
problem program to the logical transient routine. An SVC 9 (X'09')
can only be issued by the problem program. The task selection
routine loads the logical transient registers. General registers O
and 1 are passed unchanged to the logical transient routine.

SVC 10 (X'OA' - SETIME)

Sets a timer interval.
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SVC 11 (X'0B')

Returns from a B-transient to the problem program releasing the
B-transient area (LTA). SVC 11 (X'OB') is invalid if issued by a
phase or program other than an active B-transient. The logical
transient area is released for use by other tasks.

SVC 11 (X'OB') is also used to return from the SVA resident
Terminator or EOT routine to the supervisor. The terminator routine
in the supervisor releases the SVA resident terminator routine for
use by other tasks.

The terminator and end-of-task (EOT) processing is described in
chart Figure 127 on page 309.

SVCc 12 (x'oc')

Register 1 must contain a non-zero value. The function of this SVC
depends on byte 0 of register 1.

N If byte 0 of general register 1 is X'FF', this SVC provides the
supervisor support to set or reset flags in a specified byte of
the partition's communication region. The user has provided a
displacement in byte 2 and a mask in byte 3 of general register
1. The mask is ANDed with the byte at the specified
displacement in the partition communication region. If byte 2
and 3 are X'OOFF', SVC 12 (X'0C') supplies the Partition
protection key in the PSW.

* If the byte contains a value other than X'FF', the SVC performs
an AND operation on the linkage editor control byte at
displacement 57 of the partition's communication region using as
a mask the byte pointed to by bytes 1 through 3 of register 1.

SVC 13 (X'oD")

Register 1 must contain a non-zero value. The function of this SVC
depends on byte 0 of general register 1.

. If this byte is not X'FF', this SVC supplies the supervisor
support to set flags in the linkage control byte (displacement
57 in the partition communications region). The user has
provided the address of a mask (1 byte) in general register 1.
This mask is ORed with the linkage control byte.

d If byte 0 of general register 1 is X'FF', this SVC supplies the
supervisor support to set flags in a specified byte of the
partition communications region. The user has provided a
displacement in byte 2 and a mask in byte 3 of general register
1. The mask is ORed with the byte at the specified displacement
in the partition communication region. If byte 2 and 3 are
zero, the SVC 13 (X'0OD') supplies the PSW key zero.
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SVC 14 (X'OE' - EOJ)

This is the normal End Of Job (EQJ) service. Cancel code 16 (X'10')
is posted to the task information block (TIB) for the program
issuing the SVC 14 (X'OE'). Refer to Figure 128 on page 313 for
the general cancel routine. The next time the terminated program is
selected by the task selection routine, a branch is made to the
Terminator routines.

If any EOJ clean-up routine returns with SVC 14 from SVA, the LTA is
freed (if owned by clean-up routine) and clean-up (EOJ-) processing
is continued.

SVC 15 (X'OF' - SYSIO)

Provides the supervisor service for the SYSIO macro and Executes a
channel program prior to normal (SVC 0) I/O requests, already
enqueued for the same device but not yet started (head queueing).
The address of the I/0 control block (CCB/IORB) is contained in

register 1. SVC 15 (X'OF') is treated as an EXCP-REAL request and
can be used by system tasks only.

Processing of the SVC 15 (X'OF') is similar to SVC O processing
(refer to channel and device scheduling later in this chapter)
except that the SVC 15 (X'OF') does provide the ability to make use
of reserved channel queue entries.

An internal I/0 scheduling priority is assigned to each System task
to determine the proper place within the I/O request chain queued to
the requested I/0 device. This scheduling priority differs from the
dispatching priority and is determined by the head queue request
priority table (HQTPRI). The system task ID is used to index a
1-byte field in this table which contains the I/0 scheduling

priority. From its nature, an SVC 15 (X'OF') always supersedes an
SvC 0.

SVC 16 (X'10' - STXIT PC)

Provides support for the STXIT PC macro. The address of the user
routine which is to be entered in case of a program check is
contained in general register O and the address of the save area
which is to be provided by the user is contained in gemneral register
1. The save area address (R1) will be validated (ERR25) before both
addresses and the caller's PSW key are saved in the PC entry of the
task control block (TCB).

The format of the PC routine entry is shown in Figure 246 on

page 526 and the format of the user save area in Figure 239 on
page 519.
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SVC 17 (X'11' - EXIT PC)

Provides supervisor support for the EXIT PC macro. Returns from the
user's PC routine to the next sequential instruction in the program
that was interrupted due to a program check. This is accomplished by
copying the contents of the user-supplied save area to the problem
program save area. Refer also to "Program Check Interrupt" on

page 21.

For the format of the PC routine entry, refer to Figure 246 on

page 526, and for the format of the user save area to Figure 239 on
page 519.

SVC 18 (X'12' - STXIT IT)

Provides support for the STXIT IT macro. The address of the user
routine which is to be entered in case of an elapsed time interval,
is contained in general register O and the address of the save area
which is to be provided by the user is contained in general register
1. The save area address (R1) will be validated (ERR25) before both
addresses and the caller's PSW key are saved in the IT entry of the
task control block (TCB).

The format of the IT routine entry is shown in Figure 246 on
page 526 and the format of the user save area in Figure 239 on
page 519.

The entries in the field named TIBITREQ are either active or
inactive. An active entry contains the significant part of the
clock comparator (= end of interval) in the first 6 bytes of this
field, followed by a 2-byte displacement to the TIB address table
entry of the next task in chain. The lowest value occupies the first
position of the table, the highest value the position before the
inactive entries.

All bits of an inactive entry are set to one. The last entry is
always inactive and all entries are set inactive right after IPL.

The clock comparator is always set to the value contained in the
first entry of the chain (refer to Figure 10).

r T

| Significant part of | see
| clock comparator value | Note
L L

0 56 7

Note: Displacenfent to TIB address of next task in chain.

Figure 10. Interval Timer Request Entry in TCB
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SVC 19 (X'13' - EXIT IT)

Supervisor support for the EXIT IT macro. Returns from the user's
IT routine to the next sequential instruction in the program that
was interrupted due to the clock comparator interrupt. This is
accomplished by copying the contents of the user-supplied save area
to the problem program save area.

For the format of the IT routine entry, refer to Figure 246 on
page 526, and for the format of the save area to Figure 239 on
page 519.

SVC 20 (X'14' - STXIT 0C)

Provides support for the STXIT OC macro. The address of the user
routine which is to be entered for operator-communication, is
contained in general register 0 and the address of the save area
which is to be provided by the user is contained in general register
1. The save area address (R1) will be validated (ERR25) before both
addresses and the caller's PSW key are saved in the OC entry of the
partition control block (PCB). Only the maintask can process the
interruption.

The format of the OC routine entry is shown in Figure 246 on
page 526 and the format of the user save area in Figure 239 on
page 519.

SVC 21 (X'15' - EXIT 0C)

Supervisor support for the EXIT OC macro. Returns from the user's
OC routine to the next sequential instruction in the program that
was interrupted by the attention routine MSG command. This is
accomplished by copying the contents of the user-supplied save area
to the problem program save area.

For the format of the OC routine entry, refer to Figure 246 on
page 526, and for the format of the save area to Figure 239 on
page 519.

SVC 22 (X'16")

Indicates to the system, that the issuing task does not allow
another task to issue a SVC 22 (X'16' - SEIZE) until this same task
has issued another SVC 22 (X'16' -.RELEASE). This SVC is intended
for system components only. The PSW protection key must be zero,
otherwise the issuing program is canceled (ERR21).

Any SEIZE request from a task while another task has already got the
SEIZE state will result in setting the requesting task ''SEIZEBND
(X|73')".
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If byte 3 of general register 0 is zero, the system mask is set to
disable I/0 and external interrupts; if the byte is not zero, the
system mask is set to enable I/0 and external interrupts.

If general register 0 is negative, the user protection key is set in
the user's PSW.

SVC 23 (X'17")

Retrieves the load address for a specified phase from the directory
entry for the phase. The program issuing an SVC 23 (X'17') is
canceled if the PSW protection key is not zero (only job control and
B-transient programs can issue an SVC 23 (X'17')).

Register 1 contains the storage address of the phase name and
register 0 contains the address where the load address is to be
stored. If the phase is relocatable, the load address returned is
the relocated load address. The high order byte of the storage area
is not changed.

The fetch routine scans the SDL, the IJSYSRS.SYSLIB sublibrary
(SYSLIB) and the active chain of private sublibraries (PSUBLIB) for
the directory entry of the phase.

For more details, refer to "Program Retrieval" on page 255.

SVC 24 (X'18' - SETIME)

Provides the supervisor service for the SETIME macro. The address
of the user's Timer Event Control Block (TECB) is contained in
general register 0 and the time interval that the user wants to be
set is contained in general register 1. The TECB address is saved in
the IT entry in the TCB. For the format of the TECB-IT entry refer
to Figure I1.

T
|
TECB address | 0
|
|

Figure 11.

3 4 7

Format of IT Entry when Used with TECB

This service resets the event bit (byte 2 bit 0) in the TECB and
then adds the specified time interval to the present value of the
TOD clock to get the absolute time, when the clock comparator
interrupt is to occur. This value is stored into the TIBITREQ
entry. The task's TIB is inserted in ascending order of the
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calculated timer value into the ITREQ chain. If the new value is
smaller than all the values already contained in the chain, that is,
the new value is the first entry in the chain, then the clock
comparator is set to this value.

The event bit is set when the clock comparator interrupt occurs.

So, if the issuing task wants to wait for this event, it has to
issue a WAIT or WAITM (SVC 7 or SVC 29 (X'1D')) macro.

SVC 25 (X'19' - HALTIO)

Provides the supervisor service for the HALTIO macro. Halts an I/0
operation on a specified device. The address of an I/0 control
block (CCB / IORB) is contained in general register 1.

If the SVC 25 (X'19') is used by a program other than OLTEP, an HDV
instruction is issued to the device provided that it is a
teleprocessing device, it is not a BTAM controlled 270x device, and
an I/0 interrupt is pending for this device. If the specified
device is not a teleprocessing device or if no interrupt is pending,
this routine directly returns to the issuing program.

In case the SVC 25 (X'19') is for a BTAM-controlled 270x device the
SVC 25 (X'19') causes the system translated channel program (polling
loop) to be modified such that the polling loop is discontinued.

If OLTEP is the issuing program, a HDV instruction is issued to the
device provided that an I/0 interrupt is pending for the device.

In case the I/0 operation has not yet been initiated or was already
completed, due to device sharing, SVC 25 (X'19') just forces the
channel queue entry to be dequeued from the channel queue.

SVC 26 (X'1A")

Validate address limits. The program issuing an SVC 26 (X'1A') is
canceled if the PSW protection key is not zero.

The lower address must be specified in general register 1, and the
upper address must be specified in general register 2.

If a CRT routine issues an SVC 26 (X'1lA'), control is always
returned to the CRT routine, even in case of an error. For any
other routine, if either address is outside the requester's
partition, the task is canceled (ERR25 on Figure 128 on page 313).

svCc 27 (X'1B')

Provides exactly the same service as SVC 25 (X'19') does, except
that SVC 27 (X'1B') will ensure that due to a HDV instruction a
CHANQ entry will not be dequeued from the channel queue.
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SVC 28 (X'1C' - EXIT MR)

Provides return from a user's stacker select routine back to the
MICR external interrupt routine. This SVC is optional and causes a
cancel (ERR21) if issued at any point other than in a stacker select
routine for MICR devices.

SVC 29 (X'1D' - WAITM)

SVC

30

Provides supervisor support for the WAITM macro. On entry, general
register 1 contains the address of an ECB list. The ECBs are all
checked for the traffic bit (byte 2 bit 0). When an ECB is found
with the traffic bit already posted, the SVC 29 (X'1D') routine
returns with the address of the posted ECB in general register 1.
If none of the specified ECBs has the traffic bit yet posted, the
task is set "I/0-BOUND" and it's PSW is modified, so that the SVC
will be reissued when the task is selected again (RESVC).

(X'1E")

SVC

31

Reserved.

(X'1F")

SVC

32

Reserved.

(X'20")

SVC

33

Reserved.

(X'21' - COMRG)

svC

34

The COMRG macro (SVC 33 - X'21') provides the supervisor service to
immediately enter the task selection.

(X'22' - GETIME)

Provides the supervisor service for the GETIME macro; updates the
date field in the communication region of the issuing partition.
Upon return, general register 1 contains the time of day in timer
units (1/300 sec.)
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SVC 35 (X'23")

Protects a track (or block if an FBA device) from use by more than
one task at a time. A task requesting a held track must wait until
the track is free. If more than sixteen holds on a track are
attempted, the requesting task is canceled.

Exits are to execute the I/0 operation, or to repeat the SVC (label
RESVC) if the track is already held. At RESVC, the program old PSW
is set to execute the SVC 35 (X'23') again, and a branch is taken to
task selection. See Figure 310 on page 609 for the format of the
track-hold table.

SVC 36 (X'24'

- FREE)

FREEs a track (or block if an FBA device) that is held by the task
issuing the FREE macro. An attempt to free a track not owned by the
requester causes the issuing task to be canceled.

SVC 37 (X'25' - STXIT AB)

SVC 37 (X'25') provides supervisor support for the STXIT AB macro.

OPTION=DUMP

The address of the user routine which is to be entered in case
of an abnormal end is contained in general register 0 and the
address of the save area which is to be provided by the user is
contained in general register 1.

OPTION=NODUMP or OPTION=EARLY
A parameter list will be built. The pointer to this list is
placed in registers 0 and 1.

Notes:

1.

The save area is a 72-byte area in which the interrupt status
information and general registers 0-15 are stored.

Contents of the parameter list (EARLY and NODUMP):

| 1 1 I f 1

| X'20" | | I

| or | Exit routine | Save area address |

| X'40' | address | |

| 1 | |

0 1 4 7
NODUMP results in setting X'40' in TCBFLAGS,
EARLY results in setting X'20' in TCBFLAGS.
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3. After the invocation of an AB exit routine, register O contains
the abnormal termination code and register 1 the pointer to the
AB save area.

The save area address (R1) will be validated (ERR25) before both
addresses and the caller's PSW key are saved in the AB entry of the
task control block (TCB).

The SVC 37 returns to the program that issued the STXIT macro.

The format of the AB routine entry is shown in Figure 246 on
page 528 and the format of the user save area in Figure 239 on
page 521.

SUBSYSTEM SUPPORT VIA OPTION=EARLY

OPTION=EARLY indicates that the AB exit routine has to be invoked
for any type of termination (normal and abnormal) and, for a
maintask, before propagating the termination to its subtasks.

Restrictions:

. An EARLY exit can only be set once during the whole lifetime of
a task.

. Reset is not allowed.

. OPTION=EARLY is supported only for subsystems, depending on
their identification via the SUBSID macro.

If the user violates these rules, the setting will be ignored and a
return code will be put in register 15:

0 (x'00") Exit successfully set.
4 (X'04") Exit already set.

8 (Xx'o8") Reset not allowed.

2 (x'oc") No subsystem request.

Normally the TCBABPTR contains the address of the AB exit routine,
but if EARLY exit is set and a second exit is used (example:
OPTION=DUMP or NODUMP), the second AB pointer will be put into
TCBABSEC. However, if an EARLY exit has been established, only this
exit will be invoked for any kind of termination.

The maintask and subtasks may have the same or different AB
routines. When a subtask is attached after an STXIT AB macro has
been issued by the maintask, the subtask gets the AB routine address
(from TCBABPTR respectively in case of OPTION=EARLY from TCBABSEC)
specified by the maintask only if the ATTACH macro for that subtask
has the ABSAVE parameter specified. The subtask can override this
by issuing its own STXIT AB macro.
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SVC 38 (X'26' - ATTACH)

A subtask is to be established via the ATTACH macro. If no further
subtask is available, if the maximum number of subtasks attachable
to a partition is exhausted or if no SVA space for task control
blocks is available, supervisor will supply an ECB pointer,
indicated by the high order bit set to 1 which is stored into the
user's R1 before control is returned to the user. The user may now
issue a WAIT for this ECB.

If a set of task information and task control blocks is available
(otherwise SVA space will be allocated), a subtask is attached by
initializing the two control blocks and by inserting the task ID and
status byte into the Task Identifier String (TIDSTR) and Task
Selection String (TSS), respectively. The newly attached subtask
gets a processing priority just above that of the main task.

The issuing task's save area is copied to the subtask's save area.

The subtask is set to 'ready-to-run'. Bit O of the issuing task's

register 1 is set to 0 to indicate a successful attach. Control is
then returned to task selection.

SVC 39 (X'27' - DETACH)

Performs normal termination of a subtask. DETACH may be issued by
the subtask being terminated, by the maintask, or by the task which
attached this subtask. If DETACH is issued by a problem program,
the cancel code 16 (X'10' - normal End-Of-Job) is set in the
subtask's TIB and the Terminator is entered. At the end of the
termination process, DETACH is issued by the EOJ SVA-resident
routine setting the subtask inactive and posting its ECB for
termination (for layout of ECB see Figure 245 on page 525). The
subtask status byte and identifier are removed from the Task
Identifier String (TIDSTR) and Task Selection String (TSS). The
task is freed; any waiting attach requests and associated supervisor
ECBs are posted.

SVC 40 (X'28' - POST)

Used for inter-task communication. POST may be issued by either a
maintask or a subtask. It is issued so that a task is aware of the
termination of an event. Normal completion of the specified event
is posted in the ECB (byte 2, bit 0 = 1). If the SAVE=parameter is
present, only the task, owning the save area and waiting for this
ECB, is taken out of the wait state; otherwise, all tasks waiting
for this ECB are removed from the wait state.

Only tasks running in the issuing partition are affected.
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SVC 41 (X'29' - DEQ)

Informs the system that a resource (shared data area) is now
available for use by another task. A task may issue the DEQ macro
only to a resource that it currently owns. If it attempts to issue
the DEQ macro to some other resource, the task is canceled.

If any other tasks are waiting for the resource, the highest
priority task ready to run is removed from the wait state and gains
control. If no other task is waiting for the resource, control
returns to the task that issued the DEQ macro.

If a task terminates without dequeueing all of its enqueued
resources, either in its normal coding or in its abnormal
termination exit routine, any task subsequently attempting to
enqueue the resources is canceled. See Figure 257 on page 536 for
the Resource Control Block (RCB).

SVC 42 (X'2A' - ENQ)

ENQ prevents tasks from simultaneous manipulation of a resource
(shared data area). This is accomplished by setting all bits of
byte 0 of the specified Resource Control Block (RCB) to 1. Then the
Event Control Block (ECB) address is placed in bytes 4 through 7 of
the RCB. A task attempting to enqueue a resource that is already
enqueued by another task is placed in a queue and put in a waiting
condition. The old PSW is set to re-execute the SVC 42 (X'2A') and
task selection is performed.

A task is canceled if it attempts to nest ENQ(s) of a resource or if
it attempts to ENQ a resource that is still owned by a terminated
task.

When a task is finished with a resource, it should inform the system
by issuing the DEQ macro. Tasks subsequently requesting the
resource are canceled, if the tasks owning that resource have been
terminated in between. See Figure 257 on page 536 for the Resource
Control Block (RCB).

SVC 43 (X'2B')

Reserved.

SVC 44 (X'2C")

Provides the supervisor service to write a SD record (statistical
data) onto the recorder file.

General register 1 contains the address of the SD record that the

user wants to be recorded onto the recorder file. The specified
area is first validated (ERR25) and subsequently all virtual pages
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containing the statistical data are TFIXed, if they are not already
PFIXed.

If the error entry in the ERBLOC area is not available, all pages
just TFIXed are TFREEd and the requesting task is set "ERQBND
(X'62')" until the ERP task completes its current processing. If
the ERROR ENTRY is available, the information passed by the user is
saved into the error entry (refer to ALTERNATE ERROR ENTRY
description) and the phase name of the first physical transient to
be fetched is set ($SABERA6). The transient ERP is activated to
asynchronously do the recording.

SVC 45 (X'2D')

Reserved.

SVC 46 (X'2E")

This SVC can be used by OLTEP only and allows OLTEP to operate in
supervisor state. General register 1 contains the address of an
OLTEP appendage routine that is immediately to be entered via a BALR
interface and which will return via the link register.

SVC 47 (X'2F' - WAITF)

Provides identification to the supervisor for MICR type device
multiple waits (WAITF). The same routine is entered as for SVC 29
(X'1D'). However, when no Event Control Block (ECB) is posted, the
task's PSW is not modified to reissue the SVC, as is done when SVC
29 (X'1D') is issued.

SVC 48 (X'30")

Fetches a CRT-transient phase. The program issuing an SVC 48 (X'30")
is canceled (ERR21) if the PSW protection key is not zero. The
first SVC 48 (X'30') is issued during IPL to load the CRT root phase
$$BOCRTA into the C-transient area (CRTTRNS).

Each SVC X'30' tries to move the specified phase from the SVA into
the CRT transient area. If unsuccessful, the fetch routine
retrieves the phase from the SDL, the IJSYSRS.SYSLIB sublibrary
(SYSLIB) or the active chain of Private Sublibraries (PSUBLIB) and
loads it into the CRT transient area.

The PSW address of the issuing task (CRT) is set to the address of
the C-transient area (CRTTRNS) + 10.
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SVC 49 (X'31"Y)

Provides I/0 services for ACF/VTAM only. Any other user will be
canceled (ERR21) when using SVC X'31'. This SVC makes all the
provisions necessary to HALT an ongoing teleprocessing I/0
operation, or, to START a teleprocessing I/o operation. In case the
device is to be halted, this service routine directly returns to
task selection. In case a new I/0 operation is to be started, this
routine passes control to the supervisor Start I/0 routine. Refer
to "Physical Input/Output Control System (PIOCS)" on page 111.

SVC 50 (X'32")

This SVC forces the issuing task to be canceled ERR09 and is
intended to be used by LIOCS (LOGICAL INPUT/OUTPUT CONTROL SYSTEM)
for error diagnostics.

SVC 51 (X'33' - HIPROG)

Provides the ability to determine the length of a phase without
loading it. On entry to the SVC 51 (X'33') routine, register 1 must
point to the storage address of the phase name. This 8-byte area
must be followed by an area large enough to hold further directory
entry information. The length of the area must be specified in byte
3 of the area itself as the number of halfwords. The rest of the
area must be set to X'00'. The FETCH/LOAD service returns the
selected part of the directory entry. The area is not altered if no
directory entry for the particular phase has been found.

FETCH scans the SDL, the IJSYSRS.SYSLIB sublibrary (SYSLIB) and the
active chain of private sublibraries (PSUBLIB) for the directory
entry of the phase.

If job control provides a parameter list and sets the flag option to
X'01' or X'02', the HIPROG value for this partition will be
calculated.

In case of X'01', only the length of the specified phase is
considered.

In case of X'02', the HIPROG value is the address of the uppermost
byte of the phase with the highest ending address for the
corresponding partition. All phases starting with the same four
characters as the phase name given on the EXEC statement are
considered.

The calculated value is stored in bytes 40 through 43 of the

partition communication region. If the phase searched for is in the
SVA, the partition start address plus page size will be used.
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SVC 52 (X'34' - TTIMER)

Provides the TTIMER macro support.

The remaining time interval (in 1/100 seconds) to elapse before the
clock comparator interrupt occurs is returned as an unsigned 32-bit
binary number in general register O.

All zeros are returned if no timer interval was set by the task
issuing the TTIMER macro.

If the task issuing the TTIMER macro has an entry in the IT request
(ITREQ) chain, the value returned is the difference between the
values of the ITREQ entry and the TOD clock.

If TTIMER CANCEL is specified, and the task owns an entry in the
ITREQ chain, then that entry is deleted.

SVC 53 (X'35")

Used by ACF/VTAM (and ACF/VTAME) to perform a number of functions,
such as enqueuing or dequeueing ACF/VTAM resources or posting
ACF/VTAM ECBs. After an SVC 53 (X'35') is issued, the supervisor
passes control to ACF/VTAM to perform the required function. Control
is passed back to the calling module via the supervisor.

SVC 54 (X'36")

This supervisor call is only valid in 370 mode.

In ECPS:VSE mode the same support is provided by PFREE (SVC 68 -
X'44'). SVC 54 (X'36') provides the supervisor support for the
FREEREAL function to release page frames to the page pool. These
page frames may be released from the partition's REAL address area,
or the SDAID area. The task issuing this SVC is canceled (ERR21),
if it does not run with a protection key of zero and the phase name
is other than SDAID, $$BATTN or $$BVSEPT.

A zero value in general register 2 indicates that the request is
issued by SDAID. In this case, the lower and upper limit of the
area to be released are_obtained from the internal page manager
address fields. Control is passed immediately to task selection if
no SDAID area exists.

The page frames are freed, one after the other, by updating the
corresponding Page Frame Table Entries (PFTEs). The partition PFIX
counter in the Storage Management Control Block (SMCB) part of the
Partition Control Block (PCB) is decremented by one for each page
that is freed.

The released page frames are enqueued at the beginning of the
invalid page frame queue.
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The SVC 54 (X'36') posts as "READY TO RUN" all tasks waiting for

page frames, if more than the minimum number of page frames is
available in the Page Selection Queue (PSQ).

SVC 55 (X'37")

This supervisor call is only valid in 370 mode. In ECPS:VSE mode the
same function is provided by PFIX (SVC 67 - X'43'). SVC 55 (X'37")
provides supervisor support for the GETREAL function to request
pages from the page pool for the SDAID area. Control is passed
immediately to task selection if such a request is already in
progress or if the SDAID area already exists. If the requester does
not have protection key zero, and is neither identified as SDAID nor
as $$BATTN, the issuing task is canceled (ERR21).

The number of requested page frames is passed in register 0. This
value is replaced by the number of page frames that are available
for GETREAL if this number is less than the requested number. After
handling the request, the number of page frames taken from the main
page pool and the address of the SDAID area are passed to the user
in registers 0 and 1. Register 0 contains zero and register 1
remains unchanged if no page frames are available.

The SVC 55 (X'37') routine passes the begin and end addresses of the
requested SDAID area as parameters to the GETREAL routine. Refer to
"GETREAL Request' on page 230.

The begin and end address of the SDAID area are saved in the
internal page manager address field.

SVC 56 (X'38' - CPCLOSE)

Issued by VSE/POWER to close printer or punch files written by
VSE/POWER and spooled by VM/370 or VM/System Product at the
End-of-Job. VSE/POWER passes a parameter list to the SVC. This list
contains the HEX address of the device to be closed in low order
half of the first word and the device address in EBCDIC in the
second word and the job name in the third and fourth words.
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SVC 57 (X'39' - GETPRTY)

Allows to display and/or change the partition priorities.

Display request: Can be issued by any task. The following
parameters are passed to this routine:

R1: BIT 0=1 BIT 8-31= address of the area to which the information
about the current priority setting is to be moved.

RO: Length of the specified area. The length in bytes must be three
times the number of partitionms.

The priority list (see below) is moved to the area specified in
general register 1.

Change request: Issued by the Attention Task following an attention
PRTY command given by the system operator. Only one parameter is
passed to this routine:

R1: BIT 0=0 BIT 8-31= address of the area containing the priority
information (see below) that the system operator wants to be
established.

The SVC 57 (X'39') routine scans the priority list and updates the
PPRTYOWN field (see Figure 24 on page 91) accordingly.

The format of the priority list as it has to be made available to
the SVC 57 (X'39') routine is as follows:

| <—1low PRIORITY high—>|
| |
M T T T T 1
|Partition| |Partition| | |Partition|
| ID | || ID ||| | ID |
| |1 |1 | |
L L {1 L | | eee_l J

0 13| 4 5 6] n

|

T
|

|

L—>Separator —>Separator
Partition ID = BG and F1 through Fn-1 where
n = number of user partitions

Separator comma(,) or equal sign(=)

Figure 12. Format of Priority List
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SVC 58 (X'3A' - INVPART)

Issued by job control to initialize a partition. The task issuing
this SVC is canceled if it does not run with a protection key of 0.
Refer also to the description of the INVPART macro in Appendix C.

The following parameters are passed to this routine:

R2:
zero Next program in the partition is to run in REAL
mode.
not zero Next program in the partition is to run in virtual
mode.

R3: Address of first page to be invalidated.
R4: Address of last page to be invalidated.

If the partition is running in virtual mode and its first page has
to be invalidated, the first page is cleared except for the first
200 bytes (save area).

If the next program is to run in REAL mode, the translation mode bit
in PIBFLAGO in PIB is reset (370 and ECPS:VSE Mode only), and the
entry in SYSCOM indicating the number of the active partitions
running in virtual mode is decreased by one. All copy blocks used
by the fast CCW translation routines (REPLICA, CCB, CCW, etc.) are
released, and the pages which were TFIXed by these blocks are freed.

The pages are invalidated corresponding to the address range defined
by R3 and R4, that is: from the address given in R3 to the address
defined in R4. If, however, R3 contains the address of the first
page of the partition, it is adjusted to the address of the second
page of the partition, thus preventing invalidation of the partition
save area. The invalidation is done using a subroutine of the SVC
X'3B' routine.

370 mode only:

If the partition is to run in REAL mode, the following actions are
taken, in addition to the general actions described above:

. All page table entries belonging to the partition running in
REAL mode are initialized.

. The page frame table entries (PFTEs) that correspond to the
partition running in REAL mode are initialized and removed from
the page selection queue (PSQ). The partition PFIX counter in
the storage management control block (SMCB) and the counter for
the number of page frames in the PSQ is updated.

. The storage protection key of the page frames of the partition
running in REAL mode is set equal to the PIK of the partition.

° The first 200 bytes of the partition running in virtual mode are
moved to the first 200 bytes of the partition running in REAL
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mode. The appropriate entry in the PIB and the SMCB are updated
to point to the save area of the partition running in REAL mode

instead of pointing to the save area of the partition running in
virtual mode.

®* The first page of the partition running in virtual mode is
invalidated.

Page frames required for the partition which is to run in REAL mode
are reserved by the GETREAL routine (refer to "GETREAL Request' on
page 230). The number of page frames to be reserved depends on the
specification for SIZE in the EXEC statement (analyzed by job
control), or on the size of the partition running in REAL mode.

If, during execution of the GETREAL, a page frame in the partition
running in REAL mode is found to be failing, the job that is to be
initjalized is canceled (ERE2D). The save area is not moved to the
partition running in REAL mode, the save area pointer in the TCB
remains unchanged, and virtual mode is posted in the PIB.

ECPS:VSE mode only:

. In addition to the general actions described above, the number
of active partitions running in REAL mode is increased by one.

- If the partition is to run in REAL mode, the area from the
beginning of the partition to the address stored in PPEND of
the partition's COMREG is PFIXed, using the same routine as
described for SVC X'43'.

SVC 59 (X'3B' - INVPAGE)

In 370 mode, SVC 59 (X'3B') initializes the page table and page
frame table entries belonging to specific pages.

For a supervisor generated with MODE=VM, the specified area is
cleared, using the 'RELEASE PAGE' diagnose instruction of VM/370.

In ECPS:VSE mode, SVC 59 (X'3B') invalidates the pages of the
specified area. Refer also to the description of the INVPAGE macro
in Appendix B. The task issuing an SVC 59 (X'3B') is canceled after
IPL has been successfully completed.

The following parameters are passed to this routine:

R3: Address located in the first page of the area to be invalidated.
R4: Address located in the last page of the area to be invalidated.
R5:

>0 storage key for disconnected pages.

<0 area to be deactivated.
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370 mode only:

If the area to be invalidated belongs to an active virtual partition
the corresponding page table entries (PTE) are set to
B'kkkkp00000001000' where kkkk corresponds to storage key and where
p indicates whether the page is fetch protected (p=1). If the area
to be invalidated belongs to a non-active part of an virtual
partition or to a real partition, the corresponding PTE's are set to
B'kkkkp00000101000' where kkkk corresponds to storage key and where
p indicates whether the page is fetch protected (p=1). Each PTE
within the area defined by R3 and R4 is initialized in that way. If
the page referred to by an entry is in processor storage, the page
frame table entry of the corresponding page frame is initialized as
follows:

. The page frame is marked as unused (the PNRINV bit in S370FLG is
set), and the PFIX counter is set to zero.

. The page frame is removed from the page selection queue and
enqueued to the top of the invalid page frame queue.

. If a page is found to be TFIXed, the system enters the hard wait
state (debug mode only).

. The page frame is cleared.

ECPS:VSE mode only:

Each page within the area defined by R3 and R4 is invalidated as
follows:

i If the page is disconnected, the reference, change and
page-data-set bits are reset.

. If the page is connected, the same action is taken as for
disconnected; in addition, the hold bit of the connected page
frame is reset.

. If the page is addressable, the corresponding page frame table
entry is removed from the page selection queue, and the page is
disconnected by resetting the reference, change and page data
set bits.

All copy blocks used by the fast CCW translation routines (REPLICA,

CCW, CCB, etc.) are released, and the pages which were TFIXed by
these blocks are freed.

52 VSE/AF DR: Supervisor, 2.1.1



C

C

Licensed Material - Property of |1BM

SVC 60 (X'3C' - GETDADR)

Calculates from the real address the virtual address of a location
within the data area of an I/0 request.

For a supervisor with MODE=VM specified the virtual address is not
calculated.

Before this SVC is issued, general register 8 must contain the
address of the CCW. General register 0 must contain the displacement
of the desired address from the start of the I/0 area. Using the
data address or the address of the indirect addressing list (IDAL)
specified in the CCW, the supervisor calculates the virtual address
and returns it in general register 15.

If the real address is invalid (in an unused page frame or beyond
the end of processor storage), all zeros are returned.

SVC 61 (X'3D' - GETVIS)

Provides the supervisor support for the GETVIS macro. It reserves
part of the GETVIS area which may either be part of a partition or
part of the shared virtual area (SVA).

On successful completion of the operation, X'00' is returned in
general register 15, the start address of the reserved area returned
is in general register 1. The length of the area, which must be
specified by the user, is contained in general register O.

For further information see ''Storage Management' on page 245
described later in this chapter.

SVC 62 (X'3E' - FREEVIS)

Provides the supervisor support for the FREEVIS macro. It releases
a block of virtual storage. The start or subpool name address of
the area to be released is contained in register 1. The length of
the area to be released is in register O.

For further information see ''Storage Management' on page 245
described later in this chapter.

If the return code in register 15 is not zero, no action was taken
by FREEVIS.
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SVC 63 (X'3F' - USE)

Allows supervisor controlled access to a system resource as
requested by the internal macro USE. SVC 63 (X'3F') requests are
converted by the LOCK manager to LOCK requests (refer to "Lock
Management'" on page 137).

SVC 64 (X'40' - RELEASE)

Provides the supervisor service for the RELEASE macro. A resource
previously locked by means of the USE macro (SVC 63 - X'3F') is now
to be RELEASEd. SVC 64 (X'40') requests are converted by the LOCK
manager to UNLOCK requests (refer to "Lock Management" on page 137).

SVC 65 (X'41' - CDLOAD)

Loads a phase dynamically into the partition GETVIS area when called
by the macro CDLOAD.

In case the phase is found in the SVA and the requesting program is
not running in REAL mode, then the load will not be performed and

just the SVA load address is returned to the caller.

For further information see "Storage Management' on page 245
described later in this chapter.

SVC 66 (X'42' - RUNMODE)

Provides the supervisor service for the RUNMODE macro which returns
the mode in which a partition is running. It returns O in register
1 if the program is running in virtual mode and returns 4 in
register 1 if the program is running in REAL mode.

SVC 67 (X'43' - PFIX)

Fixes as many pages as requested by the PFIX macro. For a
supervisor with MODE=VM specified a PFIX request will be ignored. A
PFIX request is also ignored if it is issued by a program running in
REAL mode, and return code 0 is passed in register 15.

When the SVC 67 (X'43') routine is entered, register 1 must point to
the list of pages that are to be fixed. Each entry in the list
consists of 8 bytes. The first four bytes contain the beginning
address of the area that is to be fixed and the last four bytes
contain the length of this area.
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370 mode only:

The PFIX requests are gated, that is, a task is set to "PFXBND
(X'92"'")" if it issues a PFIX request for a partition for which
another PFIX request is still being processed.

Before a page can be fixed it must be determined whether this can be
done immediately or not. If the page occupies a page frame in the
area allocated to the partition for REAL mode execution, the page
can be fixed at once. If the page occupies a page frame outside the
area allocated to the partition for REAL mode execution, a page
frame must be selected in that area.

The page frame table entry address of this reserved page frame is
stored in the partition control block (label PFTERSVD) by the PFIX
routine, or by the PFREE routine (see "SVC 68 (X'44' - PFREE)"), or
by the TFREE routine, if a page has to be freed before the page
frame can be reserved.

If no page frame is available but some of them are only TFIXed, all
page frames in the partition are set to 'not temporarily fixable'
and the task is put into the wait state. Processing of the request
continues as soon as a page has been freed by either a TFREE or by a
PFREE request issued by another task of the same partition.

370 and ECPS:VSE mode:

A page is fixed by increasing the page PFIX counter by 1. If the
page was neither PFIXed nor TFIXed, the corresponding page frame
table entry is removed from the page selection queue, NPSQE is
decreased by 1, and the partition PFIX counter is increased by 1.

If a page to be fixed has an invalid address, all pages that have
already been fixed for the request are freed, return code 12 is
placed in register 15, and control is returned to task selection.
Control is also returned to task selection and the already fixed
pages are freed if insufficient page frames are available to fix the
requested number of pages. Return code 4 will be passed in register
15 if the REAL partition is too small to ever satisfy the request.
Return code 8 is passed if the partition is large enough to satisfy
the request but has insufficient page frames available to satisfy
the request at this time.

SVC 68 (X'44' - PFREE)

Frees as many pages as requested by the PFREE macro. For a
supervisor with MODE=VM specified the PFREE request is ignored. A
PFREE request may come from a user task or from the RSTRT command
processor.

When the SVC 68 (X'44') routine is entered, register 1 points to the
list of pages to be freed. Each entry in the list is 8 bytes long.
The first 4 bytes contain the address of the area to be freed and
the last &4 bytes contain the 370 length of that area. The pages are
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freed sequentially until the list of requests is exhausted. If a
page is not addressable or not PFIXed, the PFREE request for this
page is ignored.

When a page is freed, the PFIX counter is decreased by 1. If the
counter is zero, the page frame is released and enqueued at the end
of the page selection queue; any task waiting for a freed page is
then posted, and the next page to be freed is selected if this page
is temporarily fixable in the released page frame (NFRP bit in
S370FLG of the page frame table entry is OFF).

370 mode only:

If the PFREEd page frame is reserved for another PFIX request, the
address of the page frame table entry is inserted into the PFTERSVD

of partition control block (PCB) and the task that issued this PFIX
is posted ready to run.

SVC 69 (X'45' - REALAD)

Returns the real address for the virtual address specified in the
REALAD macro. (With a supervisor with MODE=VM or in ECPS:VSE mode,
the two addresses are the same.) On entry to the SVC 69 (X'45')
routine, the virtual address must be contained in register 1. The
real address is returned in register O.

No address is returned if:
. The virtual address in register 1 is invalid.

. The address is within a page which is not PFIXed (does not apply
to MODE=VM).

SVC 70 (X'46' - VIRTAD)

Returns the virtual address for the real address specified in the
VIRTAD macro, if it is 370 mode. (With a supervisor with MODE=VM or
in ECPS:VSE mode, the two addresses are the same.) On entry to the
routine, the real address must be contained in register 1, and

register 0 must contain zero. The virtual address is returned in
register O,

No address is returned (register O contains zero) if:

d The real address is contained in a page frame that is not used
(does not apply to MODE=VM).

o The real address is invalid.

. The virtual address is within a page which is not fixed (does
not apply to MODE=VM).
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SVC 71 (X'47' - SETPFA)

Provides support for the SETPFA macro. SVC 71 (X'47') is ignored,
if MODE=VM is specified. SVC 71 (X'47') establishes linkage between
the supervisor and the user-written page fault appendage routine in
the page fault appendage TIB located in the PCB (PHOTIB). Only one
task of a partition may have an active PHO-appendage.

SVC 72 (X'48' - GETCBUF)

Only valid in 370 mode. Gets or releases a copy block used for
channel program translation. The program issuing a SVC 72 (X'48')
is canceled if it is not the ERP system task.

If a request for copy blocks is made, the chain of free copy blocks
is searched. If the chain is not empty, a copy block is dequeued
from the chain, and the address of the copy block is passed to the
ERP system task. Otherwise, a value of zero is returned. A copy
block is released by enqueueing it to the chain of free blocks. Any
tasks waiting for copy blocks are then posted.

SVC 73 (X'49' - SETAPP)

Authorizes linkage to a channel end appendage routine for authorized
programs.

SVC 74 (X'4A' - PFIXCHPT/PFIXREST)

Builds a parameter list during checkpointing or when a restart
occurs, fixes pages in accordance with the parameter list, and
stores the correct values in the PFIX counter located in the page
frame table entry and the partition PFIX counter located in the
SMCB. SVC 74 (X'4A') is ignored, if the supervisor was generated
with MODE=VM specified.

The PFIX counter indicates how often a page is PFIXed, the partition
PFIX counter keeps tracks of how many pages of a partition have been
PFIXed. If checkpointing is requested, a parameter list is built
with an entry for each PFIXed page of an affected program. The
format of the parameter list is shown below.
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ECPS:VSE mode:

| T ]

| Address of | PFIX |

| PFIXed Page | Count¥|

| L |

0 4 5

370 mode:

| T T 7
| Address of | Address of | PFIX |
| PFIXed Page | Page Frame | Count¥|
| | 1 |
0 4 8 9

* indicates how often the page is fixed

Figure 13.

Restart-PFIX Parameter List Entry

Only tasks running with protection key 0 may issue an SVC 74
(X'4A'). Register O contains the length of the parameter list, and
register 1 points to the parameter list. On return, register 2
contains zero, if no additional parameter list is needed, and four,
if an additional parameter list is needed. A non-zero byte is
placed right after the last generated entry of a parameter list.

If the restart function is requested, register 0 contains zero.
Register 1 points to the parameter list built by the checkpoint
function. The pages identified by the parameter list are PFIXed by
calling the PFIX routine (see "SVC 67 (X'43' - PFIX)" on page 54)
for each page. After the PFIXing of a page, the PFIX counter is set
as indicated in the parameter list, and the partition PFIX counter
is increased by 1.

370 mode only:

Since a page has to be fixed in the same page frame in which it was
fixed at checkpoint time, the address of the page frame table entry
belonging to the page frame in which the page should be fixed is
saved in the PTFERSVD of the PCB before control is transferred to
the PFIX routine.

SVC 75 (X'4B' - SECTVAL)

Calculates the sector value for a position on a track of a DASD
device supporting rotational position sensing (RPS). If the
supervisor was generated without RPS specified in the FOPT macro,
the issuing program is canceled (ERR21). The routine calculates the
position for either fixed or variable length records.

On return to the caller RO contains the calculated sector value.
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SVC 76 (X'4C')

Initiates the recording of an RMSR record on the Recorder File
(SYSREC). If the system runs under VM/370, not all information in
the record may be valid. VM/370 gains control to perform the
recording function. When not running under VM/370, the effect of
this SVC is the same as for SVC 15 (X'OF' - SYSIO).

The address of the user's CCB must be supplied in general register 1
before this SVC is issued. The data address must be supplied in
general register 0. If the recorder file is on a CKD device,
register 1 must have the high-order bit on to indicate that VM/370
must intercept this SVC. After having intercepted, VM/370 zeros out
this register so that, on return, the issuing program can check
whether VM/370 handled the I/0 request.

If the recorder file is on an FBA device, the interrupt is not
intercepted by VM/370.

SVC 77 (X'4D' - TRANSCSW)

Only valid in a supervisor specified with MODE=370 and for system
tasks. Used by routines which print the CCW address of a failing
I/0 operation, such as the ERP message writer. The virtual address
of a copied CCW is calculated.

On entry to the SVC 77 (X'4D') routine, register O contains the
address of the copied CCW, and register 1 the address of the copied
CCB.

The retranslated CCW address is returned in register 0 if the
address passed in this register by the user points to a copied CCW
related to the I/0 operation being handled. If the user passed an
invalid address, register 0 contains the value zero on return. The
contents of register 1 are not changed.

SVC 78 (X'4E' - CHAP)

Provides support for the CHAP macro. The priority of the issuing
subtask is made the lowest priority of all subtasks in that
partition by modifying the TIDSTR and TSS fields. The TID of a
subtask is inserted immediately before the identifier of the main
task. The identifiers of the subtasks with lower priority, are moved
one byte higher. The use of this SVC by the main task is ignored.
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SVC 79 (X'4F")

Reserved.

SVC 80 (X'50' - SETT)

Provides support for the SETT macro, which sets the task timer.
Register 1 contains the task time interval, specified in
milliseconds. The highest allowable value is 21474836 milliseconds.

The time interval is converted to the appropriate units and inserted
in TTTAB, the task timer table (see Figure 258 on page 537). The
task timer bit (OWNTIMER in TCBFLAGS) in the task control block
(TCB), is turned on. The time interval specified is decremented only
when this task is executing. When the time interval has elapsed the
task timer bit is turned off and the routine specified via the STXIT
TT is entered. If no TT routine has been specified, program
execution continues.

The SETT macro can be issued only by the main task of the partition
owning the task timer.

SVC 81 (X'51' - TESTT)

Provides support for the TESTT macro. The TESTT macro is used to
test how much of a task time interval set by an associated SETT
macro has been left.

The time remaining in the interval, expressed in hundredths of
milliseconds in binary, is returned in register O.

If register 0 is not zero at entry to SVC 81 (X'51'), the remaining
time of the interval is canceled, and the task timer bit (OWNTIMER
in TCBFLAGS) in the TCB is turned off. The TESTT macro can be issued
only by the main task of the partition owning the task timer (refer
to Figure 258 on page 537).

SVC 82 (X'52")

This function supports the setting and resetting of monitor calls
class 4 for VSE/ICCF, or transfers control immediately to that
program for having services executed by VSE/ICCF.
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SVC 83 (X'53' - ALLOCATE)

Allocates or reallocates real or virtual partitions when called by
the macro ALLOCATE. Register 1 contains the address of the
allocation parameter list; register 0 the mode value, where a
contents of zero means virtual mode, a contents of non-zero REAL
mode. Register 15 contains a return code after completion. For a
description of the ALLOCATE macro refer to Appendix B. The
allocation or reallocation process involves:

. Calling the page manager invalidation routine to flag the
contents of the pages as invalid.

. Setting the storage key (ECPS:VSE mode only)

. Updating the partition or SVA limits in the appropriate entry of
the Storage Management Control Block (SMCB), see Figure 101 on
page 246 and Figure 102 on page 247).

For further information see '"Storage Management" on page 245
described later in this chapter.

SVC 84 (X'S4' - SETLIMIT)

Changes partition sizes when called by the macro SETLIMIT. For a
description of the SETLIMIT macro, including a description of
information that is passed to and returned by the supervisor, refer
to Appendix B.

For further information see '"Storage Management' on page 245
described later in this chapter.

SVC 85 (X'S55' - RELPAG)

Provides the support for the RELPAG macro. Part of the code is
common for both, SVC 85 (X'55') and SVC 86 (X'56') (FCEPGOUT macro).

When the SVC 85 (X'55') routine receives control, register 1 points
to an 8 byte parameter list containing both the begin and the length
of the requested area. The begin and end addresses of the specified
area hardly ever coincide with the begin and end addresses,
respectively, of a page. Therefore, the area specification has to
be changed to proper page addresses, as shown below, before it can
be processed.

Interrupt Processors 61



Licensed Material - Property of IBM

User specified area

T

<-Page—>|<—Page—>|<—Page—>|<-Page—>

<—This area will—>
be processed

The common actions are:

. If the page is outside the address range of the requested
program's partition, the return code is set to & (X'04').

. If the page is fixed or has an entry in the page fault queues
the return code is set to 8 (X'08').

. If a negative length is detected, the return code is set to 2
(x'o2").

If the list of areas that are to be handled is not completely in the
requesting program's partition, the request is ignored and return
code 16 (X'10') is set.

The parameter list is processed until the end of list is reached, or
a page has to be handled for which none of the above three
conditions are true.

The latter condition causes a return to the caller with offset 4 to
allow specific actions. These actions for a RELPAG request are:

Reset reference, change and page data set bits.

If the page is not disconnected, disconnect the page, enqueue
the associated PFTE at the top of the page selection queue and
clear the page frame.

If it is a supervisor with MODE=VM specified, RELPAG just clears the
page.

SVC 86 (X'56' - FCEPGOUT)

Provides support for the FCEPGOUT macro. The processing of the
parameter list, pointed to by register 1, is done by the routine
HANDLLST/HANDLENT (refer to "SVC 85 (X'55' - RELPAG)" on page 61).
SVC 86 (X'56') is ignored, if the supervisor was generated with
MODE=VM specified.

The following action is executed for the FCEPGOUT request, if the
page is addressable:

e Reset the reference and the hold bit in the PFTE and enqueue the
PFTE at the beginning of the PSQ.
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If the page is not addressable, no specific action is taken.

SVC 87 (X'57' - PAGEIN)

Provides support for the PAGEIN macro by initiating the PGN system
task.

When the SVC routine receives control, register 1 points to a list
of area specifications. Each entry in that list is eight bytes long
and contains:

r T —
| Bytes |  Description |
'| ' —
| 0 -3 | Address of the area to be paged—in. |
| 4 -7 | 370 length. |
[ | j

Register 0 points to an ECB if an ECB address was given in the
PAGEIN macro, else it contains zero.

The SVC 87 (X'57') routine ignores a user PAGEIN request if one of
the following conditions exists:

. The PAGEIN macro was issued by a program running in REAL mode.

. The list of areas that are to be paged in is not completely
contained in the requesting program's partition.

. The table PAGETAB (see Figure 14 on page 64) is full.

e The ECB address, if specified, is outside the requesting
program's partition.

For each PAGEIN request, the SVC routine builds an 8-byte entry in a
table called PAGETAB (see Figure 14 on page 64).

The entries of the table are stacked and processed (by the PGN
system task) FIFO. The maximum number of table entries is specified
during IPL in the PAGEIN parameter of the SYS command.

For a valid PAGEIN request, the SVC 87 (X'57') routine passes

control to the PGN system task either directly or via task
selection.
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| T T T !

| | PAGE | | ECB |

| TID| Address  |FLAG]| Address |

| | | | \ | | | |

S S . —

lo |1 3|4 |5 7|

| ! I ! |

f |

L [ ]

[ ] [ ]

[ ] L

1 |

| T T | i

| | | l

1 | | r |

| T

| Bytes | Description

! |

| 1

| 0 | Identifier of task that issued

l | the PAGEIN macro.

| 1 -3 | Pointer to the areas to be |
| | paged—in. |
| 4 | Flag Byte: |
| | X'80' PAGEIN request completed, |
| | second scan needed. |
| | 40 Reserved. |
| I 20 At least one page is |
| | outside partition boundary. |
| | 10 At least one entry with a |
l | negative length was found. |
I | 08 Reserved. |
l | 04 Paging activity too high, |
| | termination was requested |
| | by LOAD LEVELER. |
| | 02 Task is terminating, |
| | entry has to be deleted. |
| | 01 Second scan in progress. |
| 5-7 | Pointer to ECB (if used) or zero. !
L [

Figure 14. Page-in Table (PAGETAB)
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If the address of an ECB was specified in the PAGEIN macro,
information is returned in byte 2 of that ECB as shown below:

Figure 15.

SvC 88 (x'ss8'

Bits

Meaning

—_——

—_— e —

PAGEIN request completed
(see Note below).
Page—in table (PAGETAB)
is full.

One or more of the
requested pages are
outside the address
range of the requesting
program's partition.

At least one negative
length has been detected
in the processed area
specifications.

List of areas that are
to be paged—in is not
completely contained in
the requesting program's
partition.

Paging activity too high.
PAGEIN request terminated
by LOAD LEVELER.
Reserved.

Reserved.

Set by:
SVC | PGN
Routine| Task
|
|
Y | Y
|
Y | N
|
N | Y
|
N Y
Y N
N Y

Note:

otherwise the bit is set by the SVC routine.

supervisor was generated with MODE=VM specified, an SVC 87
(X'57') causes only the ECB to be posted, provided an ECB was
specified in the PAGEIN macro and the specified ECB address is

valid.

- TPIN)

Provides the support for the TPIN macro.
and control is returned to the user if the supervisor was generated

with MODE=VM specified.

Return Information in Byte 2 of PAGEIN ECB

If the

Bit 0 is set by the PGN system task if that task
receives control to process the pertinent PAGEIN request,

This SVC should always be used in

SVC 88 (X'58') is ignored

combination with SVC 89 (X'59' - TPOUT). Both SVCs are intended for
exclusive use by teleprocessing access methods such as ACF/VTAM and
by data base/data communication interface programs such as CICS/VS.

The SVCs are required for the supervisor to perform TP-Balancing.
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is to be made on system resources by the subsystem issuing the SVC
88 (X'58'). The SVC requests the supervisor to deactivate one or
more partitions of lowest processing priority.

SVC 88 (X'58') indicates to the supervisor that an immediate demand i

The demand is ignored in each of the following cases:

The user has not requested TP Balancing via the TPBAL command.
b None of the partitions specified in the TPBAL command can be
deactivated (no tasks running in virtual mode other than
TPIN-issuing task).
. There are no page faults in the system.

Forced deactivation is obtained by indicating to the page manager

that no page fault should be handled for the partitions. At the

same time, reactivation and deactivation is prohibited by setting

the TP-in-progress bit and the batch-deactivated bit in the SUPFLAG |
byte. J

SVC 89 (X'59' - TPOUT)

Provides the support for the TPOUT macro. SVC 89 (X'59') is ignored

and control is returned to the user if the supervisor was generated

with MODE=VM specified. This SVC is the necessary counterpart of

SVC 88 (X'58' - TPIN), it resets the TP-in-progress bit in the

SUPFLAG byte and permits normal reactivation and deactivation of

partitions. All partitions deactivated by the previous TPIN request J
are reactivated immediately.

SVC 90 (X'5A' - PUTACCT)

Provides support for the PUTACCT macro. If VSE/POWER provides
account support, that program's account appendage is entered.
Otherwise, the user ECB is posted (byte 2, bit 0).
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L SVC 91 (X'5B')

Provides interface between job control and VSE/POWER. On entry of
the SVC 91 (X'5B') routine, the VSE/POWER account appendage is given
control.

SVC 92 (X'5C' - XECBTAB)

Provides supervisor support for the XECBTAB macro.

SVC 92 (X'sC') adds, removes, checks, or resets one entry in the
cross-partition event control block (XECB) table or deletes all
entries belonging to the issuing task. Figure 16 shows the format
of an entry in the XECB table.

Description

XECB name
ACCESS Control byte
X'80' Table entry in use
40 Task that issued
XPOST was canceled
20 Reserved
10 Reserved
XWAIT access indicator
08 ACCESS=XPOST specified
04 ACCESS=XWAIT specified
XPOST access indicator
02 ACCESS=XWAIT specified
01 ACCESS=XPOST specified
XECB address
TID of owner
TID of first task that posted
XWAIT or XPOST for XECB
Forward chain pointer
Backward chain pointer

12
14

13
15

16
20

19
23

—_—

Figure 16. Format of XECB Table Entry

If bits 4 and 5 of byte 8 are set to 10, bytes 14 and 15 contain the
TID of the first task that issued an XWAIT for this XECB. If bits 6
and 7 of byte 8 are set to 10, bytes 14 and 15 contain the TID of
the first task that issued an XPOST for this XECB. Label XECBTAB
identifies the first byte of the table.

Whenever SVC 92 (X'5C') is invoked, register 1 must point to a user
parameter list describing the XECB. The length of the parameter
list is 12 bytes for TYPE=DEFINE and 10 bytes for the other type
options.
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T | 1
|  XECB name |Flags |XECB address |
L | I |
0 8 9 11
Bytes Description
0- 7 XECB name
8 Flag byte
X'80' Reserved

40 Reserved
20 Reserved
10 Reserved
XWAIT access indicator
08 ACCESS=XPOST specified
04 ACCESS=XWAIT specified
XPOST access indicator
02 ACCESS=XWAIT specified
01 ACCESS=XPOST specified

9 - 11 XECB address

Figure 17. Parameter List for TYPE=DEFINE

T 1

T

|  XECB name |Flags | |

| I | j
0 8 9

r

| Bytes Description

|

f

| 0-7 XECB name

| 8 Flag byte

X'80' TYPE=CHECK

40 TYPE=DELETE

20 Reserved

10 TYPE=RESET

08 DELETALL Request

04 Reserved

02 Reserved

01 Reserved
Reserved

Figure 18. Parameter List for TYPE=DELETE, DELETALL, RESET or CHECK
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Actions for TYPE=DEFINE

The XECB table is scanned for a possible duplicate entry. If none
is found, an empty slot is identified and the user parameters are
moved to it.

On successful completion of the operation, the XECB address is
returned in general register 1, and the address of the table entry
being handled is returned in general register 14.

One of the following codes is returned in register 15 after an
XECBTAB TYPE=DEFINE has been issued:

X'00' DEFINE function completed
successfully.

X'04' XECB already defined in the
XECB table.

X'08' No GETVIS storage available.

Actions for TYPE=RESET

The table is scanned for the specified XECB name. If the name is
found, a check is made to see whether the issuing task owns the
XECB. If it does, the waiting task (if any) is posted ready-to-run,
the XECB table entry is cleared and chained to the free-chain. On
successful completion of the operation, registers 1 and 14 are set
to zero.

One of the following codes is returned in register 15 after an
XECBTAB TYPE=RESET has been issued:

X'00' RESET function completed
successfully.

X'04' XECB not found in the XECB table.

X'08' 1Issuing task does not own the XECB.

Actions for TYPE=DELETE

The table is scanned for the XECB name specified. If the name is
found, a check is made to see if the issuing task owns the XECB. If
it does, the waiting task (if any) is posted ready-to-run, the XECB
table entry is cleared and the use count is decreased by one. On
successful completion of the operation, registers 1 and 14 are set
to zero.
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One of the following codes is returned in register 15 after an
XECBTAB TYPE=DELETE has been issued:

X'00' DELETE function completed
successfully.

X'04' XECB not found in the XECB table.

X'08' Issuing task does not own the XECB.

Actions for TYPE=CHECK

The table is scanned for the XECB name specified. Depending on the
result of the scan, one of the following codes is returned in
general register 15:

X'00' XECB name found in the table.
General register 1 contains the
address of the XECB; general
register 14 contains the
address of the table entry.

X'04"' XECB name not found in table.
General registers 1 and 14 are
set to zero.

Actions for TYPE=DELETALL

The XECB table is scanned for all entries which are owned by the
issuing task or which communicate with the issuing task.

Any XECB table entry which is owned by the issuing task is deleted
from the XECB table. The waiting task (if any) is posted
ready-to-run.

An XECB table entry which contains the issuing task's ID in its
communication field has the ID field (bytes 12 and 13) cleared to
zero. When the owning task is a waiting task (entry defined with
ACCESS=XWAIT), it is posted ready-to-run, and an abnormal
termination flag is set in the XECB table entry and in the XECB
(byte 2, bit 1).

On return from SVC X'5C' (with TYPE=DELETALL) the contents of the
general registers 14 and 15 are not changed.

A common subroutine, FNDLOOP, is used to scan the XECB table for a
specified XECB name.

SVC 93 (X'SD' - XPOST)

Provides supervisor support for the XPOST macro. The routine posts a
specified XECB and marks the task (if any) waiting for this XECB as
ready.

Every time SVC 93 (X'5D') is invoked, register 1 must point to a
field in the issuing partition that contains the XECB name;
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register 14 must contain the table entry address. The XECB table
(see Figure 16 on page 67) is scanned for the specified name by the
subroutine FNDLOOP. If the entry is found, a check is made to see
if the task is authorized to XPOST this XECB, as indicated in the
table entry. Subroutine XECCHK is used to make this check.

If the task is found to be authorized, the traffic bit in the XECB
is set and the entry is examined to see if a task is waiting on this

XECB. If there is a task, it is posted ready-to-run again.

Return codes in register 15:

0 (x'o0") Successful completion.

4 (X'oa') XECB name not found in XECB table.

13 (X'oD") Task not authorized to issue XPOST.

and The return code is made up of

14 (X'OE") 12 (X'0C') plus, in the rightmost two bits, the XPOST
access code that was contained in the table entry (see
SVC 92 (X'sC') "SVC 92 (X'5C' - XECBTAB)" on page 67
for an explanation of the access code).

SVC 94 (X'SE' - XWAIT)

Provides supervisor support for the XWAIT macro. SVC X'SE' checks
to see if the specified XECB has been posted. If not, the issuing
task is marked waiting and its TID is entered into the table entry.

Whenever SVC 94 (X'SE') is invoked, register 1 must point to a field
that contains the XECB name. Register 14 must contain the address
of the table entry.

If register 14 does not point to the correct table entry, the
correct entry is found through the XECB name pointed to by register
1. For this purpose, subroutine FNDLOOP is used. Authorization of
the task is tested by means of subroutine XECCHK.

When the entry is found, the traffic bit in the XECB is tested. If
it is off, the task status is set to "WAITBND (X'82')", and the
waiting task's TID is entered into the table entry. (The task's
continuation address is lowered by two bytes for re-SVC when the
task gets selected.)

If the XECB was already posted, an immediate exit is taken to task
selection and register 15 contains a return code of X'00', while
registers 1 and 14 are set to zero. If the abnormal termination
flag is posted in the XECB table entry, that is, the communicating
task has broken communication without XPOSTing the waiting task, the
communicating task gets control with a return code of X'08'.
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Return codes in register 15:

0 (X'00'") Successful completion, the XECB has been posted
4 (X'04") XECB name not found in table
8 (x'08") Communication with the other task using this XECB was

broken. The other task issued an SVC 92 (X'S5C') with
TYPE=DELETALL.

13 (X'oD") Task not authorized to issue XWAIT. The return code
is made up of 12 (X'0C') plus, in the rightmost two
bits, the XPOST access code that is contained in the
table entry (see the description of SVC 92 (X'5C') for
an explanation of the access code).

SVC 95 (X'SF' - EXIT AB)

This supervisor call is invoked by an EXIT AB macro; it provides for
a return from the user's abnormal termination routine to the
supervisor to reset the cancel condition and ABEND indication in the
PIB table after the error condition has been cleared up by the Exit
routine. Control is then returned to the user program and
processing continues with the instruction following the EXIT AB
macro.

Before the abnormal termination routine is entered, the linkages to
the OC, IT, AB, and PC routines are invalidated and the logical
transient area (LTA) is released. If the routine ends with SVC 95
(X'5F') the linkage to those routines is reestablished.

If an IT interrupt specified by the SETIME macro occurs during the
processing of the user's abnormal termination routine, the interrupt
is delayed until processing ends with an EXIT AB macro.

Note: 1If an interrupt is delayed, the TTIMER macro returns a
value of zero in register 0. Therefore, a contents of zero
indicates that either no time interval has been set or a time
interval has elapsed during abnormal termination processing
and handling of the timer interrupt is suspended until
processing is completed.

SVC 96 (X'60' - EXIT TT)

Provides supervisor support for the EXIT TT macro. It provides a
return from the user's task timer Exit routine to the program that
was interrupted by the expiration of the task timer interval. The
user-supplied save area is restored to the problem program save
area.

This SVC may be issued only by the main task of the partition which
owns the task timer support.
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SVC 97 (X'61' - STXIT TT)

Provides supervisor support for the STXIT TT macro. It establishes
linkage from the supervisor to a task timer Exit routine in a
problem program. It stores the address of the Exit routine, the
caller's PSW key and the address of the save area in the task timer
table. The save area is a 72-byte area in which the interrupt
information is stored. See Figure 258 on page 537 for the task
timer table and Figure 239 on page 519 for the save area format.
The issuing program is canceled if the supervisor is generated
without the support or if the SVC is issued from a task other than
the main task of the partition which owns the task timer.

SVC 98 (X'62' - EXTRACT/MODCTB)

Provides supervisor support for the macros EXTRACT and MODCTB. For
a description of the macros refer to

Appendix B.

The EXTRACT macro can retrieve and supply the following information:

. Partition boundaries from the Storage Management Control Block
(SMCB)

Unit information from the PUB table

Control registers

PUB2 table entries

Device information as retrieved by a 'SENSE-ID' command.

CPU ID and SYSLOG ID

The MODCTB macro is used to change PUB2 table entries. The SVC 98
(X'62") routine expects that register 1 points to a parameter list.
Register 15 contains a return code after completion (refer to
Appendix B).
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!
Bytes Description
0 Identification Field
EXTRACT:

X'01' PUB2 specified
03 BDY specified
04 CR specified
05 PUB specified
06 CPUID specified
07 MAP specified
08 DEVICE specified

MODCTB:
| FO PUB2 specified
1 Flag byte

X'o0' SEL specified

01 SEP specified

02 BDY and MODE=S or DEVICE and PU specified

03 BDY and MODE=P specified
— 3 | Reserved

5 Length of communication area
as specified by the user.
Displacement in PUB2 or PUB table
entry; retrieval of information
begins at this point.
Address of communication area
as specified by the user.
Address of two bytes identifying
the device. They either identify
a logical unit in the CCB format
(if "SEL' was specified) or contain
the physical device address (if
'SEP' was specified) or the PUB
index (if 'PU' was specified).
Address of PIK.

12 — 15

16 — 19

Figure 19. Format of the SVC 98 (X'62) Parameter List

SVC 99 (X'63' - GETVCE)

Provides the supervisor service for the GETVCE macro. It passes
DASD specific information back to the user. The following table
describes the layout of the parameter list the address of which is
contained in general register 1.
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1
Bytes Description
| 0 - 3 | Address of output area
| 4 - 7 | Address of device identifier
| 8 Length of output area — 1
| 9 Device identification code:
| | X'03' DEVIYPE code is given
| | 1-byte field containing |
| | PUB device—type .code
| 02 CUU code is given
| 2-byte field containing |
channel+device address
01 INO code is given
2-byte field in CCB |
logical unit number
format
00 VOLID is given
| a 6-byte field containing
| the volume serial number
10 | Device type code or zero |
11 | Macro version identifier
12 — 13 | Physical unit number (cuu) or zero
| 14 — 15 | Data length |
| 16 | Key length
| 17 | Record number
| 18 | Reserved (must be zero) |
| 19 | Processing flags
| 20 — 21 | Remaining track balance or
| | zero if not known |
L 1 1
Figure 20. Format of the SVC 99 (X'63) Parameter List

For the output format and the return codes refer to the GETVCE macro
(Appendix B).

SVC 100 (X'64' - PFIX/PFREE)

Only valid in ECPS:VSE mode. Supports the PFIX/PFREE macro to fix
or to free a page in the system GETVIS area. The caller must have a
storage protection key of 0 and run in the supervisor state.

If register O contains O, PFIX is requested; if it contains 4, PFREE
is requested. Register 1 points to the list of pages to be handled.

The same routines are used as for the PFIX and PFREE requests using

SVC 67 (X'43') or SVC 68 (X'44').

Interrupt Processors 75



Licensed Material - Property of IBM

SVC 101 (X'65' - MODVCE)

The DASD device specified by the logical unit or device address in
the MODVCE macro is interrogated for status, volume and device
characteristics. The volume characteristics table (VCT) is updated,
if necessary. It should be used whenever a program changes the
VOLID of a DASD or when the information given back by the GETVCE
macro may not reflect the current status. Refer to the description
of the MODVCE macro in Appendix B and to "Automatic Volume
Recognition (AVR)" on page 122.

SVC 102 (X'66' - GETJA)

Provides supervisor support for the macro GETJA. For the format of
the GETJA macro, refer to Appendix B.

The supervisor service differentiates between a GETJA issued by by
job control and a GETJA issued by any other task. The GETJA macro
if issued by job control requires general register O to contain the
Function code, which has been defined as described below:

Function code:

0 UPDATE Update all account information, maintained by the
supervisor

1 CLRTIME Reset JOB related information to zero.
2 RESET Reset JOB-STEP related information.

The service, if requested by any user other than job control, always
forces the account information, maintained by the supervisor to be
updated regardless of the contents of register 0.

The time counters (ACCTCPUT, ACCTOVHT and ACCTBNDT) in the job
accounting interface partition tables (ACCTxx) are replaced with the
most current CPU time, OVERHEAD time and ALLBOUND time.

The OVERHEAD time is distributed in proportion to the CPU time
accumulated for each of the active partitiomns.

The ALLBOUND time is distributed in equal parts among the active
partitions.

SVC 103 (X'67")

Performs input/output operations for SYSFIL on FBA devices.
Register 1 contains the address of the CCB/IORB. The code consists
of:

. A resident part, within the supervisor
. A pageable part, residing in the SVA (Module $IJBFBA).

The resident part contains the following supervisor functions:
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Check device type
Validate I1/0 area address

e Gate SVC 103 (X'67') against simultaneous use of a disk
information block (DIB).

. Establish an interface to the SVC 0 routine, the I/0 interrupt
handler, the dispatcher, and their appropriate supervisor
subroutines.

The pageable part contains the following data management functions:

Check CCB/IORB contents
Initialize data buffers (CIDF, RDF)

Perform blocking and deblocking between user's I/0 area and data
buffer

° Supply CCB/IORB return information

SVC 104 (X'68' - EXTENT)

Serves as DASD file protect interface for adding, returning or
deleting extent information. For more details, refer also to the
description of the EXTENT macro in Appendix B.

SVC 105 (X'69' - SUBSID)

Provides supervisor support for an execution time subsystem
identification. The support consists of three functions, defined by
a value passed in register 0. For more details, refer to the
description of the SUBSID macro in Appendix B.

SVC 106 (X'6A')

The area specified by registers 1 and 2 is invalidated and the
storage protection key of this area is set to the value provided in
register 0. The registers contain the following operands:

RO The storage protection key to be used by the SSK instruction.
The storage protection key has to be outside the range of the

storage keys for the partitions of the system and must be
unequal zero.

R1 Begin address (in first page) of the area to be invalidated.
The high order byte must be zero.
R2 End address (in last page) of the area to be invalidated.

This function can only be used by OCCF or a task running in an ICCF
partition and having a storage protection key of zero.
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SVC)

The "FASTSVC = SVC 107 (X'6B')" has been established to provide

retrieval

and modifications of fields which are only known to the

supervisor. This SVC covers a lot of services and whenever possible,
runs over a ''Fast path" (mainly bypasses GENERAL ENTRY [GENENT] and
GENERAL EXIT Routines) and returns control to the caller without
redispatching. Special services can therefore be invoked within

other SVC

routines and within supervisor appendages.

The FASTSVC functions can be included in reentrant code without
special provisions, since all parameters are passed in registers. If

any input

parameter is invalid, the request owner is canceled.

These functions are provided by various macros which set up

different

Macro
GETFLD
MODFLD
TREADY
TSTOP
RLOCK
SRCHFLD
DEVUSE
SENTER
SLEAVE
DEVREL
VIOPOINT
VALID
GETJA

Note:

Function codes (see below).

Function

Get a task-related field

Modify a task-related field

Post or cancel a task

Deactivate the current task or partition
Obtain access to a specified resource or wait for it
Retrieve PUB index

Force a device to be set "in use"

Enter a Sub-system

Leave a Sub-system

Release a device that was "in use"

Point to VIO control block (VIORB)
Validate a specified area

Update Job Accounting information

For a detailed description see Appendix B.

Any of the FASTSVC services belongs to one of the following three

classes:
Class

A

Usage

Unrestricted usage.

The function can be invoked in any variation from any type
of code. The fast path is always taken.

Task related usage.

A request other than from problem program code can refer
in the TASK parameter only to the current task. Requests
from appendages related to asynchronous events like I/0
interrupts are not allowed, since no current task is
defined in this case. The fast path is taken only for
requests referring to the current task.

Problem program usage.

The function can only be invoked from problem program
code. The fast path is never taken.
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Note: System task code is considered as problem
program code.

The class is given for each function (see SVC X'6B'). If an invalid
request for a class B or C function is issued, the request owner
(i.e. the current task or the owner of the asynchronous event) is
canceled.

Note: '"SVC 107 (X'6B') Function Codes" on page 613.

SVC 108 (X'6C' - SECHECK)

The SVC X'6C' routine checks whether a user is allowed to access a
specified resource.

A pointer to the resource name is given through an access control
authorization parameter list (DTSAPL). The address of this DTSAPL
must be supplied in register 1. The access control authorization
checking routine, loaded into the SVA during IPL, is entered to
check whether access is allowed or not.

Return codes:
Register 15 will pass back one of the following return codes.

0 (x'00") Access allowed.

4 (X'oa") Access control facility not supported.

8 (x'o8") Access control violation.

12 (X'oc") Resource name not in access control resource table
(DTSECTAB), which is only possible for sublibrary and
member.

Access Control Authorization Checking Routine

The access control authorization checking routine runs as an SVC
appendage to the SVC 108 (X'6C') routine. The routine is re-entrant
and loaded into the SVA during IPL after a pointer to that routine
has been initialized in the supervisor security vector table
(SCYVECTB), addressed by means of SYSCOM.

This routine performs the actual access control check for the
resource referenced in the DTSAPL against the access control
resource table, which is initialized by the user and contains the
various resources to be protected (such as libraries, sublibraries,
members and files).

Based on the DTSAPL, access control authorization checking takes
place either for a library, a sublibrary, a member or a file:

. A library request originates from a VSE system component such as
the librarian or JCL. This component has to determine whether a
system library is protected or not. The component issues an
OPEN for a DTF with a DTSAPL addressed by the DTF. The
$§$B-transient OPEN phase passes control to the access control
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OPEN appendage routine which builds the DTSAPL for the library
to be validated before issuing the SVC 108 (X'6C').

* A sublibrary request originating from a VSE system component
such as the librarian. This component has to determine whether
a sublibrary is protected or not.

e A member request originating from a VSE system component such as
the librarian. This component has to determine whether a member
of a sublibrary is protected or not.

. A member request as the result of a FETCH/LOAD/CDLOAD request
which is intercepted by the supervisor for access control
authorization checking. A direct branch is made into the access
control SVC processing routine. This routine prepares the
DTSAPL for the phase to be loaded and then comes to this SVC
appendage routine to perform the actual validation.

. A file request originates from any OPEN request for a file on a
DASD volume or on magnetic tape. As stated above, the
$§$B-transient OPEN phase transfers control to the OPEN appendage
routine which completes the DTSAPL for processing by the SVC 108
(X'6C') routine.

The access control authorization checking routine uses main input
parameters to do the access control validation:

DTSJPL Addressed by the COMREG and initialized by job control
from the user profile record (macro with DSECT
available).

DTSAPL Contains the resource or object to be validated

against the access control resource table (DTSECTAB)
for the user defined by the DTSJPL (macro with DSECT
available).

DTSECTAB This is the access control resource table which
contains all resources to be protected plus the
corresponding access classes and logging options.

The checking routine locates the object defined by the DTSAPL in the
DTSECTAB; it checks the access classes and access rights stored in
the DTSJPL against those given in the matching table entry. If the
user has any of the allowed access classes assigned via the profile
record and at least the requested access right, (transferred to the
DTSJPL by job control), then the user has passed the access control
authorization check. An access class of zero means that no secured
resources can be accessed.

If the request was to check if a user has the authorization to

catalog a $§$B-transient, then the DTSJPL field JPSA is checked for
this special authority.
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If the user is found to be unauthorized, the request is canceled
after logging the request to the log data set (if VSE Access Control
PP is installed).

The logging options in the DTSECTAB are set per class. Every access
to this resource is logged if specified; violations are always
logged. Determination depends on the access classes of the user and
those in the table entry and the corresponding logging classes. The
data for the required logging record is moved directly into the
logging queue by means of the VSE-Q-manager. The queue entries are
written to the log data set by means of the logger system task.

Return codes are set accordingly in register 15 to be handled by the
access control check SVC:

0 (X'00") Normal return with no logging:
The user has authority for the resource.

4 (X'04") Post logging task and continue normal operation:
The user has authority for the resource but the access
request must be logged to the log data set.

8 (X'08') Lost logging task and cancel:
The user is not allowed to access the resource. He is
canceled with cancel code 11 (X'OB') and the request
is logged to the log data set.

12 (x'oCc") Cancel due to inactive logger:
The user is not allowed to access the resource. He is
canceled with cancel code 11 (X'OB') but the request
can not be logged to the log data set because VSE
Access Control PP is not installed.

16 (X'10") 'Log-queue-full' wait condition:
The caller is set to RESVC.
20 (X'14") Cancel due to authorization routine processing error:

Cancel code is 10 (X'0A').
Detailed information about the return code is contained in the

DTSAPL fields APJCL, APERR, APOAT, APUAR and APSPR. For the
description of the content of these fields see macro DTSAPL.

SVC 109 (X'6D' - PAGESTAT)

Returns the status of an area as requested by the PAGESTAT macro.
When the SVC 109 (X'6D') routine is entered, register O contains the
begin address and register 1 the end address of the area. On
return, byte 0 of register 15 contains the status of the actual
first page of the area. Bytes 1 through 3 of register 15 contain
the address of the first page of the area with a different status.

For the format of PAGESTAT macro and status settings refer to
Appendix B: Macro Descriptions.

If the status in register 15 indicates 'address is invalid', invalid
address means that a reference to this address forces the task to be
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canceled due to invalid address, i.e.:
® Address beyond virtual storage or

4 in ECPS:VSE mode: page belongs to a partition in REAL mode and
page is not addressable

. in 370 mode: HABIT (bit 10) and IBIT (bit 12) are on in
corresponding page table entry.

Invocation of this SVC with beginaddr on a higher page than endaddr
results in 'canceled due to invalid address'.

SVC 110 (X'6E' - LOCK/UNLOCK)

Lock Manager (LOCK and UNLOCK)

Locks a resource against simultaneous use by other tasks.
Unlocks a given resource that was previously locked.
The SVC is invoked by the LOCK and UNLOCK macros.

For more information refer to "Lock Management' on page 137.

SVC 111 (X'6F')

Reserved.

SVC 112 (X'70' - MSAT)

Manipulates assignment and device ownership information. For
details of the external specification, refer to the description of
the MSAT macro in Appendix B.

Input is a parameter list in Reg.l, containing an identification of
the required subfunction. The subfunctions can be group together as
follows:

1. Retrieve assignment information for one or more logical units in
a given partition (ID=INQ,CKU,RTL,RTP).

2. Modify the assignment information for one or more logical units
in a given partition
(ID=PER,DEL,ALP,ALT,NXT,RSU,RSA,NPM,NTM,DRL) .

3. Modify the status of a unit record device in a given partition
relative to spooling by VSE/POWER (ID=PST,PSP).

4. Modify the status of a device relative to physical addressing

access (i.e. without a logical unit) by a system function or by
an authorized component.
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The following data areas are accessed (see also the overview
Figure 270 on page 550):

LUB To retrieve/modify the current assignment of a
logical unit in a given partition.
LUB Extension To indicate what type of assignments of a

logical unit in a given partition are stored
(in addition to the current) and to store the
permanent assignment or set up a pointer to a
chain of SAT (Stored Assignment Table)
entries.

SAT Entry To store up to 5 permanent or permanent
alternate or temporary alternate assignments
of a logical unit in a given partition,
together with control information.

PUB To control the status of a device (up or down)
and to retrieve the device type code.

PUB Extension To maintain ownership and usage counters of a
non-sharable device (e.g. tape and TP device).

Device Usage Field To maintain ownership and usage counters of a

partition-sharable device for the system or
for a given partition.

PUB Ownership Entry To maintain system/partition ownership
indicators of a device (for compatibility
only).

SVC 113 (X'71' - XPCC)

Provides cross-partition communication control (XPCC), as requested
by macros XPCC, XPCCB, and MAPXPCCB. For descriptions of the macros
refer to Appendix B.

The cross-partition communication control facility enables the
various VSE subsystems to communicate with each other or with their
user applications. The support provides supervisor service for the
following functions:

i Identify:
The VSE subsystem or user application identifies itself to the
XPCC.

. Termination control:
Removes information about the application from XPCC.
Application may no longer use XPCC services (except with a new
IDENT). Or, depending on the parameter specified, only the
existing connections can be used, no new connection can be
built.

i Connect:
Establishes a connection between two subsystems or a subsystem
and an application. The connection is completed and data
transfer can start when both sides have issued their CONNECT.
The connection is related to the corresponding applications.
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Disconnect:
Breaks one specific connection or all connections established
for an application.

Transmit data without reply:

With SEND the other side of a connection is posted, enabling it
to receive data. With RECEIVE, the data is moved into the
receiver's input buffers.

Transmit data with reply:

Same as SEND/RECEIVE, but with REPLY, the receiver can
immediately transfer data into a predefined buffer in the
sender's partition.

Clear:
Allows the sender of a message to withdraw that message before
the receiver has issued a RECEIVE for picking up the message.

Purge:

Allows a message to be purged, from the receiving side,
indicating to the sender that it is not able to receive this
message.

Two control blocks are used by XPCC to control data transmission
between partitions. The anchor to the identification control blocks
(IDCB) is in the XPCC code. All IDCBs are in one chain. For the
layout of the IDCB refer to Figure 265 on page 543.

For each CONNECT request a CRCB is built which contains all relevant
information from both sides of a connection. Each CRCB is a member
of two different CRCB chains. The CRCB chain is pointed to by a
field in the IDCB.

The CRCB consists of 3 parts.

Part 1 contains information, common to both partners.

Part 2 contains information, describing the partner which issued
connect first.

Part 3 contains the same information as- Part 2, but for the
other partner.

For the layout of the CRCB refer to Figure 266 on page 544.
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SVC 114 (X'72' - VIO)

Supports the allocation, extension and deallocation of VIO files.
For details of the external specifications, refer to the description
of the VIO macro in the Appendix B. VIO data areas are described in
"Chapter 4: Data Area Information" on page 477. The selected
function is identified by a function code supplied in register 15.

The following functions are available:

Allocate VIO file
. Extend VIO file
. Deallocate VIO file

Allocate (Function code = 0 - VIO OPEN)

Input is the address of a parameter list in register 1 and,
optionally, a size specification in register 0. If register O
contains zero, the size specification is taken from the parameter
list (see Figure 261 on page 540). The requestor is canceled if the
address in register 1 is invalid (ERR25) or any specified parameter
is invalid (ERR21).

Space allocation is based on a byte string. Each byte corresponds to
a VIO segment and contains X'00' for a free segment and X'FF' for an
allocated segment. A number of not necessarily contiguous VIO
segments sufficient for the requested size is allocated.
Furthermore, a VIOTAB entry (Figure 262 on page 540) and one or more
File Segment Tables are allocated in the system GETVIS area. For a
successful allocation, the corresponding Block Tables entries
(Figure 264 on page 542) and several fields in the VIOTAB are
initialized. The VIOTAB address is returned in register 1 and the
return code in register 15 is set to O.

For an unsuccessful allocation (not enough VIO or system GETVIS
space), intermediate allocations are freed up and the return code in
register 15 is set to 8.

Extend (Function code = 1 - VIO EXTND)

Input is a VIOTAB address in register 1 and a size increment in
register 0. The requesting task is cancelled if register 1 does not
point to a VIOTAB (ERR25) or if it is not the owner of the VIO file
described by the VIOTAB (ERR21).

A number of additional VIO segments sufficient for the requested
size increment is allocated. If necessary, additional file segment
tables are allocated in the system GETVIS area. For a successful
allocation, the corresponding block tables entries are initialized,
field VIORBASZ in the VIOTAB is adjusted to the new total size of
the VIO file and the return code in register 15 is set to O.

For an unsuccessful allocation (not enough VIO or system GETVIS
space), intermediate allocations are freed up and the return code in
register 15 is set to 8.
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Deallocate (Function code = 2 =~ VIO CLOSE) ’

Input is an option indicator in register 0 and, if the indicator is
zero, a VIOTAB address in register 1. The requesting task is
cancelled if the indicator is non-zero, except for EOT or JC,
(ERR21) or if the VIOTAB address is invalid (ERR25) or if it is not
the owner of the VIO file described by the VIOTAB (ERR21).

If the option indicator is non-zero, all VIO files owned by the
requesting task and having the life-time of a job-step (indicator =
X'08') or of a job (indicator = X'10') are deallocated. If the
indicator is zero, only the specified VIO file is deallocated. All
allocated VIO segments and all associated system GETVIS space is
freed.

The return code in register 15 is always set to O.

SVC 115 (X'73' - PWROFF) "

The SVC 115 (X'73') allows authorized subsystems to power-off a 4361
CPU via the DIAGNOSE X'80' interface through a supervisor service.

This function is currently authorized to SSX.

SVC 116 (X'74' - NPGR)

Allocates or reallocates the programmer LUBs of the specified )
partition(s) when called by the macro NPGR.

Register 1 contains the address of the NPGR parameter list. Register

15 contains a return code after completion. For a description of

the NPGR macro refer to Appendix B.

When called by JCL via the NPGR macro, the SVC 116 (X'74') routine

takes the specified NPGR values, performs some checks (see return

codes) and transfers these values into the corresponding PIB(s).

When starting a partition the first time after IPL, the PIB values

are taken and the corresponding LUB Table is allocated for that J
partition within the main LUB Table pool, which was statically

reserved at supervisor generation time via the NPGR parameter.

SVC 117 (X'75")

Reserved.

SVC 118 (X'76' - CPCOM)

The SVC 118 (X'76') allows authorized subsystems to submit CP

commands via the DIAGNOSE X'08' interface through a supervisor

service. The command is passed unchanged to CP and the completion

code is returned to the caller. The retrieval of information from CP

is not supported. J
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The function is to be considered as a generalization of the current
CPCLOSE macro (SVC 56 - X'38') and is currently authorized to
VSE/POWER and FTP.
For the description of the CPCOM macro format see '"CPCOM" on
page 645.

SVC 119 - 140 (X'77'-X'8C')

Reserved.

SVC 141 (X'8D' - VSIUCV)

Subsystem support for VM/VCNA (VTAM Communication Network
Application).

The SVC X'8D' is used by VM/VCNA to establish or end communication
with the subsystem support, which in the listings is also referred
to as VSE/Advanced Functions IUCV. The support is available in a
supervisor that is generated with MODE=VM specified in the SUPVR
macro.

The SVC 141 (X'8D') performs the following functions:

SSTE Give VM/VCNA supervisor state (only VM/VCNA is authorized).

OPEN Inform VSE/Advanced Functions that the corresponding
application is a potential VSE/Advanced Functions IUCV
user.

CONN Establish a connection between the application and another

user of VM/System Product IUCV via VSE/Advanced Functions.

CLOS Stop usage of IUCV by a user and delete all connections
related to this application.

SEVR Delete a connection between the application and another
user of VM/System Product IUCV via VSE/Advanced Functions.

ACPT Accept a connection issued by another user of VM/System
Product IUCV via VSE/Advanced Functions and dedicated to
the application.

The handling of all IUCV related events, SVCs as well as external
interrupts, are managed by means of the Application and Path ID
Tables (see Figure 21 on page 88 and Figure 22 on page 88).
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IUCV Application ID Table Entry (DSAIDENT)

T
DEC HEX | Label Description
|
—
0— 7 0— 7 DSAIDNME Application ID name
8-11 8— B DSAIDEXT | Exit address for application

TIB pointer of exit owner
PIK of application
Reserved

16—-17 10-11 DSAIDPIK
18--19 12-13

I B

|
|
12-15 C- F | DSAIDTIB
I
|
|

Figure 21. Formats of IUCV Application ID Table Entry

IUCV Path ID Table Entry (DSPIDENT)

[ T T ]
| DEC HEX | Label | Description |
| il | |
[ 1 I 1
| 0- 1 0- 1 | DSPIDID | Path ID |
| 2 2 | | Reserved |
| 3 3 | DSPIDSW | Path ID table entry switch |
| | PTHINACT | X'00' Path is inactive |
| | PTHACTVE | X'0O4' Path is active |
! | PTHCCTIS | X'08' CONNECT issued for this path |
| | PTHCCTRV | X'OC' CONNECT received for this path |
| 4— 7 4— 7 | DSPIDAIP | Address of application ID table entry |
| 8-11 8— B | DSPIDDAT | Data passed to Exit routine |
| 12-19 C-13 | DSPIDTGT | Target name |
L | ] J

Figure 22. Format of IUCV Path ID Table Entry

SVC 142 - 255 (X'BE'-X'FF')

Reserved.
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DISPATCHER

COMPARISON SYSTEM TASK / USER TASK

For better understanding of system tasks processing it is important
to distinguish between server and service owner.

1. Normally a system task is performing the service which has been
requested by a user task.
In this case

the system task is the server and
i the user task is the requester and owner of the service.

2. A system task may request participation of another system task
on the same service.
In this case, the service owner will remain the original service
requester whereas the first system task will be the immediate
service requester to the second one.

3. System tasks (e.g. attention task) may perform processing which
is not connected to any kind of user task.
In this case (similar to user task) a system task is server and
service owner of its own.

SYSTEM PARTITION

In order to allow system and user task selection by the same
mechanism identical control blocks are used with both kinds of
tasks. In addition to the user partitions a pseudo partition (system
partition) is used, which is the home of all system tasks including
attention. Task selection differentiates between two control blocks
which are related to partitions. These are

Partition Control Block (PCB)
L Partition Information Block (PIB)

A PCB represents a partition as the server whereas the PIB is
representing the service owner. This means that in case of system
task processing the system PCB is involved in a combination with a
user PIB whereas in the case of user task processing the PCB and the
PIB belong to the same user partition.
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TASK SELECTION

Task selection is performed in six main steps:

1.

2.

6.

Initialize task selection.

Scan for the highest priority partition which has at least one
task ready to run.

Determine the highest priority ready-to-run task within the
above partition.

Establish the connections to the control blocks involved in the
task processing.

Perform all the supervisor services that have to be processed
prior to the task's normal processing.

Initialize the task's processing and give control to it.

These steps are controlled by different flags, fields and control
blocks in the supervisor.

In the following, the steps of task selection are described,
including a description of the involved flags, fields, etc.

1. Initialization

At the very beginning task selection identifies itself setting up
the Routine Identifier (RID) field by the value DISPID. This
indicates that no task processing is active and is used to prevent
status saving in case of any following interruption.

2. Determine the Highest Priority Ready-to-Run Partition

The status of a partition (ready to run or not ready to run) is
given by its status bit in the partition selection string (PSS),
which is located in low core, as shown in Figure 23 on page 91.

90 VSE/AF DR: Supervisor, 2.1.1



Licensed Material - Property of IBM

PSS

0 1 2 n—-1n

r T T T T T

| s | s | s | ®°* | s | s | bit string

| I l | I I

SYS P1 P2 Pn—1 Pn

| > priority order,high to low
Where:

n = number of partitions
s equal 0 = no task of the partition is ready to run

s equal 1 = at least one task of the partition is ready to run
SYS,P1,P2,...,Pn = partition priorities

Figure 23. Partition Selection String (Label PSS in the Supervisor)
Figure 24 shows the layout of PPRTYOWN, the partition priority owner
table (pointer to PPRTYOWN located in low core). It is an extension
to the partition selection string and consists of PCB pointers

stored in descending partition priority order.

PPRTYOWN

0 4 8 4¥%n

T T T T T 1
| pcbptr| pcbptr| pcbptr| ®ee | pcbptr| pcbptr]| fullword pointers
L | I | | | j

SYS P1 P2 Pn—1 Pn

> priority order,high to low
pcbptr = pointer to partition control block of priority owner
SYS,P1,P2,...,Pn = partition priorities

Figure 24. Partition Priority Owner Table (PPRTYOWN)

The selection of the ready to run partition with the highest

priority can be done by a left-to-right scan of PSS up to the first
non-zero bit. Order number of this bit within PSS multiplied by four
gives the displacement into PPRTYOWN table.

Having the PCB pointer to the selected partition, step 3 of task
selection can be performed.

Note: When no system task or user task is ready to run (all
bits of the PSS are zeros) the dispatcher branches to the
allbound routine to perform allbound time processing and then
enter the allbound wait state.
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Example:

with the default settings of a 12-partition system as generated at
SYSGEN time, the BG will be selected as shown in Figure 25:

SYS F1 F2 F3 FB BG
} T — T T T ]
PSS | o] o] 0| 0| e | 0| 1|
| | | | I L | I
bit: 0 1 2 3 11 12
|
|
V.
V g
|
> scan direction |
scan stops with BG |
(the only |
non—zero status bit) |
|
\
pointer: 0 1 2 11 12
I T ! T T T 1
PPRTYOWN |SYSPCB | F1PCB | F2PCB | ®*e | FBPCB | BGPCB |
| L l I I | j
SYS F1 F2 FB BG

Figure 25. Selection of a Ready-to-Run Partition

As a result of the scan the order number of the first significant
bit in the PSS can be calculated. In our example this order number
is 12,it provides the displacement to pointer 12 of the PPRTYOWN
table.

3. Determine the 'Ready' Partition Task with the Highest Priority

The status of a partition's task is given by its status bit in the
Task Selection String (TSS), the layout of which is shown in

Figure 26.
TSS
0 1 2 31
I T T T |
| s | s | s | e | s | bit string
| | | 1 L j
TO T1 T2 T31

| ———> priority order,high to low

Figure 26. Task Selection String (TSS)
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There are entries for up to 31 subtasks and for 1 maintask. A
separate TSS exists for each partition which is located in the PCB.
A task is ready to run when its status bit (s) is one. Since the
TSS is set up in task priority order the status bit of the highest
priority task being ready to run can be found by a left to right

scan. The corresponding task identifier can be found in the task
identifier string (see Figure 27).

TIDSTR

1-byte entries

| ———> priority order,high to low

Figure 27. Task Identifier String (TIDSTR)

TIDSTR describes the priority of tasks within a partition. It is
located in the Partition Control Block (PCB).

Since both TSS and TIDSTR are set up in priority order, the status

bit and the task identifier of a task can be addressed by mean of
the same order number.

The following two samples illustrate the TID setting for the the BG
partition and for the system-partition.

Example 1:
Default setting of a BG-partition
immediately after IPL:

TIDSTR

| 21 | 00 | 00 | **e | 00
l | 1 |

|
I
I
| zeros because no subtasks are attached yet
I

v

TID of BG maintask
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Example 2:

Setting within the system-partition

TIDSTR

T T T T T T T T T T T T T T

|01 |02 |03 |04 |06 |08 |07 |09 |OA |0B |OE |OF |OC |20 |00 | eee

[ | | | | | | ! | I | | ] I 1

SNS DSK RAS PMR PGN DIR SUP CRT ASY ERP LOG SVT LCK AR |
V'
Reserved

> System task priority order

With a given TID the task's TIB pointer can be found via the TIB
address table (TIBATAB), the layout of which is shown in Figure 28.

TIBATAB
| < System Tasks—>|< User Tasks > |
| I |
| | l
lo 4 8 128 192 | |
r T T T T T T | T T T T T ]
| 0 |TIB|TIB| eee |TIB|TIB|TIB| e*e |TIB| eee |TIB| eee | |
| 1 | L | | | | L | ] ] | |
| — SNS DSK |AR BG F1 Fn—1 |s1 Sm |
| | | |
| | | l
| | <————Maintasks >|<-Subtasks—>|
| >4*TID (offset within TIBATAB)
Where:

n = number of partitions

m = number of subtasks TIB = Address of TIB

Figure 28. TIB Address Table (TIBATAB)

Once a TIB pointer is known, all related control blocks and areas
can be accessed as shown in Figure 29 on page 95.
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++
A —
| | TID |
I
| v
T T I ]
eee | TIBPTR| TIBPTR| TIBPTR| ®ee TIBATAB
| | T 1 |
I
S v
E 1 1 1 1
R | SCBPTR|<—— | PCBPTR|< TIBPTR| —> | TCBPTR
P | | | ! B
E ] T
R I : I ' I
I I I Ll I
| v \% | | v | v
| 1 1 I‘l_‘—_l—"l
|| I | | I |
| | scB | | PCB | | TIB | TCB
| | | I I | I
| |
| e E
v |
++++++++ 4+ | ++ | ++++++
A |+ |
| | — |+ |
| | PIK |< I+ L >| TID |
S |ﬁ_l + L___I_I
E | + I
R v + '
v T T T T + T T T
I eee | PIBPTR| PIBPTR| PIBPTR| ®®* PIBTAB + eee | TIBPTR| TIBPTR| eee
C | | I | | + | 1 | |
E I + | TIBATAB
v + \
0 1 I | + —
W |CRADDR | | PIBPTR| + | TIBPTR]
N | | L I ] + e
E A | + |
R | \ + v
| | 1 1 + 1
I —A I I |+ | I
| | PIB |—>| ©PCB | + | TIB |
I I I | |+ I I
v | 1 4 I
+++
service owner <—— > service requestor
partition + task

Figure 29. Task Selection Control Block Interrelationship
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4. Relating Control Blocks to Tasks

Control block connection is done by setting up the TID, PIK, TIBPTR,
TCBPTR, PIBPTR, PCBPTR, and CRADDR fields in such a way that they
correspond to a task which has to be made active. Figure 29 on
page 95 shows that a control block connection can be done by
assuming a given task identifier. 1In case of task selection, some
pointers (e.g. PCB pointer) are already known as a result of the
first two steps of task selection.

Note: The service owner and the server may be the same: in
case of user task processing, the PIB and PCB belong to the
same partition. On the other hand there may be a chain of
service requesters and then the last task in the chain will be
a member of the service owner partition.

If there is a chain of requesters all tasks in this chain apart from
the last one will be system tasks.

Once the control block connections have been established a task is
active. But prior to returning to task processing it might be
necessary to perform some supervisor services for these tasks. This
is done by step 5 of task selection.

5. Processing of Task Selection Exit Routines

Before a user task is activated the task selection routine tests
whether control has to be transferred to any task selection exit
routine.

Bits 0 to 7 of the TIBFLAG byte are associated with specific
routines. They are scanned left to right and, if the bit is set to
one, the corresponding routines are entered. After entry to a
routine the corresponding bit is reset to zero.

There are the following exit routines:

N SVRETURN (Bit O: X'80' - CSVRET ‘in TIBFLAG)
Return to an interrupted (reentrant or gated) supervisor service
routine. When partition balancing and/or job accounting support
is active and and the new accounting owner is not the old one
the current accounting interval is determined and added to the
old owners time counter field (system overhead or user CPU time)
and a new accounting interval is initialized. The routine
identifier is moved from the TCB into the RID field.

In case of a gated routine the resource (which is given by the
RID) is freed and any waiting tasks are posted. The general
registers of the interrupted routine are loaded from the task's
system save area and control is returned to the routine loading
its program status word.
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REENTSVC (Bit 1: X'40' - RETRYSVC in TIBFLAG)

Reenters the SVC first level interrupt handler routine without
issuing an SVC. It is used for performance purposes. It allows
a short path when the entry to an SVC routine should be retried.

DELMOVE (Bit 2: X'20' - TIBDELMV in TIBFLAG)

Enters the general delayed move routine. Bits 0 to 7 of the
TIBDMFLG byte are associated with the delayed move routines. The
routine address is determined via a left to right scan of
TIBDMFLG.

One of the following routines will be activated:

— MOVECCB (Bit 0: X'80' - TIBCMVEX in TIBDMFLG)

This exit routine has two different functions:

1. Move a CCB which could not be copied back after
completion of channel program translation because the
page containing the virtual CCB was not in processor
storage. Return to task selection entry (for 370 mode
only).

2. Return to SVC 119 (X'77') processing after the FBA I/0
operation has been completed.

—  XPCCEXIT (Bit 1: X'40' - TIBXPCEX in TIBDMFLG)

If a XPCC request is executed, where the destination is not

in the same space than the originator, the control

information to be stored into destination XPCCB (such as

traffic bits, user data, etc.) will be saved into a

supervisor control block (CRCB, see Figure 266 on page 544)

and transferred to the destination XPCCB, if the associated

path is dispatched.
— SV103RET (Bit 2: X'20' - TIBSFLEX in TIBDMFLG)

If I/0 is made by the SVC 103 routine, the SV1O3RET flag

will be set in order to return to the SVC 103 routine after

I/0 processing.

—  TINFMOPD (Bit 3: X'10' - TIBPERST in TIBDMFLG)

Modifies the PER active indication in the partition control

block (PCB) and the save area PSW of the specified

partition.

CNCLEXIT (Bit 3: X'10' - FETCHEOJ in TIBFLAG)

There is no save area available to be used by the resident part
of the terminator routines. This exit is used to activate the
terminator and to return control to it after an interruption.

ICCFEXIT (Bit 4: X'08' - ROLLOUT in TIBFLAG)
It supports synchronization between an ICCF 'Pseudo Partition'
task and the ICCF High Priority Task.

EXTRETRN (Bit 5: X'04' - CDELEX in TIBFLAG)

This activates the user timer exit routine or posts the timer
ECB after a timer interrupt for this task. Since timer
interrupts are asynchronous to user task processing, activation
and posting is delayed in order to have the system save area
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available. This is necessary because a page fault may occur
when accessing the save areas or the timer ECB.

* OCEXIT (Bit 6: X'02' - OCPEND in TIBFLAG)
Provides delayed activation of a user OC exit routine. This is
necessary because an MSG command is asynchronous to the
corresponding maintask processing and the save areas involved
may be paged-out.

*  APSEXIT (Bit 7: X'0O1' - APSEXFLG in TIBFLAG)
Gives control to the ACF/VTAM APS SWAP routine. After returning
from an APS routine a test is made whether any OC or timer
interrupts are unprocessed yet. If so, the corresponding
TIBFLAG bit is set. In addition to this CNCLEXIT may be
reactivated when the APSEXIT was called during EOJ processing.
After processing, the APSEXIT routine returns to the entry of
the task selection routine.

6. Initialize Task's Processing and Give Control to it

Before control is given to a task a test is made whether tasks
program status word (PSW) is in a disabled state. If so, an
interrupt window is opened, allowing for any pending interrupt to
occur. The interrupt window is closed immediately. This interrupt
window prevents any task from running fully disabled (i.e. over a
boundary of supervisor services). When partition balancing and/or
job accounting support is active and and the new accounting owner is
not the old one the current accounting interval is determined and
added to the old owners time counter field (system overhead or user
CPU time) and a new accounting interval is initialized. For a
maintask which is task timer owner the remaining time slice is set.
At the end of task selection the Routine Identifier (RID) field is
set to the value USERTID. This indicates that normal tasks
processing is active. The task's floating point and general
registers are loaded and control is given to the task loading its
Program Status Word (PSW).
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INTERNAL GATING MECHANISM

The internal gating mechanism controls the usage of internal
resources.

Its function is to

Post/unpost Tasks and Partitions
Free/occupy Resources
Maintain Wait Queues

Flags, fields, tables involved in internal resource handling are:

Partition and Task Selection String (PSS, TSS)
Task Status Flags (located in TIB, label TIBRQID in the
supervisor - Figure 311 on page 611)

U] Resource descriptors (located in SRQTAB and in PCBs) including a
header for building wait queues

. Wait Queues (chains of TIBs enqueued on a resource)

The rough status of a task (ready to run or not ready to run) is
given by its status bit in the Task Selection String (TSS). A more
exact description of a task's status is given by its task status
flag and the corresponding resource descriptor.
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Addressing Resource Descriptors

1

T T T
eee|SRQLTA |SRQWAIT |SRQREADY|e®ee®|SRQEXNT |
| ! ]

SRQGTV |SRQCDL |eee

X
| |
| |
\ v

T

|

i |

<—c—>|

TIBRQID
1
| £ |
L_|_I
f <X'90' | f >=X"'90"'
< V- >
| |
I |
SRQTAB | PCB |
| (8 byte | 8*f | (8 byte | 8%(£f-X'90')+c
| entries) | | entries) |
I | | I
I I | I
I I I I
| v | v
|f= X'81' X'82' X's3' '8F' | '90' X'91'
| | | I
| I I |
| Vv \% | \Y
| T I |
| oo | |
| - : |
| I
| I
| |

I_—>a I—>b

Value in TIBRQID byte (task status flag)

Displacement of first descriptor (SRQGTV) within PCB

8 * f (displacement to an entry in SRQTAB)
8 * (f-X'90') + ¢ (displacement to an entry in PCB)

T O Hh

Figure 30. Addressing Resource Descriptors
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Resource Descriptors

For compatibility and performance reasons there are different gating
concepts implemented. The method which has to be used with a given
resource is specified via a resource descriptor entry, shown in
Figure 31.

| I [ | 1
N I I B
cC C|I1]|F |G| O]
[ N R B
| | | | J

|

A A A A A

| | | | “—Owner ID (RQOWNER)
| | | L—Resource byte (RBYTE)

| | L—Flag byte (RQFLAG)

| L—Resource ID (RQID)

| (= task status flag)

L—4 byte queue header (RQCHAIN)

Figure 31. Resource Descriptor Entry

Description of Entries

ACCC: Queue header

In combination with specific resources the queue header is used
for building wait queues.

— A = X'FF' (first byte of a queue pointer)
indicates end of a wait queue. In this case pointer ACCC
points to the first byte of the corresponding resource
descriptor.

— A =X'00" (first byte of a queue pointer)
indicates a (or another) waiter is enqueued on a resource.
In this case pointer ACCC points to the first byte of the
waiters TIB.

A = X'FF' in a queue header indicates that there are no waiters
enqueued on the resource. A task is enqueued on a resource
inserting its TIB to the front of a wait queue.

Note: The symbolic names of gates, their types and
displacements (flag values) are shown in Figure 311 on page 611.

I: Resource ID:
For identification purposes, byte 4 of each entry contains the

corresponding task status flag value. For example, in the entry
SRQREADY, I = X'83"'.

F: Flag byte (Resource Queue ID):
specifies the gating method to be used.
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T
Flag |Labels

T
Apprev. |Type Description
| |

T
X'80'|SYSTQ S | system queue,
| |priority posting,
| |switchable gate
X'40' | PARTQ P |partition queue,
|

|priority posting,
|switchable gate

T |TIB chain,

|selective posting,
|permanently closed gate

X'20' |WAITCHN

[
I
t
I
I
I
I
I
|
|
| I
| I
I
|
|
I
I
|
|
I
|
L

X'10' | IOCHN |I/0 chain,
| |selective or direct posting,
| | permanently closed gate
X'08'|PGATE C |no queue,

|direct posting,
| permanently closed gate

—

X'04'|PREADY 0 | ready to run state,
| permanently opened gate
X'01-' |[NORDY N |do not ready task for cancel
L

. G: Resource byte (Gate):
The most significant element of internal resource handling is a
resource byte, known as a gate. The content of the resource byte J
is used as a switch:

— G =X'00"' : a resource is occupied (NOTFREE)
— 6 =X'80"' : a resource is free (FREE)
1. Switchable gates: (P or §)
The content of a switchable gate may be changed. It may
represent a single item resource (routine, system task,
etc.) or multiple items of a resource (channel queue, copy ‘.)

buffers, etc.). Services are provided to close/open the
gate, dequeue/enqueue waiters.
2. Permanently opened gates: (0)
They are used in combination with the ready to run status of
tasks. Whenever a task is ready to run its TSS bit is turned
on and its status flag points to a permanently opened gate.
3. Permanently closed gates: (C, I or T)
They are used in combination with the not ready to run
status of tasks when switchable gates cannot be used. They
are assigned to fixed owners. Tasks pointing to permanent
gates are posted/unposted individually by the resource
owners upon completion of a service (I/0, program fetch,
etc.).

L 0: Owner ID:
ID of resource owner (Task ID).
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Gating Methods

The different gating methods are described in the following, also
the range of application of the different kinds of gates and the

function of the UNPOST/POST/RPOST routines in connection with the
gate types.

Setting a Task Ready-to-Run

Tasks selection bit in TSS is turned on.

Partitions selection bit in PSS is turned on.

Tasks status flag (TIBRQID) is setup to point to a permanently
opened gate (either READY or CONDRDY).

Setting a Task Not Ready-to-Run

Tasks selection bit in TSS is turned off.

TSS is tested, when it is a zero string partitions selection bit in
PSS is turned off too.

Tasks status flag (TIBRQID) is setup to point to a closed gate.

UNPOST Routine

Note: The UNPOST routine is always called by a task setting
itself to wait.

The parameter to the UNPOST routine is a pointer to the
corresponding resource descriptor. In some cases an ECB (or any
other) address is in the caller's register R1 which will be passed
from the UNPOST to the RPOST routine. For this purpose the last

three bytes of Rl are stored to the three bytes at label TIBSTATE+1
(located in the TIB).

RPOST Routine

The RPOST routine is called in order to post one or more tasks
enqueued on a resource. Parameter to the RPOST routine is a pointer
to the corresponding resource descriptor. In some cases an ECB (or
any other) address is in the caller's register R1 which will be used
to identify a wait condition: the last three bytes of Rl are
compared with the content of the three bytes at TIBSTATE+1.
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POST Routine

POST routine is called to post a special task, which must be waiting
for a permanently closed resource with no central wait queue
support. It provides a fast post service e.g. for I/0 bound tasks.
The parameter is a TIB pointer instead of a pointer to a resource
descriptor. Note that calls to POST and RPOST are not
interchangeable. It is necessary to call the right one in order to
get a correct result.

Processing of Conditionally Ready State (CONDRDY)

In combination with resource types PS and SS tasks are posted one at
a time. When there are any other tasks enqueued on the resource the
posted one becomes the CONDRDY state, which means that it has been
posted in order to take a resource. In order to allow later
identification the old resource pointer is saved to tasks TIB. 1In
some situations the task is not able to take the reserved resource
and tries to enter any new wait state. When the UNPOST routine
detects a task which is conditionally ready and the corresponding
resource is not occupied yet it sets up an implicit call to RPOST
using the saved resource pointer. Such a way the next waiter from
the reserved queue is posted, allowing current task to enter the new
wait state.

Description of Routines

1. Using a Permanently Closed Gate with no Wait Queue Implemented
(Type P).

This method is used when the waiting routines are known to the
posting routine and can, therefore, be posted directly.

UNPOST routine:

When the task has a reserved resource RPOST is called. After
this tasks status byte is set up to point to the given gate and
the task is set not ready to run.

POST routine:
Tasks status byte is changed to READY (X'83') and the task is
set ready to rum.

Note: A call to RPOST would not be correct, since there
is no possibility implemented to find a waiting routine
using the resource descriptor.

2. Processing of a Partition Wait Queue with Switchable Gate
(Type PS).

This mechanism is used in combination with the partition

internal gates (located in the PCBs). It is assumed that the
waiting and the posting tasks belong to the same partition.
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UNPOST routine:

When the task has a reserved resource RPOST is called. After
this the gate is closed (if not closed already) and tasks status
byte is setup to point to the closed gate. Tasks TIB is inserted
to the front of the wait queue. The task is set not ready to
run.

RPOST routine:

The gate is opened by the posting routine. The queue is scanned
and the oldest waiter (when any) is dequeued. Status byte of
the task is set to CONDRDY (respectively READY when it was the
only task enqueued on the resource). The dequeued task is set
ready to run.

3. Using a Common Wait Queue and a Permanently Closed Gate
(Type CP).

This mechanism is an extension to 1. A wait queue is maintained
which queues the TIBs of the waiting routines together. 1In
addition the contents of the waiting routine's and the posting
routine's register 1 is used for wait identification.

UNPOST routine:

When the task has a reserved resource RPOST is called. After
this tasks status byte is setup to point to the given gate. The
waiting routine's register 1 is stored to the TIBSTATE field.
The task's TIB is inserted at the beginning of the corresponding
wait queue. (The header of the wait queue can be addressed via
the resource descriptor entry.) The task is set not ready to
run.

RPOST routine:

A scan of the wait queue is performed. All tasks whose TIBSTATE
match the passed contents of the posting routine's register 1
are removed from the queue. Status bytes of the tasks are
changed to READY. The tasks are set ready to run.

4. Using a System Wait Queue and a Switchable Gate (Type SS).

This is an extension to 2. By maintaining a common wait queue,
tasks of multiple partitions can be handled.

UNPOST routine:

When the task has a reserved resource RPOST is called. After
this the gate is closed (if not closed already) and the task's
status byte is set up to point to the given gate. The task's
TIB is inserted at the beginning of the corresponding wait
queue. The task is set not ready to run.

RPOST routine:

The gate is opened by the posting routine. The queue is scanned
and the partition priorities of all tasks compared. The oldest
waiter (when any) from the highest priority partition is
dequeued. Status byte of the task is set to CONDRDY
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(respectively READY when it was the only task enqueued on the
resource). The dequeued task is set ready to run.

5. Gating Via a Permanently Closed Gate With the Additional
Possibility to Scan for Waiting Routine (Type FP).

This is an extension to 1. It allows fast direct posting as
well as a scan for tasks waiting for a specific ECB. It is
implemented for two resources: RBWAIT and RBENQ.

UNPOST routine:

When the task has a reserved resource RPOST is called. After
this task's status byte is set up to point to the given gate.
The last three bytes of the caller's register 1 (ECB pointer)
are saved into the TIBSTATE field. The task is set not ready to
run.

POST routine:

Direct posting is supported in order to allow fast posting e.g.
from I/0 bound state. The task's status byte is set to 'ready'
with no regard to the contents of TIBSTATE. The dequeued task
is set ready to run.

RPOST routine:

The task identifier string of the presently active partition
(label TIDSTR, located in the PCB) is scanned for a task with
the requested status flag. Each task with the given status flag
is posted if

the contents of the posting routine's register 1 is zero or
the contents of the waiting routine's TIBSTATE is zero or
the posting routine's register 1 is equal to the contents of
the waiting routine's TIBSTATE field.

106 VSE/AF DR: Supervisor, 2.1.1



Licensed Material - Property of IBM

TASK AND PARTITION KEY DEFINITIONS

Storage Protection Key

Each partition in VSE is assigned a unique storage protection key.

A storage protection key is the hexadecimal representation of the

value 16*n, where

0 <= n <= number of partitions

Storage protection keys are
partitions according to the

assigned depending on the number of

scheme shown in Figure 32:

[ 1
| PIK Value in COMREG |
| ]

[ I | 1

|Part.|Part. | Number of Partitions |

| id |name | 12 11 10 9 8 - 7 6 5 4 3 2

| ] l |

[ [ 1 1

| 00 | syYs | oo | oo | 00 | 00 | 00 | 00 | 0O | 00 | 00 | 00 | 0O |

— | —

o1 | B6 | 10| 10| 10| 10| 10 | 10 | 10| 10 | 10 | 10 | 10 |

| | |

I [ 1

| oc F1 | CO | BO | AO | 90 | 80 | 70 | 60 | 50 | 40 | 30 | 20

| |

{ | I

| oB | F2 | BO | AO | 90 | 80 | 70 | 60 | 50 | 40 | 30 | 20 |

| L |

[ T

| 0A F3 | A0 | 90 | 80 | 70 | 60 | 50 | 40 | 30 | 20

| |

I | |

| 09 F& | 90 | 80 | 70 | 60 | 50 | 40 | 30 | 20 |

| I | |

f { | 1

| 08 | F5 | 80 | 70 | 60 | 50 | 40 | 30 | 20 |

| | | 1

I I | T

| 07 | F6 | 70 | 60 | 50 | 40 | 30 | 20 |

| | | J

[ T T T

| 06 | F7 | 60 | 50 | 40 | 30 | 20 |

| ! | ]

I I !

| o5 | F8 | 50 | 40 | 30 | 20

| | 1

| ] | I

| 04 | F9 | 40 | 30 | 20 |

; % ! —

| 03 | FA | 30 | 20 |

— T

| 02 | FB | 20 |

L | | |

Figure 32. Storage Protection Key
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Partition Identification

Normally a partition is identified by its unique storage protection
key. Due to its additional use a special storage protection key
value is often called a 'Partition Identification Key' (PIK). 1In
some cases a partition is identified by a 'Partition Identifier'’
(PID) value which is just the value PIK/16.

Note: The PID values are contained in the first digit of a

storage protection key in the table of storage protection
keys.

Task Identification

Tasks are identified by hexadecimal numbers 1 to X'FF'. The
following table shows the task identifier (TID) values and their
assignments to particular tasks:

| T T 1
| System Task \ Main | Sub |
| I Task | Task |
|TID | | TID ! | TID | |
| | \
I 1 1 l

00 | Unused | 20 | AR 30 | W

01 | SNS — CCH/MCAR task to issue | 21 | BG 31 | %%

| SENSE command | 22 | F1 * 32 | W |
02 | DSK — resident disk error | 23 | F2 * 33 | %%
| recovery task | 24 | F3 * | 34 | ¥

03 | RAS — CCH/MCAR maintask | 25 | F4 * 35 | we |

04 | PMR — page manager task | 26 | F5 * e

05 | Unused | 27 | F6 * | nn | **

06 | PGN — page in task | 28 | F7 * | |

07 | SUP — fetch task | 29 | F8 * |

08 | DIR — directory read task | 2A | F9 * | |
| 09 | CRT — display operator console | 2B | FA* | | |
| | support task | 2c | FB * | | |
| OA | ASY — asynchronous operator | 2D | Unused | |
| | communication support task | 2E | Unused | |
| 0B | ERP — error recovery task | 2F | Unused | |
| oC | LCK — lock service task | | | |
| 0D | Unused I | |
| OE | LOG — logger task I | |
| OF | SVT — automatic volume recognition| | | | |
| | task | | | | |
| 10 | Unused i I I I
b ‘
| 1F | Unused | | | | |
| 20 | AR — attention routine task | ! ! ! |
| | I

Figure 33. Task Identifier (TID) Values
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Notes:
* Depending on the number of partitions, all or some of these
identifiers may be unused (in descending order of values).
%

* A pool of subtasks is created and maintained by the
supervisor. The size of this pool is given by the maximum
number of subtasks active at the same time.

Identification of Current Partition and of Current Service Owner

Before control is given to a task the dispatcher sets up the PIK
field (bytes 46-47 of the background communication region -
BG-COMREG) by a partition identifier key value.

In case of a system task it is the PIK value of the service owner
partition (in special situations it may be the system partition

key). In case of a user task it is the PIK value of the task's home
partition.

Note: Whenever a task of the BG partition is active, the PIK
field is set to the partition identifier key of the BG
partition. Since bytes 46-47 of the other communication
regions are generated with the corresponding foreground
partition identification keys, any active user task may find
its own partition identification key via its own COMREG.

Identification of Current Task

Before the dispatcher gives control to a task, it puts the task
identifier into the TID field at displacement 90-91 in the system
communication regions (SYSCOM). The TID value in the TID field
identifies the task which is currently active. This may be any
system or user task.

LTID (Logical Transient Owner)

The LTID, a halfword (LIK) at displacement 88 in the system
communication region (SYSCOM) contains the same value as the TID
when the Logical Transient Area (LTA) is in use and, therefore,
identifies the owner of the LTA. When the LTA is free, the LTID is
zero. The SVC 2 (X'02') routine sets the LTID, and the SVC 11
(X'0B') routine resets it to zero.

Notes:
1. Do not use this interface anymore.

2. Any logical transient routine may find its own task identifier
by using the TID field.
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LTK (Logical Transient Key)

The logical transient key, a halfword (LTK) at displacement 110 in
each partition communication region (COMREG), has a zero value in
the high-order byte and a key value in the low-order byte. 1In a
foreground communication, the key value in the LTK is not
significant. The LTK in the background communication region
(BG-COMREG) has the same value as the PIK of the partition of the
task that owns the LTA, or contains zeros when the LTA is free.
When the LTA is occupied by the task, therefore, the BGCOMREG has
the same value in its LTK as in its PIK when the owning task is
active.

Note: This LTK interface should not be used anymore.
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PHYSICAL INPUT/OUTPUT CONTROL SYSTEM (PIOCS)

Physical IOCS is that portion of the resident supervisor that:

. Builds a schedule of I/0 operations for all devices on the
system (CHANQ Table). Refer also to Figure 139 on page 349 (I/0
Request Enqueuer).

4 Starts the actual I/0 operations on a device (SIO/SIOF
Instruction). Refer also to Figure 138 on page 344 (Channel
Scheduler).

. Monitors all events associated with I/0 operations. Refer also
to Figure 136 on page 333 (I/0 Interrupt Handler).

. Performs error recovery actions. Refer also to Figure 141 on
page 351 (Disk Error Recovery). Refer also to VSE/Advanced
Functions Diagnose Reference: Error Recovery and Recording
Transients, LY33-9108.

I/0 REQUEST ENQUEUER

When a channel program is to be executed for a user, the I/0O Request
Enqueuer routine first checks to see if a channel queue entry is
available.

If the channel queue is full, the issuer is set CHANQ-BOUND until a
channel queue entry is available again, which is normally the case
after completion of I/0 interrupt processing.

Note: The occurrence of this bound condition is an
indication that the number of CHANQ entries, either the
default value or the value specified at IPL time, is less than
the number of concurrent I/0 requests. Low performance may be
the result. This situation could have been prevented by
increasing the defaulted or specified number in the CHANQ
parameter of the SYS-command at IPL time.

If an entry is available in the channel queue, the GETPUB routine
first validates the users parameters and checks them for correctness
(Error Exits: ERR21, ERR25, ERR26, ERR27). 1In case the users input
has been proven to be correct, the I/0 request enqueuer does some
special work for privileged devices and/or components.

. For all I/0 requests directed to a device which is logically
assigned IGN (Ignore):

It ensures that these type of requests are immediately posted
I/0 complete without having actually been started.
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. For Cathode Ray Tube (CRT) I/0 requests directed to the
operator's console (SYSOCDEV):

It ensures that all I/0 requests, except SNS task and VSE/OCCF
requests, are set "I/0-BOUND" (RESVCIO) as long as CRT-FETCH is
in progress.

It ensures that all I/0 requests, except SNS task requests, are
passed to the OCCF intercept routine (if VSE/OCCF is active) to
inspect whether and where this message is to be routed.

. For Unit Record (UR) and Diskette 1/0:

It ensures that VSE/POWER can process none system task I/0
requests directed to a device which the user did define as a
'spooled' device.

i For I1/0 requests directed to the operator console device
(SYSOCDEV) :

It ensures that these I/O requests are passed to the Console
Buffering Routine (described later in this section) for further
processing.

o For DASD and Diskette I/0 requests:

It ensures that the associated channel programs starts with a
valid command (ERR33). (Refer also to system files described
later in this section.)

It ensures proper DASD file protection in case the user
specified DASDFP=YES (ERR42).

Special processing information is saved in general register 5 until
a CHANQ entry has been allocated (after CCW Translation).

If the I/0 request needs to be translated (370 mode only) control is
passed to the CCW-Translation Routine (described later in this
chapter) to get the virtual channel program copied into the copy
blocks within the supervisor and to get all virtual addresses
translated to their correct real addresses.

The CCW-Fixing Routine is used to get all referenced I/0 areas
TFIXed, if they are not already PFIXed, thus making sure, that this
page will not be paged out by the PAGE MANAGER routine.

After return from the CCW-Translation or CCW-Fixing Routine, all the
information which is needed to further process the I/0 operation is
saved in the CHANQ entry which is then enqueued into the chain of
I1/0 requests that might already be waiting for this device.

The I/0 requests are normally queued in a First In First Out (FIFO)
sequence except SYSIO requests (SVC 15) which are enqueued due to a
preassigned system task scheduling priority which does not match the
dispatching priority. (For a sample of SYSIO request enqueuing
refer to Appendix E).
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If the just enqueued I/0 request is not the first one in the device

chain, control goes directly back to task selection.

If the request is the first one in the device chain, the CPU time is
charged to the partition which issued the I/0 request (refer to Job

Accounting described later in this chapter) and control is passed to
the Device Scheduler Routine.

Special processing support provided by the I/0 scheduler or related
SVC-routines will be described on the following pages.

Block Protection (SVC 35)

Block protection ensures that a 'block' on a disk device which is
being held by one task is not accessed by another task unless the
holding task has released the 'block' again.

CKD Devices (BBCCHH): The unit of protection is one track. The
track address is retrieved from the users SEEK CCW, which must be
the first CCW. The whole track is always protected against access
by another task.

FBA Devices: The unit of protection is always the range of FBA
blocks as specified in the DEFINE EXTENT CCW which must be the first
CCW. The whole range of blocks is protected against access by
another task.

If the first CCW is not a SEEK or a DEFINE EXTENT CCW, block
protection is simply ignored and normal SVC 0 processing is done.
All requests to protect a track on a CKD device or a range of FBA
blocks against simultaneous use will be entered into the Track Hold
Table before the I/0 Request Enqueuer gains control. The block
protection routine forces the issuing task to be set TRK-bound if
the given block is already held by another task. It will be
reactivated as soon as the requested block becomes available which
is normally the case after the holding task has released the track.
Multiple I/0 requests for tracks or ranges of FBA blocks which are
to be held are chained in a device chain with forward and backward
pointers, and the appropriate PUB contains the index to the first
Track Hold Table ENTRY. For the format of the Track Hold Table
(THTAB) see Figure 310 on page 609.

Console Buffering

The Request Enqueuer provides special buffering support for all I/O
requests directed to the hard copy console printer, assuming the I/0
requests meet special requirements (see below), thus enabling the
issuing task to immediately reuse the I/0 area although the I/O
operation is still ongoing.
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The console buffering routine is bypassed however, if one of the
following conditions exists:

. The I/0 request is not a single write CCW with a byte count not
higher 80 bytes.

* The PCI bit in the user's CCW is on.

i The user requested device end, irrecoverable I/0 errors or sense
data to be returned to him.

° The user has his own I/0 error routine.

. The user issued an EXCP, REAL request.

The Console Buffer Table (CBTAB - see Figure 302 on page 596)
consists of 104 bytes fixed length entries. The number of entries is
two times number of partitions. CBNEXT is a fullword constant that
points to the next buffer entry and is initialized at IPL time with
the address of CBTAB, also allocated by IPL. CBNEXT is updated to
point to the next entry every time a buffer is used. Whenever its
value becomes greater than CBEND, CBNEXT is reinitialized with the
value of CBTAB.

When the console buffering routine is entered from the Device
Scheduler Routine, provided the next buffer entry (pointed to by
CBNEXT) is free, the command code, flag byte, and byte count in the
user's CCW are moved to the CBCCW, the user's output data is moved
to the CBDATA area, and the user's symbolic unit address to the
CBCCB.

The console buffering routine turns on the WAIT bit in the user's
CCB/IORB, exchanges the users CCB/IORB pointer (R1) to point to
CBCCB and then returns to the Device Scheduler Routine to get a
CHANQ entry set up and properly enqueued to the operator console
device.

In case the next buffer entry is not free (CBCCB WAIT bit not yet
posted) the issuing program is set CBF-BOUND (Console Buffer Table
entry bound).

System Files

The SYSFIL support of the supervisor allows to have system files
(SYSRDR, SYSIPT, SYSPCH and SYSLST) on CKD and/or on FBA disk
devices. The scheduler turns on a special bit in the CHANQ entry to
ensure proper program flow within the I/0 supervisor. Special
processing however, is required for system files residing on FBA
devices.

System Files on FBA Devices: SVC 103 (X'67') performs the
input/output operations for system files on FBA devices. The code
of the SVC 103 (X'67) consists of:

° The resident part, performing supervisor functions.
e The pageable part, loaded into the SVA, performing data
management (blocking/deblocking) functions.

For details see description of SVC 103 (X'67").
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CHANNEL AND DEVICE SCHEDULER

The I/0 Scheduler is functionally subdivided into two very close
related routines.

. The Device Scheduler which is only entered from the I/0 Request
Enqueuer and which drives a single device.

. The Channel Scheduler which is only entered from the I/O
Interrupt Handler (described later in this section) and which
drives a channely¢

The Channel and Device Scheduler both ensure that all requests which
have been enqueued by the I/0 Request Enqueuer are started in FIFO
order as soon as the resource (Channel, Subchannel or Device) is, or
becomes available. The Scheduler ensure the accessibility of a
device and the availability of a channel. If the channel is gated
due to an I/0 error, it ensures that only SNS-task requests are
started until this condition is reset. In case the device is gated
and the Scheduler was not entered from the I/0 Request Enqueuer it
tries to select another device which is attached to the same
interrupting channel. If the Scheduler performs Device Scheduling
functions and the device is gated control is directly passed to task
selection.

If the channel and the device are available, the Scheduler does some
SIO-preprocessing for special devices.

. For SYSIN I/O requests:
It ensures not reading past /& (ERR30)

. For Tape I/0 requests:
It ensures control to be passed to the tape ERP in case the tape
ERP did indicate that the next I/0 request needs to be passed to
it.

In case of an I/0 error on a previously initiated I/0 operation
it ensures the recovery channel program, as specified by the ERP
System Task and not the channel program as specified in the
users CCB to be initiated.

All other tape requests, not meeting one of the conditions
described above are ensured to be started with the assigned
(PUB) Mode setting.

. For SYSLOG I/0 requests:
It ensures the appropriate (Message Reply ID (ASYNOC=YES)) as

well as the partition prefix to be supplied on every message
written to the console after IPL has completed.
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i For Cathode Ray Tube (CRT) I/O requests directed to the
operators console (SYSOCDEV):

The I/0 Scheduler ensures that all channel programs which are
not CRT device compatible are passed to phase $$BOCRTA
(C-transient) which will activate the CRT-System task to get
these channel programs translated and executed afterwards.

. For DAS-Devices:

The I/0 Scheduler ensufes that the user can only access those
Records or EXTENTS on a volume, that he is authorized to access
(ERR30, ERR32).

Following the SIO-preprocessing the I/0 Scheduler actually carries
out the requested I/0 operation by means of a

SIOF

instruction. Depending on the resulting SIO condition code the
Scheduler either enters the I/0 INTERRUPT PROCESSOR to further
process condition codes 01 (CSW STORED) and 11 (DEVICE NOT
OPERATIONAL) or it completes its Device Scheduling process by
updating the appropriate SIO processing and SIO accounting
information and passing control to the task selection routine.
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Rescheduling of Selector- and BMPX Channel

The (non-MPX) Channel Scheduler starts or continues its processing
by selecting another device attached to the interrupting channel
which has not yet been started and which has an I/0 request
enqueued. The PUBs are scanned in a rotating sequence which covers
the devices attached to the interrupting channel only, and the
sequence always starts with the PUB following the one that has been
started last. This rotating PUB scan ensures that the channel is
shared by all devices. As many devices as the channel is capable to
handle concurrently will be started. Once the channel is responding
with condition code 10 (channel busy) the channel scheduling process
is suspended and control is passed to the task selection routine.
The channel rescheduling process will be resumed after the first I/0
interruption from this channel.

In case all devices that have an I/0 request enqueued have
successfully been started, an indication will be given to prevent
Channel Rescheduling next time an I/0 interruption is encountered on
this channel.

Rescheduling of MPX Channel

The Byte Multiplexer Channel per definition is considered to be
available, which means that it is capable to drive almost all I/0
devices concurrently. If, however for any reason the MPX-CHANNEL
needs to be restarted, the rescheduling mechanism is exactly the
same as described for Selector and BMPX Channels (see above) with
the restrictions as described in "Burst or Overrunable Devices on
MPX".

If the Channel Control (CHNTAB) Table does not indicate that the MPX
must be restarted, the MPX Channel Restart depends on the type of
devices attached to this channel.

Non-overrunable device on MPX Channel only

Whenever an interruption from a non-overrunable device occurs and
there are more requests queued to the same PUB, the next I/0 request
for this device and only this one is started. Control is passed to
the task selection routine if no more requests are enqueued or if
the device is gated.

Burst or overrunable device on MPX Channel

When an interruption occurs on a byte multiplexer channel and
burst-mode devices as well as overrunable devices are attach