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PREFACE

This Program Logic Manual (PLM) is a detailed guide to
the VM/370 control program. It supplements the program
listings by providing descriptive text, diagrams, and
flowcharts. It is intended for 1IBM personnel
responsible for program maintenance and is to be used
with the following PLMs for maintaining the Systen
Control Program (SCP).

Yirtual Hachine Convér§ational
Monitor System (CMS), Program Logic, SY20-0881

IBM  Virtual Machine Facility/370:

IBM Virtual Machine Facility/370: Service Routines

Program Logic, SY20-0882

IBM System/360 Operating System: Assembler (F),
GY26-3700

IBM CALL/360-0S BASIC System Manual, GY20-0530

The 1logic described in this publication 1is about
programs that are discussed in the following
publication:

IBM Virtual Machine Facility/370:

GC20-1800

Introduction,

IBM Virtual Machine PFacility/370: Planning and Systen
Generation Guide, GC20-1801

IBM Virtual achine Pacility/370: Operator's Guide,

GC20-1806

IBM Virtual achine Facility/370: System Messages,

IBM Virtual Machine Facility/370: cCommand Language

——mdosas

Guide for General Users, GC20-1804

IBM Virtual Machine Pacility/370: System Programmer's

Guide, GC20-1807

Information in this publication (if any) about the
following is for planning purposes only:

e IBM System/370 Model 165 II

In this publication, the term %3330 series" is used in
reference to the IBM 3330 Disk Storage, Models 1 and 2
and the IBM 3333 Disk Storage and Control, Model 1.

MANUAL ORGANIZATION

This publication is divided into seven sections:

e The "Introduction" presents a general discussion
about the functions and program organization of the
VM/370 control program.

e The section "Method of Operation" contains a
detailed discussion about the functions of the
control program.

e Wprogram Organization" contains the tlowcharts.

e The "Directories" contain an alphabetical list of
all the CP labels that are discussed within this
manual. Accompanying the label is a brief
description of the function or for the subroutines,
the name of the module that it is in, and
cross-reference to its location in the PLA.

e The section "Data Areas" contains a detailed
description of the control program data areas.

e "Diagnostic Aids" contains cross-reference
information about commands, messages, wait codes,
and ABEND codes.

e The Appendixes contain coding conventions, systenm
equates, and DASD record formats.






Addition of the Following VM/370 Programming
Functions

New Programming Features

@ The Virtual = Real Performance option
@ The Dedicated Channel Performance option
@ The Virtual and Real Channel-to-Channel Adapter

Support for the Following Devices

New Hardware Features °

o The IBM 3211 Printer
e The IBM 3410/3411 Magnetic Tape Subsystem
o The IBM System/370 Models 155 Il and 158

Recovery Management Support
Maintenance: Program and Documentation

The section on Recovery Management Support has been
rewritten to include the following changes and additions:

@ A revised explanation of the initial state of the re-
covery mode for main storage errors.

® A revised termination procedure where recovery via
an automatic restart is attempted before placing the
system in a disabled wait state.

e The addition of a Buffer Error Routine as part of
the Machine Check Handler to perform error re-
covery on those CPUs that have high speed buffers.

Additional Modules

New: Program and Documentation

The following modules have been added as part of the

Control Program:

® The new module, DMKCPB, now simulates the
SYSTEM, EXTERNAL, READY, NOTREADY,
RESET, and REWIND commands for the virtual
machine. This function has been removed from
module DMKCIFM.

@ The new module, DMKTRC, now contains all the
TRACE processing routines. The initialization, modi-
fication, and termination of the TRACE function
remains in module DMKTRA.

@ The new module, DMKCFG, contains the SAVESYS
command processing routine. This function was
removed from module DMKCPV.

Additional Data Area

New: Program and Documentation

The “Extended Outboard Recording Block™ (XOBR3211)
has been added as a continuation of the “I/O Error In-
formation Block™” (IOERBLOK). It will hold additional

sense data for devices that return more than 24 sense bytes. .

Summary of Amendments
for SY20-0880-1
VM/370 Release 1 PLC5

Additional and Revised Flowcharts

Maintenance: Program and Documentation

The flowcharts and module/entry point directory en-
tries for the following modules have been revised to reflect
the above-cited new features and support:

DMKCCH DMKDSP DMKSPL
DMKCCW DMKFRE DMKTAP
DMKCDS DMKGEN DMKTDK
DMKCFG DMKIOE DMKTRA
DMKCFM DMKIOF DMKTRC
DMKCFP DMKIOG DMKUSO
DMKCNS DMKIOS DMKVAT
DMKCPB DMKLDG DMKVCA
DMKCPI DMKMCH DMKVCH
DMKCPV DMKNENM DMKVCN
DMKCSO DMKPAG DMKVDB
DMKDAS DMKPRG DMKVDS
DMKDEF DMKPRV DMKVIO
DMKLGD DMKPSA DMKVMI
DMKDIA DMKRSP DMKVSP
DMKDMP DMKSCN

Error Messages and Codes

Maintenance: Program and Documentation

The following Error Messages have been added:

DMKCCH605T
DMKCCH606I
DMKCFGO044E
DMKCFG170E
DMKCFG171E
DMKCFG172E
DMKCFG173E
DMKCFG435E
DMKCFP174E
DMKCPBOOSE
DMKCPBOOGE
DMKCPBO12E
DMKCPBO22E
DMKCPBO26E
DMKCPBOUOE
DMKCPI955W
DMKCPV144W
DMKCSOO036E

DMKDAS956A
DMKDIAO11E
DMKDMPI09W
DMKMCH610I
DMKMCH611I
DMKMCH6 12W
DMKMCH614T
DMKMCH616T
DMKPAGU15E
DMKPRGUS53W
DMKSPL501I
DMKSPL503A
DMKSPL504A
DMKSPL5291
DMKUDRU475T
DMKVDBO3U4E
DMKWRMI11W

(See Over)



The following Error Messages have been deleted:

DMKCFPOOS5E
DMKCFPOOG6E
DMKCFPO12E
DMKCFP022E
DMKCPVO044E

DMKCPV170E
DMKCPV171E

DMKCPV172E
DMKCPV173E

The following Wait state codes have been added:

00D

DMKDIA110E
DMKMCH610W

DMKMCH611W
DMKMCH612I

DMKMCH614W
DMKMCH616W
DMKMCH620T
DMKSPL517T
DMKWRMI10W

00F

The following ABEND codes have been added:

BLD0O1 DSPOO4 PTRO10
CFMO001 FRE0O10 SCHOO01
CNS008 PTRO0S TRCO001
DSP003 PTRO09

The following ABEND code has been deleted:

TRA0O1

Miscellaneous

Maintenance: Documentation Only

This edition includes other minor technical and
typographical changes too numerous to list.
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NEW DEVICE SUPPORT

New: Programming Feature

The IBM System/370 Model 168; the IBM 2860, 2870,
2880 standalone channels; and the IBM 2305 Fixed
Head Storage, Model 1, are now supported.

USER ACCOUNTING OPTION

New: Programming Feature

It is now possible for a user to charge another user
gor CPU time. A new diagnose code (4C) is provided
or this function. This option is described under
"Accounting Card Processing" in the section on the
"Real Spooling Manager.®™ The new diagnose code is
described in the section "Privileged Instructions."

VIRTUAL CONSOLE SPOOLING

New: Programming Feature

The virtual console is now supported for spooling
operations. Documentation of this support appears in
the section, "Virtual Spooling Manager."

New: Programming Feature

A new CP command, MONITOR, allows the user to stop
and restart the recording of real machine events in
the internal trace tabel. Previously, the tracing
was always active. This feature is described in the
section, "CP Internal Trace Table."

)

Sumnary of Amendments

for SY20-0880-1

as updated by TNL SN20-2624
VM/370 Release 1 PLC 9

STOP OPERAND AND PARAMETER PASSING FOR THE P IPL

i e s e e P ——mr e == ==

COMMAND

New: Programming Feature

The STOP operand in the CP IPL command will halt
execution and allow parameters to be passed
resulting in the loading of an alternate nucleus.
This function is described in "LOGON of User" in the
section "System User Interface."

PERFORMANCE ENHANCEMENT

s A

Maintenance: Program and Documentation

The Dispatcher/Scheduler routines have been modified
to improve performance. The section on the
Dispatcher/Scheduler has been rewritten.

ADDITIONAL MODULES

New: Program and Documentation

The following modules have been added as part of the
Control Program:

e The modules DMKSIX, DMKSEV, and DMKEIG handle the
channel logout analysis for the 2860, 2870, and
2880 standalone channels, respectively.

e The module,
spooling.

DMKGRA, handles VM/370 console

e The module, DMKLOC, locks and unlocks a system
resource. This code was previously restricted to
use in DMKUDR.

e The module, DMKMCC, handles the new CP command,



MONITOR.

e The module, DMKRSE, retries and attempts recovery
for real U/R device I/0 errors. This function was
originally in module DMKSPL.

SBEREEsScans =SS

New: Program and Documentation

ACCTBLOK -- User Accounting Block

New: Documentation Only

CCHREC -- Channel Check Handler Record
MCHAREA -- Machine Check Save Area
MCRECORD -- Machine Check Handler Record

The above blocks are defined in the "Data Areas --
control Blocks" section. :

ADDITIONAL AND REVISED FLOWCHARTS

New: Program and Documentation

DMKEIG DMKMCC DMKSIX
DMKGRA DMKRSE
DMKLOC DMKSEV

A A4 22 A

DMKACO DMKDSO DMKSPL
DMKCCH DMKHVC DMKTMR
DMKCDS DMKIOE DMKUDR
DMKCFP DMKIOG DMKUSO
DMSCFS DMKIOS DMKVCH
DMKCKP DMKLNK DMKVCN
DMKCPB DMKLOG DMKVDB
DMKCPI DMKMCH DMKVDS
DMKCPV DMKPRG DMKVMI
DMKCSP DMKRSP DMKVSP
DMKDEF DMKSCH DMKWRM

ERROR MESSAGES AND

Maintenance:

ODES

Program and Documentation

The following error messages have been added:

DMKCFP177E DMKRSES503I
DMKCPBO59E DMKRSES504A
DMKMCCOO2E DMKRSESO04I
DMKMCCO26E DMKRSES05A
DMKMCHOO3E DMKRSES508I
DMKMCHO26E DMKRSES520A
DMKRSES00I DMKRSES520I
DMKRSE5012a DMKRSES211
DMKRSES501I DMKRSES24T
DMKRSES502I DMKRSES251I
DMKRSE503A DMKRSES5291

The following error messages have been deleted:

DMKSPL500I DMKSPL505D
DMKSPL501A DMKSPL508I
DMKSPL501I DMKSPL520I
DMKSPL502D DMKSPL521I
DMKSPL5032 DMKSPL5241
DMKSPLS503I DMKSPL5251
DMKSPL504A DMKSPL5291I
DMKSPL504I

The following ABEND codes have been added:

105001 I0s003
105002 UDROO1
MISCELLANEOUS

Maintenance: Documentation Only

This Technical Newletter contains other minor
technical and typographical changes, too numerous
to mention.
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The VM/370 Control Program (CP) manages the resources
of a System/370 in order to provide virtual storage
support through the implementation of virtual machines.
This support is implemented in such a way that each
terminal user appears to have the complete functional
capatilities of a dedicated System/370 at his disposal,
even though many other users may be running batch,
teleprocessing, time sharing testing, or production
jobs at the same time.

A user defines the configuration he Trequires --
input/output (I/0) device addresses, and a storage size
up to 16 million bytes -- regardless of whether they
match the real machine's configuration. Virtual devices
must have real counterparts, but not always in a
one-for-one ratio. For example, many users' readers,
punches, and printers can be mapped onto common spool
disks, and their virtual disk devices may be mapped as
minidisks onto different sections of common disk packs,
effectively multiplying the number of 1logical disk
devices that are available on the real machine.

Each user's virtual machine comprises
e An operator's console (his remote terminal)

e A virtual CPU either with or without the Virtual
Storage Addressing feature

e Virtual storage of up to 16 million bytes
e Virtual I/0 devices

Virtual I/0 devices are controlled by the virtual
machine's operating system, not by the VM/370 control
program. Thus, the support for the proper number and
type of I/0 devices must be provided by the operating
system of the virtual machine for proper operation. The
VM/370 control program monitors, translates, and
schedules all real I/0 operations to provide systen
integrity. It executes all virtual machine operation in
a problem state by trapping, screening, and processing
all the interrupts, and passing on the necessary
information to the appropriate virtual machine. Only

the VM/370 control program executes in the privileged
state.

In order to increase the amount of real main storage
available to user programs, parts of the VM/370 control
program that are infrequently used are not required to
be resident in main storage. Instead, they reside on
part of the ©paging auxiliary storage used by the
system, and are brought into main storage only when
their functions are required.

Since the ©VM/370 Control Program nonresident modules
are effectively paged into main storage, the control
program itself must have virtual storage space
associated with it. This space 1is anchored at the
System VMBLOK, which 1is assembled into the resident
control program in the module DMKSYS. The VMBLOK has a
pcinter to a segment table, which in turn references a
set of page and swap tables that describe CP's virtual
storage space.

The virtual space is divided into 2 parts; the first 4
segments (256K) 1is reserved for executable control
program code, both resident and pageable; the remaining
storage (at least another 256K) is dynamically
allocated for spooling buffers and for user directory
functions. In order for a routine to be pageable, a
number of restrictions must be observed.

When the system 1is loaded, resolved, and written onto
the system residence volume, those modules that are to
be pageable must be loaded at addresses higher in main
storage than the symbol DMKCPEND, which defines the
last byte of the resident CP nucleus. This arrangement
can be accomplished by reordering the LOADLIST EXEC
used by the VMFLOAD procedure when punching out the
text decks that will compose the CP systen. Any
pageable modules are listed after the entry for DMKCPE.
In addition, each pageable module must be preceded by
the 'SPR! loader control carad. This '*Set Page
Boundary' card forces the loader to start loading the
succeeding module at the next higher 4k page boundary
and ensures that the entire module will be resident
when it is paged in.
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If several pageable modules perform similar or related
functions and it is felt that they are likely to be
resident at the same time, they may be included in the
same page by omitting the SPB cards that would normally
have preceded the 2nd and subsequent modules. The
group of modules to be 1loaded together must not exceed
4K as their total storage requirement; if they do, one
or more must be loaded in separate pages, since no page
boundary crossover in pageable control program is
allowed. All currently pageable CP modues punch their
own SPB card via an assembler PUNCH statement, except
those that are designed to reside in a page along with
other modules.

CP INITIALIZATION

system initialization (IPL) 1is to
Ssome of the tasks to be

The function of
prepare VM/370 for operation.
performed are:

e Main storage must be initialized
e Devices must be mounted

e Warm start records must be read from the warm start

cylinder
e Space must be allocated for the system dump file
e The system operator must be logged on

In the case of a system restart following a failure,
active files and the system log message must be written
to the checkpoint cylinder before the Control Program
nucleus can be brought into main storage. The user can
now logon.

VIRTUAL MACHINE CONTROL

A virtual machine is created for a user when he logs
into VM/370, on the basis of information stored in his
user directory entry. The entry for each user
identification includes a 1list of the virtual TI/0
devices associated with the particular virtual machine
and the real device mappings.
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Additional information about the virtual machine is
maintained in the directory file. 1Included are the
VM/370 command privilege class, accounting data, normal
and maximum virtual storage sizes, and optional virtual
machine characteristics such as extended control mode.

The Control Program supervises the execution of virtual
machines by (1) permitting only problem state execution
except in its own routines, and (2) receiving control
after all real computing system interrupts. (094
intercepts each privileged instruction and simulates it
if the current program status word of the issuing
virtual machine indicates a virtual supervisor state;
if the virtual machine is executing in virtual problenm
state, the attempt to execute the privileged
instruction is reflected back to the virtual machine as
a program interrupt. All virtual machine interrupts
(including those caused by attempting privileged
instructions) are first handled by CcCP, and are
reflected to the virtual machine if an analogous
interrupt would have occurred on a real machine.

Virtual Machine Time Management

The real CPU is time sliced to
virtual CPUs. Virtual machines that are executing in a
conversational manner are given access to the real CPU
more frequently than those that are not; these
conversational machines are assigned the smaller of two
possible time slices. Ccp determines execution
characteristics of a virtual machine at the end of each
time slice on the basis of the recent frequency of its
console requests or terminal interrupts. The virtual
machine 1is queued for subsequent CPU utilization
according to whether it is a conversational or
nonconversational user of system resources.

simulate multiple

A virtual machine <can gain control of the CPU only if
it is not waiting for some activity or resource. The
virtual machine itself may enter a virtual wait state
after an I/0 operation has begun. The virtual machine
cannot gain control of the real CPU if it is waiting
for a page of storage, if it is waiting for an I/0
operation to be translated and started, or if it is
waiting for a CP command to finish execution.



A virtual machine can be assigned a priority of
execution. Priority is a parameter affecting the
execution of a particular virtual machine as compared
with other virtual machines that have the same general
execution characteristics., Priority may be assigned by
the real machine operator, but is more frequently a

parameter of the virtual machine's directory entry.

Virtual Machine Storage Management

The normal and maximum storage sizes of a virtual
machine are defined as part of the virtual machine
configuration in the VM/370 directory. The virtual

storage size can be temporarily
that is a multiple of 4K
maximum defined value. VM/370 implements this storage
as virtual storage. The storage may appear as paged or
nonpaged to the virtual machine, depending upon whether
the extended control mode option has been specified for
that virtual machine. This option is required if
operating systems that control virtual storage, such as
0S/VS1 or VM/370, are to be run in the virtual machine.

redefined to any value
and not greater than the

Storage in the virtual machine is logically divided
into 4096 byte areas called pages. A complete set of
segment and page tables is used to describe the storage

of each virtual machine. These tables are maintained
by CP and reflect the allocation of virtual storage
pages to blocks of real storage. Virtual storage

use of these tables
in the real machine
into 4096 byte

addressing is accomplished through
by the System/370 machine. Storage
is logically and physically divided
areas called page frames or blocks.

Only referenced virtual storage pages are kept in real
storage, thus optimizing real storage utilization.
Further, a page can be brought into any availakle page
frame; the necessary relccation is done during progranm
execution by a combination of VM/370 and dynamic
address translation on the System/370. The active
pages from all logged-in virtual machines and from the
pageable routines of CP compete for available page
frames. When the number of page frames available for
allocation falls below a threshold value, CP determines
which virtual storage pages currently allocated to real
storage are relatively inactive and initiates suitable
page-out operations for thenm.

~ ®

Inactive pages are maintained on a direct access
storage device. If an inactive page has been changed at
some time during virtual machine execution, CP assigns
it to a paging device, selecting the fastest such
device with available space. If the page has not
changed, it remains allocated in its original direct
access location and is paged into real storage from
there the next time the virtual machine references that
page. A virtual machine program can use the DIAGNOSE
instruction to communicate to CP that the information
from specific pages of virtual storage is no 1longer
needed; CP then releases the areas of the paging
devices which had been assigned to hold the specified
pages.

Paging is done on demand by CP. This means that a page
of virtual storage is not read (paged) from the paging
device to a real storage block wuntil it is actually
needed for virtual machine execution. No attempt is
made by CP to anticipate what pages might be required

by a virtual machine. While a paging operation is
being performed for one virtual machine, another
virtual machine can be executing. Any paging operation

initiated by CP is transparent to the virtual machine.

If the virtual machine is executing in extended control
mode with +translate on, then two additional sets of
segment and page tables are maintained. The virtual
machine operating system is responsible for mapping the
virtual storage «created by it to the storage of the
virtual machine. CP uses this set of tables in
conjunction with the page and segment tables created
for the virtual machine at login time to build shadow
page tables for the virtual machine. These shadow
tables map the virtual storage created by the virtual
machine operating system to the storage of the real
computing system. The tables <created by the virtual
machine operating system may describe any page and
segment size permissible in the IBM System/370.

The system operator may assign the reserved page frames
option to a single virtual machine. This option,
specified by the SET RESERVE command, assigns a
specific amount of the storage of the real machine to
the virtual machine. CP dynamically builds a set of
reserved real storage page frames for this virtual
machine during its execution until the maximum number
"reserved" has been reached. Since other virtual
machines! pages are not allocated from this reserved
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set, the effect is that the most active pages of the
selected virtual machine remains in real storage.

During the process of CP system generation, the
installation may specify that a single virtual machine
is to be given an option called virtual=real. With
this option, the virtual machine's storage is allocated
directly from real storage at the time CP is initially
loaded, and remains so allocated unless released via
operator command. All pages except page 2zero are
allocated to the corresponding real storage locations.
In order to control the real computing system, real
page zero must be controlled by CP. Consequently, the
real storage size must be large enough to accommodate
the CP nucleus, the entire Virtual=Real virtual
machine, and the remaining pageable storage
requirements of CP and the other virtual machines.

The virtual=real option improves performance in the
selected virtual machine since it removes the need for
CP to perform paging operations for the selected
virtual machine. The virtual=real option is necessary
whenever programs that contain dynamically modified
channel programs (excepting those of 0S ISAM) are to
execute under control of CP.

Virtual Machine I/0 Management

A real disk device can be shared among multiple virtual
machines. Virtual device sharing is specified in the
directory entry or by a wuser command. If specified Ly
the user an appropriate password must be supplied
before gaining access to the virtual device. A
particular virtual machine may be assigned read-only or
read/write access to a shared disk device. CP verifies
each virtual machine I/0 operation against the
parameters in the virtual machine configuration to
ensure device integrity.

The virtual machine operating system is responsible for
the operation of all virtual devices associated with
it. These virtual devices may be defined in the
directory entry of the virtual wmachine, or they may be
attached to (or detached from) the virtual machine's
configuration while it remains 1lcgged on. Virtual
devices may be dedicated, as when mapped to a fully
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equivalent real device; shared, as when mapped to a
minidisk or when specified as a shared virtual device;
or spooled by CP to intermediate direct access storage.

In a real machine running under control of 0S, I/0
operations are normally initiated when a problen
prcgram requests 0S to issue a START I/0 instruction to
a specific device. Device error recovery is handled by
the operating system. In a virtual machine, 0S can
perform these same functions, but the device address
specified and the storage locations referenced are both
virtual. It 1is the responsibility of CP to translate
the virtual specifications to real.

In addition, the interrupts caused by the I/0 operation
are reflected to the virtual machine for its
interpretation and processing. If I/0 errors occur, CP
records them but does not 1initiate error recovery
operations. These are the responsibility of the
virtual machine operating system.

I/0 operaticns initiated by CP for its own purposes
(paging and spooling), are performed directly and are
not subject to translation.

A virtual unit record device, which is mapped directly
to a real unit record device, 1is said to be dedicated.
The real device is then controlled completely by the
virtual machine's operating system.

CP facilities allow multiple virtual machines to share
unit record devices. Since virtual machines controlled
by CMS ordinarily have modest requirements for unit
record I/0, such device 'sharing is quite advantageous,
and it is the standard mode of system operation.

Spooling operations cease if the direct access storage
space assigned to spooling has been exhausted, and the
virtual unit record devices appear in a not ready
status. The system operator nmay make additional
spooling space available by purging existing spool
files or by assigning additional direct access storage
space to the spooling function.



Specific files can be transferred from the spooled card
punch or printer of a virtual wmachine +to the card
reader of the same or another virtual machine. Files
transferred between virtual unit record devices by the
spooling routines are not physically punched or
printed. With this method, files can be made available
to multiple virtual machines, or to different operating
systems executing at different times in the same
virtual machine.

CP spooling includes
virtual machine user

many desirable options for the
and the real machine operator.
These options include ©printing multiple copies of a
single spool file, backspacing any number of printer
pages, and defining spooling classes for the scheduling
of real outrput.

Console Functions

The CP console functions allow the user to control the
virtual machine from the terminal, much as an operator
controls a real machine. Virtual machine execution can
be stopped at any time by use of the terminal's
attention key; it can be restarted by typing in the
appropriate CP command. External, attention, and device
ready interrupts can be simulated on the virtual
machine. Virtual storage and virtual machine registers
can be inspected and modified, as can status words such
as the PSW and the CSW. Extensive trace facilities are
provided for the virtual machine, as well as a
single-instruction mode. Commands are available to
invoke the spooling and disk sharing functions of CP.

Console functions are divided into
The directory entry for each user assigns
privilege classes. The classes are:

privilege classes.
one or more
e System operator

e Operator

e System programmer

e Spooling operator

e Systems analysts

e Customer engineering
e General users

Commands in the system analysts class may be used to
inspect real storage locations, but may not be used to

make modifications to real storage. Commands in the
operator class provide real resource control
capabilities, System operator commands include all

those relating to virtual machine performance options,
such as assigning a set of reserved page frames to a
selected virtual machine. See the "CP Commands"
sections of this chapter for more information.

PROGRAM STATES

When instructions in the Control Program are being
executed, the real computer is in the supervisor state;
at all other times, when running virtual machines, it
is in the prohlem state. Therefore, privileged
instructions can only be executed by the Control
Program. Programs running on a virtual computer can
issue privileged instructions; such an instruction
causes an interruption that is handled by the Control
Program. CP examines the operating status of the
virtual machine PSW. If the virtual machine indicates
that it is functioning in supervisor mode, then the
privileged instruction is simulated according to its

type. If the virtual machine is in problem mode, then
the privileged interrupt is reflected to the virtual
machine.

Only the Control Program may operate in the supervisor
state on the real machine. All programs other than CP
operate in the problem state on the real machine. All
user interrupts, including those caused by attempted
privileged operations, are handled by CP, which then
reflects to the user program only those interrupts that
the user program would expect from a real machine. A
problem program executes on the virtual machine in a
manner identical to its execution on a real System/370
CPU, as lcng as it does not violate the CP
restrictions.
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PREFERRED VIRTUAL MACHINE

machine operating
can be applied to

CP supports four special virtual
environment functions. Each function

one virtual machine at a time. Although each function
could be applied to a different virtual nmachine,
optimum performance would not be achieved. Each

function is discussed separately fcllowing.

FAVORED EXECUTION

CP attempts to provide a specified percentage of CPU
time to a particular virtual machine. CP attempts to
provide up to the specified percentage of CPU time to a
particular virtual machine, provided that the virtual
machine is functioning so that it can fully utilize the
CPU time. At regular time intervals the CP dispatcher
checks the CPU time used by the particular virtual
machine. If the specified percentage is exceeded, the
machine becomes the lowest priority user in the systenm.
If the percentage used is lower than that specified,
the virtual machine has highest priority execution for
the remainder of the interval. The percentage of CPU
time assured 1is specified in the privileged class
command that invokes the function.

CP can also assure that a designated user will never te
dropped from the active (in queue) subset by the
scheduler. When the user is runnable, he is placed in
the dispatchatle list at his normal priority.

RESERVED PAGE FRAMES

chained lists of table entries for available
Pages for users are assigned from
which is replenished from the

CP uses
and pagealkle pages.
the available 1lists
pageable list.

in real storage are
proceeds using

Pages which are temporarily locked
not available or pageable. Paging
demand paging with a "reference bit" algorithm to
select the ktest page for swapping. The reserved page
frames option gives a particular virtual machine an
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essentially "private" set of pages. The pages are not
locked, that is, they can be swapped, but usually only
for the specified virtual machine. The number of
reserved pages for the virtidal machine are specified as
a maximum. The page selection routine will select an
available page for a reserved user and mark that page
"reserved" if the maximum specified for the user has
nct been reached, If an available, unreferenced
"reserved" page is - encountered during page
replenishment for the reserved user, it is used whether
or not the maximum has been reached. If the page
selection routine cannot locate an available page for
other users because they are all ‘*reserved", the
routine may have to steal the reserved pages.

DEDICATED CHANNELS

Since the devices on a channel are often shared between
virtual machines (minidisks and dedicated devices) and
shared with system functions (paging and spooling), CP
schedules all the I/0 requests to achieve a balance

between machines. In addition, CP simulates the
reflection of the subsequent I/0O interrupts to the
virtual machines. By specifying a dedicated channel (s)
for a wvirtual machine, the CP channel scheduling
function is bypassed. The virtual device addresses on
the dedicated channel must match the real device
addresses. Since the channels are dedicated, CP uses

the virtual machine masking to control the real channel
masking. I/0 interrupts from the dedicated channel are
presented in the order of occurrence using a single
element stack and the real channel masking.

A single virtual machine may have multiple dedicated
channels. Also, multiple virtual machines may each have
a separate dedicated channel.

VIRTUAL=REAL

This feature requires that the CP nucleus be
reorganized to provide a "hole" in real storage large
enough to contain the entire storage area of the
virtual machine. For the virtual machine, each page

from page 1 to the last page (n) is in its true real



storage location; only page zero is relocated. The
virtual machine is still run in relocate mode, but
since the virtual page address is the same as the real
page address, no CCW translation is required for the
virtual machine. Since no CCW translation is performed,
no check is made of the I/0O data addresses. The
virtual machine must ensure that no I/0 data transfer
is specified into page zero or into any page not in the
virtual machine's domain.

There are several considerations for the virtual=real
option of preferred machine support that affect overall
system operation:

e The area of contiquous storage built for the
virtual=real machine must be large enough to contain
the entire addressing space of that machine.

e While allocated as such, the storage reserved for
the virtual=real machine can only be used by a
virtual machine with that option. It is not
available to other users for paging space nor for
VM/370 usage, even when the virtual=real machine is
not logged on. For this reason, it is expected that
the virtual=real machine will be a high
availability, high throughput machine.

The virtual=real storage can be released by the
operator. That storage is then available for paging.
Once virtual=real storage space is released by the
operator, a VM/370 IPL is necessary to again
allocate that storage to that virtual=real machine.

e The virtual machine with the virtual=real option
operates in the pre-allocated storage area with
normal CCW translation in effect until the execution
of the SET NOTRANS ON command. At that time, all
subsequent I/0 operations are performed from the
virtual CCWs 1in the virtual=real space without
translation. In this mode, the virtual machine must
not perform I/0O operations into page zero nor beyond
its addressable limit. Violation of this requirement
causes destruction of the VM/370 system and/or other
virtual machines.

e If the virtual=real machine performs a virtual reset
or IPL, then the normal CCW translation is performed
until the issuance of the SET NOTRANS ON command.
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Oonly the virtual=real virtuval machine can issue the
command. A message is issued if normal translation
mode is entered.

CP INTERRUPTION_ HANDLING

I/0 INTERRUPT

I/0 interrupts from completed I/0 operations initiate
various completion routines and the scheduling of
further I/0 requests. The I/0 interrupt handling
routine also gathers device sense information.

PROGRAM INTERRUPT

Program interrupts can occur in two states. If the CPU
is in supervisor state, the interrupt indicates a
system failure in the CP nucleus and causes a systen
abend. If the CPU is in problem state, then a virtual
machine is executing. If the program interrupt
indicates that the Dynamic Address Translation (DAT)
feature has an exception, a virtual machine issued a
privileged instruction, or a protection exception
occurred for a shared segment system, then CP takes
control to perform any required processing to satisfy
the exception. Usually, the interrupt is transparent
to the virtual machine execution. Most other progran
interrupts result from virtual machine processing and
are reflected to the machine for handling. For a
complete discussion of this subject, see the
appropriate explanation in the section "Method of
Operation®.

MACHINE CHECK INTERRUPT

When a machine check occurs, the CP Recovery Management
Support (RMS) gains control to save data associated
with the failure for FE maintenance. RMS analyzes the
failure to determine the extent of damage.

Introduction 15
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Damage assessment results in one of the following

actions being taken:

e System Termination

e Selective Virtual User Termination

e Refreshing of damaged information
system configuration

e Refreshing of damaged information with the defective
storage page removed from further systems use

e Error recording only for certain soft machine checks

with no affect on

The system operator is informed of all actions taken by
the RMS routines. When a machine check occurs during
VM/370 startup (before the system is set up well enough
to permit BRMS to operate successfully), the CPU goes
into a disabled wait state and places a completion code
of X'00B' in the high-order bytes of the current PSW.

SVC INTERRUPT

When an SVC interrupt occurs, the SVC interrupt routine
is entered. If the machine is in problem mode, the
type of interrupt is reflected back to the
pseudo-supervisor (that is, the supervisor operating in
the user's virtual machine). If the machine is in
supervisor mode, the SVC interrupt code is determined,
and a branch is taken to the appropriate SVC interrupt
handler.

EXTERNAL INTERRUPT

If a timer interrupt occurs, CP processes it according
to type. The interval timer indicates time-slice end
- for the running user. The clock comparator indicates
that a specified timer event has occurred, such as
midnight, scheduled shutdown, or wuser event reached.
The CPU timer indicates that a virtual machine's
allowed execution interval (time in queue) has expired.

The external console interrupt invokes CP processing to
switch from the 3210 or 3215 to an alternate operator's
console.

IBM VN/370: Control Program Logic 16

FREE STORAGE MANAGEMENT

During its execution, CP occasionally requires small
blocks of storage that are used for the duration of a
task. This storage is obtained from the free storage
area. The free storage area is divided into various
size subpools. The requestor informs the Free Storage
Manager the size of the block required and the smallest
available subpool that fulfills the request is
allocated to the requestor. When the block is no longer
needed, the requestor informs the Free Storage Manager
and the block is returned to free storage.

If the request for free storage cannot be fulfilled the
Free Storage Manager requests the  temporary use of a
page of storage from the Dynamic Paging Area. If a
page is obtained, then the page is chained to the free
storage area and used for that purpose until it is no
longer needed and subsequently returned to the Dynamic
Paging Area.

If the request for a page cannot be fulfilled, the
requestor waits until free storage becomes available.

Calls to pageable routines are recognized at execution
time by the SVC 8 linkage manager in DMKPSA. For every
SVC 8, the called address (in the caller's GPR15) is
tested to see if it is within the resident nucleus. If
it is less than DMKCPEND and greater than DMKSLC, the
called routine's base address is placed in GPR12 and
control is passed to the called routine in the normal
way. However, if the called address is above DMKCPEND
or below DMKSLC, the linkage manager issues a TRANS
macro, requesting the paging manager to locate and, if

necessary, page-in the called routine. The TRANS is
issued with LOCK option. Thus, the lock count
associated with the called routine's real page

|indicates the responsibility count of the module.

e When the module is called, the count is incremented.

e When the routine exits via the count is

decremented.

SvC 12,
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When the count reaches zero, the pageable routine is
unlocked and is eligible to be paged out of the systenm.
However, since all CP pageable modules are reentrant,
the page is never swapped out, but when stolen is
placed directly on the free page list.

Since unlocked pageable routines participate in the
paging process in a manner similar to user virtual
storage pages, the Least Recently Used approximation
used by page selection tends to make highly used
control program routines, even when not locked, remain
resident. The called routine is locked into real
storage until it exits. Thus, it can request
asynchronously scheduled function, such as I/0 or Timer
interrupts, as 1long as it dynamically - establishes the
interrupt return address for the requested operation
and does not give up control via an EXIT macro prior to
receiving the requested interrupt.

Addressability for the module while it is executing is
guaranteed since the CALL 1linkage 1loads the real
address of the paged module into GPR12 (the module base
register) prior to passing control. If all addressing
is done in a base/displacement form, the fact that the
module is executing at an address different from that
at which it was loaded is transparent. Although part
of the control program is pageable it never runs in
relocate mode. Thus, the CPU is not degraded by the
DAT feature being active, and there is no problem of
handling disabled page-faults.

SYSTEM SUPPORT MODULES

The system support modules provide CP several common
functions in the area of data conversion and control
block scanning and verification. Since most of the
routines operate at the lowest level of control, they
are linked to via the BALR option of the CALL macro,
and make use of the BALRSAVE and TEMPSAVE workareas in
DMKPSA. Two exceptions to this are the virtual and real
I/0 control block scan routines DMKSCNVU and DMKSCNRU.
These routines do not alter the contents of the
BALRSAVE area, and hence may be called by another low
level BALR routine.

SY20-0880-1, Page Modified by TNL SN20-2624, August 15, 1973
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CONTROL REGISTER USAGE

Every IBM System/370 CPU provides the program with 16
logical control registers (logical registers since the
nurber that are active depends on the features
installed in the machine at any one time) that are
addressable for loading and storing from BC mode.
VM/370 provides only a single control register, control
register zero, for normal virtual machines, for
processing systems that do not require the full set of
registers (for example, CMS, DOS, or other operating
systems for System/360.

Any user whose virtual machine operating systen
requires the use of control registers other than
control register zero can request the full set of 16
registers by specifying the ECMODE option in the VM/370
user-directory entry for his virtual machine.
Specifying this option does not imply that the virtual
machine will encounter any of the additional overhead
associated with use of the Extended Control mode but
permits the use of all 16 control registers from either
BC or EC mode.

A virtual machine, which utilizes any System/370
features that use the control registers, requires the
ECMODE option. Some of these features are expanded
timer support of the System/370, (CPU timer, clock
comparator, etc.), the virtual relocate-mode and its
instructions, RRB, LRA, PTLB, virtual monitor <calls,
virtual Program Event Recording (PER), etc.

RESTRICTIONS AND CONVENTIONS FOR PAGEABLE CP MODULES

CP modules that are to be pageable must observe the
following restrictions and conventions when they are
designed and coded:

1. The module should be completely reentrant. Any
messages to be modified, temporary work or scratch
areas, or program switches must be allocated from
system free storage or from the caller's save
area.

Introduction 17
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2. The module must be entered via the standard sSVC 8
CALL 1linkage. Modules entered via BALR or GOTO
cannot be pageable.

3. The module cannot contain any A or V type address
constants that point to locations within itself or
within other pageable modules, and it cannot
contain any CCWs that contain data address within
itself. The only exceptions are address constant
literals generated as the result of CALLs to other
modules (since these addresses are dynamically
relocated at execution time, they must be resolved
by the loader to the 1loaded address of the called
module) and a pageable module that 1locks itself
into storage. In practice, this restriction
simply means that data or instructions within the
pageable routine must be referenced via
base/displacement addressing, and the address in
register 15 for a CALL may not be generated via a
LOAD ADDRESS.

4. The pageable module must be no more than 4096
bytes in length.

If the above design and coding restrictions are adhered
to, the CP module can be added to the existing pageable
nucleus modules by wutilizing the service routine,
VMFLOAD, which is described in the "VM/370 Maintenance
Procedures" chapter of the publication IBM Virtual
Machine Facility/370: Service Routines Program Logic,
Order No. SY20-0882. Additional information can be
found in "Appendix I" of the publication IBM Virtual
Machine Pacility/370: Planning and System Generation
Guide, Order No. GC20-1801.

IBM VM/370: Control Program Logic

Executable Resident Modules

DMKCCH
DMKCCW
DMKCFM
DMKCNS
DMKCVT
DMKDAS
DMKDGD
DMKDMP
DMKDSP
DMKFRE
DMKGEN
DMKHVC
DMKIOE
DMKIOS
DMKMCH
DMKMSW
DMKPAG
DMKPGS
DMKPGT
DMKPRG
DMKPRV
DMKPSA
DMKPTR
DMKQCN
DMKRPA
DMKRSP
DMKSCH
DMKSCN
DMKSTK
DMKTMR
DMKUNT
DMKVAT
DMKVCN
DMKVIO
DMKVSP

18



Executable Pageable Modules

DMKACO
DMKBLD
DMKCDB
DMKCDS
DMKCFD
DMKCFG
DMKCFP
DMKCFS
DMKCFT
DMKCKP
DMKCPB
DMKCPI
DMKCPV
DMKCQG
DMKCQP
DMKCSO
DMKCSP
DMKCSU
DMKDEF
DMKDIA
DMKDRD
DMKEIG
DMKERM
DMKGRA
DMKIOF
DMKIOG
DMKISM
DMKLNK
DMKLOC
DMKLOG
DMKMCC
DMKMID
DMKMSG
DMKNEM
DMKRSE
DMKSAV
DMKSEP
DMKSEV
DMKSIX
DMKSPL
DMKTAP
DMKTDK
DMKTRA
DMKTRC
DMKTRM
DMKUDR
DMKUSO
DMKVCA

DMKVCH
DMKVDB
DMKVDS
DMKVMI
DMKWRM

Data Area Modules

In addition to the executable resident and pageable
modules there are certain modules that only contain
data areas and do not execute. These modules are:

Resident

Module _ Contents

DMKCPE Defines the end of the CP nucleus
DMKRIO I/0 device blocks

DMKSYS System constants

DMKTBL Terminal translate table

Pageable
Module _ Contents

DMKBOX Output separator table

DMKFCB 3211 Forms control Buffer (FCB) load tables

DMKSNT System name table

DMKSYM System symbol table

DMKUCB 3211 Universal Character Set Buffer (UCSB)
load tables

DMKUCS 1403 Universal Character Set (UCS) 1load
tables

The data areas within these modules are discussed
throughout this publication; most are illustrated in
the section "Data Areas".
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METHOD OF OPERATION

Diag. 1A. Overview of Method of Operation Diagrams

INTERRUPT

The VM/370 Control Program (CP) is interrupt driven. Thus, when an interrupt occurs, control is passed to the appropriate Interrupt
Handler. These are:

- For SVC interrupts, the SVC Interrupt Handler %l\/ilzll(gPiABS‘V

. For External interrupts, the External Interrupt Handler %“';'z'fg .S1ABEz>X

. For Machine Check interrupts, the Machine Check Handler (MICH)

- For 1/0 interrupts, the 1/O Interrupt Handler 33';5?35'."1

DMKIOSIN passes control to the appropriate processor depending on the type of 1/0 interrupt. They are:

® From Dedicated Channel ® From a Channel ERROR, the Channel Check
DMKDSPCH DMKCCHNT
Handler

® From a dedicated device error, for either CP or a virtual machine
(DMKVCH), the ERP for:

DASD DMKDASER Tape DMKTAPER
Recoverable error? No, record error DMKIOERR

Yes

® From unknown channel, the interrupt is ignored

® From an unsolicited Device End, build an IOBLOK
and for: Console (T/P) -m
Unit Record (U/R), real spooling —w)

® From a solicited Device End DMKSTKIO to stack IOBLOK

. For Program Check interrupts, the Program Check Interrupt Handler
DMKPRGIN passes control to the appropriate processor, depending on the type of program check, as follows:

; DMKPTRAN DMKPRVLG DMKVIOEX
¢ For normal paging Diag.1B3.2 Diag.1B3.9
® For paging (virtual DMKVAT DMKPRVLG passes control as follows: DMKVIOEX passes control as follows:
machine in EC mode) Diag-183.6

DMKVCNEX
® For console Diag. 781
o For Unit Record (U/R), virtual

; P
spooling Diag. 481

® For DIAGNOSE instructions
* For timers M owkTwR )

® For virtual machine 1/0

® For Supervisor state .-

® For privileged instructions
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Diag. 1A0. CP Control Block Relationships

PSA (Prefix Storage Area)

ASYSVM : VMBLOK

VMOFPNT | VMQBPNT
. g

VMPNT | VMECEXT |
CORTABLE =
FARIOCH [ VMSEG
ARIOCU
F ARIODV ACORETBL
SEGTABLE

VMCHSTRT | VMCUSTRT

CORFPNT ~ CORBPNT VMDVSTRT
SEGPAGE ‘
— ~ SV PAGTABLE ﬁ

SWPPAG PAGSWP

A -~ . VMTREXT I

DMKPTR
DMKPTRF1
DMKPTRU1
DMKPTRFL

A

CORFPNT CORBPNT
— -

- -~

~, ~~
CORFPNT  CORBPNT VMTRQBLKl
—_— -—
CORSWPNT /
CORPGPNT TREXT
ALOCBLOK TRQBLOK
—_—
main 1/0 link
. 10BLOK
RECBLOK RDEVBLOKS VDEVBLOKs F VCUBLOKs J VCHBLOKSs ECBLOK
pu—ry T RDEVAIOB 4
|_RDEVALLN L 10BCAW xg:mf:"
L-RDEVPAGE
[—RDEVRECS | ( EXTSHSEG
RECBLOK / RCWTASK
| - RDEVCUA — PTRQ | EXTCCTR
RCHBLOKs RCUBLOKs | —» cow |- VDEVIOER EXTC QI , e
S
RCUCHA /
/ RDEVIOER —] .
. IOERBLOK TRQBLOK
L—— — TRQBLOK
) I0ERLOC
RCHFIOB i VDEVCON -’\
CONTASK VCONCTL
'/ SomBuE N- VDEVSPL
CONPNT —>| RDEVCON
el cCws cews ] VCONBUF | SHADOW SHADOW
—_ RCUFIOB CONBUF \ PAGTABLE SEGTABLE
4 — RDEVSPL J/\ I0BLOK L SEGPAGE
- RDEVFIOB VSPLCTL CONBUF
I0BLOK [——
-RSPLCTL VSPSFBLK CCWs
— - \
RSPSFBLK 1
- SFBLOK SFBLOK




~ o~ 0

VC INTERRUPTIONS

When an SVC interruption occurs, the SVC interruption
routine (DMKPSASV) 1is entered. If the machine is in
problem mode, DMKPSASV takes the following action:

code is examined to determine if
the interrupt was the result of an ADSTOP SVC code
X*B3'. If it was, the message ADSTOP AT XXXXX is
sent to the user's terminal, the overlaid
instruction is replaced, and the virtual machine is
placed in console function mode via DMKCFMBK;
otherwise, the virtual machine's mode (BC or EC) is
determined.

e The SVC interrupt

e If the virtual machine was in EC mode or its page 0
was not in real storage, then all general and
floating-point registers are saved, the user's
VMBELOK is flagged as being in an instruction wait,
and control is transferred (via GOTO) to DMKPRGRF to
reflect the interrupt to the virtual machine.

e If the virtual machine was in BC mode and if his
page 0 is in main stcrage, then an appropriate SVC
0ld PSW is stored in his page 0 and the interrupt is
reflected to the virtual machine, bypassing
unnecessary register saving. If the new virtual PSW
indicates the wait state, all registers are saved in
the VMBLOK and control transfers to DMKDSPB for PSW
validation.

If the machine is in supervisor mode, the SVC
interruption code is determined and a branch is taken
to the appropriate SVC interruption handler.

SVC 0: Impossible condition or fatal error. The SVCDIE

routine initiates an ABEND by going to the DMKDMPDK
routine.

SVC 4: Reserved for IBM use.

SVC 8: Link request (transfer control from calling

routine to called routine specified by register 15).
The SVCLINK routine sets up a new save area, and then
saves the caller's addressability (register 12) and
save-area address (register 13), and the return-address
(from the SVCOPSW) in the new save area. If the called

routine (specified by register 15) dis within the
resident CP nucleus, SVCLINK places its address in
register 12 and branches directly to the called
routine. If the called routine is in a pageable module,
a TRANS is performed on register 12 to ensure that the
page containing the called routine is in storage. Upon
return from the TRANS, the real address of the pageable
routine is placed in register 12 and SVCLINK branches
to the called routine. The real storage location of
DMKCPE is the end of the resident CP nucleus. Any
modules loaded at a higher real storage address are
defined as pageable modules.

SVC 12: Return request (transfer control from called
routine to calling routine). The SVCRET routine is
invoked. If the routine which issued the SVC 12 is in

the pageable module DMKPTRUL, then DMKPGSUL 1is called
to unlock the page. SVCRET then restores registers 12
and 13 (addressability and save area address saved by
SVCLINK), places the user's return address (also saved
in the area) back into the SVCOPSW, and returns control
to the calling routine by loading the SVCOPSHW.

SVC 16: Release current save area from the active chain
(remove linkage pointers to the calling routine). The
SVCRLSE routine releases the current save area by
placing the address of the next higher save area in
register 13 and returns control to the current routine
by 1loading the SVCOPSW. This SVC is wused by second
level interrupt handlers to bypass returning to the
first level handler under specific circumstances. The
base address field (register 12) in the save area being

released 1is examined to determine if the bypassed
routine is 1in a pageable module. If so, DMKPTRUL is
called to unlock the page.

SVC 20: oObtain a new save area. The SVCGET routine

places the address of the next available save area in
register 13 and the address of the previous save area
in the save area pointer field of the current save
area.

There are 35 SAVEAREAs initially set up by DMKCPINT for
use by the SVC 1linkage handlers. If the supply of
available save areas drops to zero, the 1linkage
handlers calls DMKFREE to obtain storage for additional
save areas.
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Diag.

INPUT

1B1. SVC Interrupt Handler

svec
Interrupt

PROCESS

IBM VM/370: Control Program Logic

For problem mode:

I

-SVC OLD PSW 1

VMBLOK

VMBSTAT

For supervisor mode:

GR15

A (called routine)

DMKPSASV — SVC Interrupt Handler

If problem mode:
® And ADSTOP SVC, simulate ADSTOP to virtual machine

® And INSTRUCTION/BRANCH trace SVC, call DMKTRACE

® And the virtual machine is in EC mode, and/or Page 0 is not in storage,
reflect interrupt to virtual machine via DMKPRGRF

® Otherwise, fetch page 0 and swap PSWs. Then run user via LPSW.

OUTPUT
For problem mode:
VMBLOK PSA
VMPSW

RUNPSW

(" Users Page 0

SVC OLD PSW

SVC NEW PSW

L

For supervisor mode:

If supervisor mode:
® For SVC 0 (impossible condition, unrecoverable error), dump CP.
® For SVC 8 (link request), get a new SAVEAREA and pass it on. The
caller’s base register (GR12), the SAVEAREA address (GR13), and the
return address (SVCOPSW) are saved in the new SAVEAREA.

® For SVC 12 (return request), return control to the calling module.

® For SVC 16, release SAVEAREA and return control to the module that
issued SVC 16.

® For SVC 20, get new SAVEAREA and return control to the module
that issued SVC 20.

GR13 SAVEAREA of
module called
Caller’s:
SAVEAREA of return address
calling modul, base register

DMKDMPDK

DMKDSPCH
Diag. 2B

_—
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EXTERNAL INTERRUPTIONS

When an external interruption occurs, the external

interruption handler (DMKPSAEX) is entered.

TIMER INTERRUPT

If DMKPSAEX is entered because of a timer interrupt,
the machine mode must be determined. If the machine was
in WAIT state, control is transferred to DMKDSPCH which
becomes idle until another interrupt occurs. If the
machine is in problem mode, the address of the current
user's VMBLOK is obtained from RUNUSER. The user's
current PSW (VMPSW) 1is updated from the external
interruption o0ld PSW, the address of the current VMBLOK
is placed in register 11, and control is transferred to
DMKDSPCH. For additional information about timers see
the section "Virtual Timer Maintenance",

EXTERNAL INTERRUPT

If DMKPSAEX is entered because of the operation of the
console interrupt button (INTERRUPT), the following
steps are taken:

1. The current system operator's VMBLOK (DMKSYSOP) is
referenced.

2. His virtual machine is disconnected.

The operator can now logon from another terminal. The
operation of the console interrupt button is used to
implement an alternate operator's console. For a
description of the processing of the EXTERNAL command
refer to module DMKCPB.

PROGRAM INTERRUPTIONS

R4 X T R XS 484

When a program interruption
interruption handler (DMKPRGIN)

occurs, the
is entered.

program
Program
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interruptions can result from:

e Normal paging requests.

e 1A paging request by a virtual
(virtual relocation).

e privileged instructions.

e Progral errors.

machine in EC mode

DMKPRGIN determines the cause
examining the interruption code.

of the interruption by

NORMAL PAGING REQUESTS

If the program interrupt is caused by
request (it is not from a virtual
running in EC mode with translation

determines whether

a normal paging
machine that is
on), DMKPRGIN
a segmentation error (a segment of
the program occurred; if so, an invalid address
interruption code is set, and the interruption is
reflected to the user's virtual machine supervisor. If
a segmentation error has not occurred, the user's
current PSW is updated from the program old PSW
(PROPSW), the address of the current VMBLOK is placed
in register 11, and DMKPTRAN is called to obtain the
required page. When the paging operation is completed,
control is returned to DMKDSPCH.
The functions of paging are divided into three
categories: the management of virtual storage, the
management of real storage, and the management of
auxiliary storage (DASD paging devices).

Virtual Storage Management

When operating in the relocate environment provided by
CP, each user's virtual storage space is described by
two sets of tables.

e One set, the segment and page tables, describes the
location and availability of any of the user's
virtual pages that may be resident in real storage.
Locations in these tables are indexable by virtual
address, and the entries contain index values that
reference corresponding real storage addresses. In
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Diag. 1B2. External Interrupt Handler

External
Interrupt

INPUT PROCESS OUTPUT
DMKPSAEX — External Interrupt Handler TRQBLOK
PSA
For timers:
5 X'80’ ‘ AINTEX +1 l ® Clock comparator, unstack TRQBLOK from DMKSCHTQ,
1 set new comparator value, call DMKSTKIO
‘ M] ® X'80' timer, flag running user-time slice end. VMBLOK
‘ , : ® CPU timer, flag running user to be dropped from queue. VMGPRS
‘ For EXTERNAL Key on operator’s console, !‘ VMFPRS
i VMBLOK ® Set the disconnect flag (VMOSTAT = X'10') in VMBLOK \ YMPSW
L
® Halt any outstanding 1/O (operator's RDEVBLOK) ! VMOSTAT =
VMTEF:M 3‘5‘;’?};{_’3.( ® Clear any outstanding console request, via DVKQCNCL. , VM)'(r::?%M -
VMTERM ® If a virtual machine was not running when the interrupt X'00°
occurred resume via ~, otherwise

EXOPSW Diag.28B




®' - - l

Diag. 1B3. Program Interrupt Handler

Program Check
Interrupt

INPUT PROCESS OUTPUT
DMKPRGIN — Program Check Interrupt Handler

Program Old PSW Determine machine mode and the cause of the interrupt (Program

Oid PSW)

PSA ® For virtual machine in EC mode

@ [f paging exception, for normal paging

NTPR ® For virtual machine in EC mode

® |f for privileged instruction,

(INTPR in PSA) ‘

® |f segment exception, snmulate User’s Page 0
VMBLOK address exception. VMBLOK
VMPSW ©® If an invalid operation reﬂect the interrupt to the virtual machine. VMPSW

(DMKPRGREF is also used by DMKPSASV to reflect SVC interrupts
it could not reflect, virtual machine in EC mode or Page 0

not in storage.)
DMKVAT
! Dla .1B3.6 DMKDMP

DMKDSPCH DMKPRVLG DMKPTRAN
Diag.2B Diag.1B3.7 Diag.1B3.2

VMINST
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Diag. 1B3.0. Paging Overview

Request for
Real Storage

IBM VM/370: Control Program Logic

OUTPUT

Return to caller
via GR2

INPUT PROCESS
GR2 GR1
owKeTR
Translate address
CORTABLE
SWPTABLE Is requested page already in storage? YES
SEGTABLE
[corrLac Y PAGTABLE I
. NO
[sweriac [ '
feAaf;:ang E Determine page selection
address
Is page available from lists? Jill] YES
NO
- FREELIST
FLUSHLIST
USERLIST Release pages (DMKPGS)
Allocate DASD space (DMKPGT)
Schedule page 1/0 (DMKPAG)
Mark page free
Replenish FREELIST
Lock — if requested
Form address
Bits defined for CORFLAG Bits defined for SWPFLAG
CORIOLCK EQU X'80’ Page locked for 1/0 SWPTRANS EQU X'80' Page in transit
CORCFLCK EQU  X'40’ Page locked by console function SWPRECMP EQU  X'40' Page permanently assigned
CORFLUSH EQU X'20’ Page is in flush list SWPALLOC EQU X'20' Page enqueued for allocation
CORFREE EQU X'10’ Page is in free list SWPSHR EQU X'10' Page shared
CORSHARE EQU Xx'o8' Page is shared SWPREF1 EQU X'08' 1st half page referenced
CORRSV EQU X'04’ Page is reserved SWPCHG1 EQU X'04' 1st half page changed
CORDISA EQU X'01’ Page disabled — not available SWPREF2 EQU X'02' 2nd half page referenced
SWPCHG2 EQU X'01' 2nd half page changed
G W/
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Diag. 1B3.1.

Virtual to Real Address Translation

Virtual Address Example:
I Segment | Page I Displacement ] Translate Virtual Address 0008D424 to Real Address
t Table Regist i
| 0 7|8 15]16 19|20 31| Segment Table Register Virtual Address
Iol1 2141640 IOIOIOISDT4I2I4]
t 31 o 16 19] 20
J
éocate the a8
egment Index to
Table. Segment " 012460-Segment Table
Table Entry. 0
Segment Table Register 2 ; 014440 - Page Table|
Segment Table Origin I 000000 ] 2 D 1 2 @I
8 w2 3] 6 @ 5 ©@ 7
— 8| Fo012440 8 AWARD B
D | —~— c p#0200 [E F
I = h
Segment Table '
L/ -~ A A .
I L_, ~ A ~ ~ ~
-/ 9 w v ) u
Ve ~
= iy LY v T
Length | 0000 Page Table Origin I 1] / V4
o 3|a 7}s 30|31 1 4
Locate the appropriate segment //
Y table entry - the eighth entry in 7
the segment table at location 7
012460. This entry points to , 7
h .
(s Jadn tnder o Page the page table e 020 ] 424
Page Table. o Table Entry, 7 Real Address
r___) 3.?:;“3 ing a Low Locate the appropriate page table - ”
entry - the 13th entry in the page P
YPage Table | table at location 014440. This _ - -
entry contains the real block number. PR
[ 5 _ -
-
Bloc Number I i00R Real I Address I The block number in the page table
0 1112 15| |o 11)12 23| entry and the displacement in the
virtual address combine to provide
the real address.
1 = Invalid Bit
R = Reference Bit (software)
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addition, each table entry contains an indication of
whether the corresponding virtual page is available
to the wuser in real storage. These tables are
referenced directly by the DAT feature when the
user's program is running.

e The second set of tables is a map of the locations
of the wuser's pages on the DASD devices that
comprise the system's paging or auxiliary storage.
The DASD addresses in these tables <can either
represent the source of a page of virtual storage
(the 1location to which a page may be moved, if
necessary) or a dummy address, indicating that the
given page has not yet been referenced, and thus has
a value of binary zercs.

The tables are arranged in a format indexable by
virtual storage address. In addition to containing the
address of a page, each entry contains flags and status
bytes that indicate such information as:

e The storage protection keys to be assigned to the
page when it is made resident.

e Whether the page is currently on its on its way into
or out of the system (in transit), etc.

These tables, called swap tables, are not referenced
directly by the hardware as are the page and segment
routines tables, but are used by paging management to
locate user pages that are needed to execute a progranm.

Virtual storage management is done by the technique
known as demand paging. This means that a page of
virtual storage is not ‘'paged in' from its T[CASD
auxiliary store slot until it is needed for execution.
CP does not determine the pages required by a user
before he is run. A demand for a page can tke made
either implicitly or explicitly.

e An implicit demand 1is made when a user program
attempts to reference a page that is not available
in real main storage. This attempt causes a progranm
interrupt with the interrupt code indicating a page
or segment exception. Upon recognition of this
condition, control is passed to the paging manager
to obtain a page of real main storage and to bring
in the desired page.
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e An explicit request for virtual storage can be made
by the control program (for example, in the course
of translating a user's channel program). If, in the
process of translation, the control progranm
encounters a CCW that addresses a page that is not
resident in real storage, a «call is made to the
paging manager to make the referenced page resident.

While the requested page is being fetched, the
requesting user is unable to run; however, it may be
pcssible to run other tasks in the system, and the
control program runs these while that page is being
paged in. When the requested page is resident, the user
can be run and is dispatched in his turn.

In addition to obtaining pages by demand, users
implicitly or explicitly release pages of their virtual
storage space. Part of the space may be explicitly
released from both real and virtual storage via a
diagnose instruction which indicates to the control
program those pages that are to be released. An entire
virtual storage is released when a user IPLs a new
operating system or logs out from the systenm.

The VM/370 control ©program itself also has virtual
storage associated with it. This space is wused to
contain the control program (some parts of which need
not always be resident in real storage), and is also
used for virtual storage buffers for spooling and
system directory operations. Although the <control
program makes use of virtual storage space for its
execution, it does not run in relocate mode itself.
Thus, nonresident modules must be completely
relocatable.

Real Storage Management

It is the function of real storage management to
efficiently allocate the system's page frames of real
storage to satisfy the demands for virtual pages made
by the system's users. Efficiency of allocation
involves a trade-off; the paging manager utilizes only
enough CPU time allocating to ensure that:

1. The set of virtual storage pages which are
resident represent those pages that are most
likely to be used.
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2. The number of <cycles available to execute

programs is sufficient.

user

Inefficiency in the first area causes a condition known
as thrashing, which means that highly used pages are
not allowed to remain resident long enough for useful
work to be performed by or on them. Thrashing could be
aggravated by the paging manager's page selection
algorithm or by a dispatcher that attempts to run more
tasks than the system can handle (the sum of their
storage requirements exceeds the real paging space
available in the system). Thus, the paging manager must
keep statistics on system and user paging activity and
make these statistics available to the dispatcher so
that a potential thrashing condition may be detected
and prevented.

Inefficiency in the second area causes an unacceptatle
ratio of control program overhead to user program time,
and in extreme case may cause the control program to
utilize excessive CPU time. In order to understand how
allocation is determined by the VM/370 control program,
it is first necessary to describe the way in which the
inventory of real storage page frames is described to
the systen.

Each page frame (4096 byte blocks) of real storage in
the system is in one of two basic states: not-pageable
or pageable. A not-pageable page must remain resident
in real storage for some finite period of time; thus,
the page frame cannot be taken from its current owner
in order to give it to someone else. Pages can be
not-pageable either permanently or temporarily,
depending on their use.

e Temporary locks usually occur when an I/0 operation
has been initiated that is moving data either to or
from the page, and the page must be kept in real
storage until the operation has completed.

e 1A page can also be temporarily not-pageable if it
contains a nonresident control program routine that
is active.

In addition, a page can be not-pageable through use of
the LOCK command. Pages locked in this fashion are
permanently resident until they are explicitly unlocked
by the UNLOCK COMMAND~ Pages that are usually
considered permanently not-pageable are those that

contain the resident portion of the control program and
those that contain the system's free storage area in
which control blocks, I/0 buffers, etc. are built.

CORTABLE:

The data area that is wused by the
management routines to control and allocate real
storage 1is the .CORTABLE. Each page frame of real
storage has a corresponding entry in the CORTABLE, and
since the table entries are fixed 1length and
contiguous, the entry for any given real page frame may
be located directly by indexing into the table. Each
entry contains pointers that indicate both the status
and ownership of the real page which it represents.
Some pointers are used to 1link page table and swap
table entries to the real page (and thus establish
ownership), while others are used to 1link the entry
into one of several lists that the paging routines use
to indicate the page's status and availability for
paging. A given CORTABLE entry may appear on one of
three lists if its real page is available for paging;
however, if the page is locked or in tranmnsit, its entry
is not in any list and is not referenced when available
page frames are being searched for swap candidates. The
lists are known as the FREELIST, the FLUSHLST, and the

page

USERLIST, and they represent various levels of page
availability.
e The FREELIST contains page frames that are

immediately available for assignment to a requesting
user. The virtual storage pages for which they were
last used have either been released by their owncrs
or they have been paged out to auxiliary storesge.
Requests for real storage are always satisfied from
the FREELIST. If the 1list has been depleted, the
requestor waits until a new page frame beconmes
available as the result of a virtual storage release
or a swap-out.

e The FLUSHLIST
those users

contains page frames that belong to
that have been dropped from an active
DISPATCHing queue. The FLUSHLST is the first place
that the page frame selection routine looks to find
a page to swap out or to assign to the FREELIST for
a user who requires real storage space.

CORETABLE entries for all
system that belong to

e The USERLIST contains the
other pageable pages in the
active users.
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Requests For Real Storage Pages

Requests for real storage fall into two general
categories; those that are requesting space for a page
of virtual storage, and those (such as requests for CP
work space) that need the real page for their own use.
The former, more general case is discussed first, since
the latter case is a subset of the first.

The main page manager routine, DMKPTRAN, maps a request
for a specific wuser's virtual storage address into a
page of real storage. This requires that:

e The virtual page be read in.

e The necessary tables be updated to show the proper
status of the page.

DMKPTRAN requires that the caller supply only the
virtual address to be translated and any options that
apply to the page to be 1located. Most calls are made
via the TRANS macro, which sets up the necessary
parameters, determines if the required page is
resident, and calls DMKPTRAN if it is not.

When DMKPTRAN receives control, it first tests to see
if the requested page is resident. This is done via the
LRA hardware translation feature. If the ©page is
resident, the routine 1locks the page if requested and
exits to the caller. If the LRA indicates that the
page is unavailable, it is still possible that the
required page is resident. This occurs if the page has
been placed on the FREELIST but has not been assigned
to another user. When the page swap routine removes a
page from a user, the unavailable bit is set 1in the
corresponding page table entry; however, the real main
storage index for the page is left unchanged. The page
table entry is set to zerc only when the corresponding
page is actually assigned to another user. Thus, if
DMKPTRAN finds the page unavailable, a further test is
made on the page table entry to see if the page can be
reclaimed. If the entry is not zero (aside from the
unavailable bit), the CCRTABLE entry for the page is
removed from the FREELIST and the page 1is returned to
the calling user.

If the page table entry corresgpcnding to the virtual
page requested is zero, the required page is not in
real 'storage and must be paged in. However, it is
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possible that the page is already on its way into main
storage. This condition is indicated by a flaqg in the
SWPTABLE entry for the virtual page. The DMKPAGIO
routine maintains a queue of CPEXBLOKs to be dispatched
when the pending page I/0 is complete. The CPEXBLOK
for the page in transit is 1located and a new CPEXBLOK,
representing the current request, is chained to it.

Before exiting to wait for the paging operation to
complete, DMKPTRAN checks to see if the deferred return
(DEFER option) has been specified. If it has not,
DMKPTRAN returns to the caller. If the DEFER option
has been requested, DMKPTRAN exits to the dispatcher to
wait for page I/0 completion. When the requested page
has been read into real storage, the list of CPEXBLOKs
are unstacked FIFO to satisfy all requests for the page
that arrived while it was in transit.

If a page 1is not in transit, a page frame of real
storage must be allocated to £fill the request. Before
the allocation routine is called, a test is made to see
if the caller wishes the return to his routine or to be
delayed until after the requested page is available.
If the DEFER option is not requested, DMKPTRAN returns
to the caller after first building and stacking a
CPEXBLOK that allows processing of the page request to
be continued the next time the dispatcher (DMKDSPCH) is
entered.

DMKPTRAN next calls the FREELIST manager (DMKPTRFR) to
obtain the address of the next available CORTABLE
entry. DMKPTRFR maintains a FIFO list of the CORTABLE
entries for those page frames that are immediately
available for assignment. As DMKPTRFR releases these
page frames, a check is made to see if the number of
entries on the FREELIST has fallen below a dynamically
maintained minimum value. If it has, the page
selection routine (SELECT) is called to find a
suitable page for placement in the FREELIST. The number
maintained as the FREELIST threshold has a value equal
to the number of users in queuel plus the number of
users in queue2 plus 1.

The FREELIST is replenished directly by users releasing
virtual storage space. The page—out routine DMKPGSPD
calls DMKPTRFT to place released pages directly on the
FREELIST. However, most replenishment is done via the
page selecticn routine, SELECT. SELECT is called by
DMKPTRFR when the FREELIST count falls below the
current minimum, or when a user page is reclaimed from
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the FREELIST. 1In either case, the selection algorithm
attempts to find a page to swap to auxiliary storage.
The highest priority candidates for a swap are those
pages whose CORTABLE entries appear on the FLUSHLST.
SELECT attempts to take a flushed page before it takes
a page from an active user. If such a page is found,
it is checked to see if it has been changed since
page-in. If not, it 1is placed in the FREELIST by
DMKPTRFT; otherwise, it is scheduled for a swap-out by
dequeueing the CORTABLE entry from the FLUSHLST,
constructing a CPEXBLOK for dispatching after I/0
completion, and exiting to DMKPAGIO via a GOTO. After
the paging I/0 is complete, the entry is placed on the
FREELIST via a call to DMKPTRFT.

If the FLUSHLST is exhausted, SELECT must take a page
from an active user by examining the pages represented
by the entries in the USERLIST to locate the 1least
recently used user page. This list is scanned from top
to bottom, and each page is tested to see if its
hardware referenced bits have been set. If a page has
been referenced, its bits are reset and it is queued to
the end of the USERLIST. This process is continued
until either an unreferenced page is found or the list
is exhausted. An unreferenced page is immediately
selected. However, if the 1list is exhausted, it is
rescanned from the top. An unreferenced page is always
found; in the worst case it is the first one tested on
the USERLIST at initial entry. However, if this
occurs, it indicates that the rate of entry to SELECT
is too low to permit differentiation between high and
low usage pages.

Once a page has been selected and its page-out is
scheduled, control is returned to DMKPTRFR, which then
passes control back to DMKPTRAN with the address of the
CORTABLE entry that was allocated. In most cases,
page-outs are completely overlapped with page-ins.
Approximately one half of all page-ins require a
corresponding page-out.

Once a real page has been assigned, DMKPTRAN checks to
see if a page-in is required. It usually is, and the
DASD address of the virtual storage page mnust be
obtained from the user's swap table entry and the I/0
operation scheduled. However, if the page has not yet
been referenced (as indicated by a DASD address of
zero), the real main storage page is set to zero. After
the page-in operation has been queued, DMKPTRAN exits
to the paging I/0 scheduler (DMKPAGIO) which initiates
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the paging operation and exits to the dispatcher
(DMKDSPCH) to await the interrupt.

After the required page has been read in or set to
zero, DMKPTRAN queues the appropriate CORTABLE entry to
the end of the USERLIST, where it eventually is
available for page selection. After developing the real
storage address that corresponds to the requested
virtual address, DMKPTRAN tests to see if the caller
has requested that the page be 1locked. If LOCK is
requested, the CORTABLE entry is de-queued from the
USERLIST and is not available for selection. A
resident page can also be locked by removing it from
the USERLIST. In addition, a LOCK count is maintained
in the CORTABLE entry so that when all locks have been
satisfied the page can again be made available for
paging (see PAGUNLOK) .

Some requests for main storage pages are handled
differently than the general case of virtual-to-real
storage mapping. In particular, it may be necessary
for CP to obtain additional free storage for control
blocks, I/0 1lists, buffers, etc. This is handled by
the free storage manager, which makes a direct call to
DMKPTRFR to obtain the needed storage. Usually this
storage is immediately available (due to the page
buffering technique previously described). However, if
the FREELIST is exhausted, the request for free storage
is recognized as a high priority call and queued first
on the list of those waiting for free pages.

The real storage manager (DMKPTR) accumulates paging
statistics which are used by the scheduler (DMKSCH) to
project user storage requirements. A count of
page-reads and page-writes is kept in each user's
VMBLOK; the corresponding total counts for the systen
are kept in DMKPSA. A running total of the number of
pages a user has resident, at each instance of
page-read, is kept in the VMBLOK. A count of the
number of times a user enters page-wait, because a page
has been stolen from him, is also kept in the VMBLOK.
The section entitled "Controlling the Depth of
Multiprogramming" under the heading
"Dispatcher/Scheduler" describes the use to which the
scheduler puts these counts.

VM/370 Virtual=Real Function: The VM/370 Virtual=Real
function involves the mapping in a one-for-one
correspondence of a virtual machine storage area with
an equivalent real storage area. For instance, virtual

1973 Method of Operation 33



SY20-0880-1, Page Modified by TNL SN20-2624, August 15, 1973 IBM VM/370: Control Program Logic 34

page 1 is in real page frame 1 and virtual page 20 is
in real page frame 20. Virtual page 0, since it cannot
occupy real page 0, is relocated to be at the end of
the virtual storage space.
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Diag. 1B3.2 Paging, Provide Real Storage Area

DMKPTR

)

INPUT

PROCESS OUTPUT

GR1 DMKPTRAN Translate Virtual Address to Real Address GR2

| wvirtaDDReEss. | [ ReaL AbpRess |
« Hardware translate

« If not in real storage check in transit
« Defer or page wait
SEGTABLE I page

« Clear real storage if first time
PAGTABLE « Go to DMKPAGIO if not first time SVC 12 CORTABLE

« Set storage keys
« Lock page if required

« Return real address

| DMKPTRUL Unlock Pages
Check residence of page to be unlocked - If not resid N\,
Check if page locked already - If already locked ———s= Abend
gSystem

Check lock count - If zero

Decrement lock count, if zero clear lock flag and return BR 14
page to user list

SEGTABLE

PAGTABLE

CORTABLE

SWPTABLE

DMKPTRFR Obtain a “‘Free’’ Page Frame

« If not out, take from FREELIST

« If out, count times out of free pages and wait for a page
frame to become available

« If FREELIST requires replenishment, steal a page

« Reset reference bits and locate an unreferenced page

« Save storage keys

If page unchanged, place on freelist :
FLUSHLIST If changed, obtain DASD spaces via DMKPGTPG .
« Go to DMKPAGIO
FLUSHLIST
FREELIST
DMKPTRFT Return Pages
+ Go to DMKSTKCP if any stacked requests FREELIST

* Add specified entry on FREELIST

Exit-Return to
Caller
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The VM/370 control program nucleus is altered at system
generation to support the Virtual=Real function. Users
with Virtual=Real (specially identified in the
directory) can then 1log on and use the space reserved
for this function. That space can be used by only one
virtual machine at a time. Two virtual machines with
the Virtual=Real capability cannot occupy the same
space at the same time.

The Virtual=Real function is primarily used so that the
virtual machine may bypass the control program's CCW
translation. This is ©fpossible because I/O0 from a
virtual machine occupying a Virtual=Real space contains
a list of CCWs whose data addresses reflect the real
storage addresses. The restriction in this situation is
that the virtual machine does not perform I/O into page
0 since this would perform a data transfer into real
page 0. At the same time, it is assumed, and cannot be
checked, that the virtual machine will alsoc not attempt
to do I/0 beyond the bounds of its virtual addressing
space. To do so would cause the destruction of either
the VM/370 control program nucleus, which resides
beyond the virtual machine space, or another user's
page.

translation for the virtual
Virtual=Real space 1is only
has executed the SET
This function can only be issued
by the virtual machine occupying the Virtual=Real
space. The function initiates the bypass of CCW
translation. This functicn is automatically turned off
if the virtual machine performs an explicit reset, or
an implied reset by performing a virtual IPL. During
virtual machine IPL, it 1is required that I/O0 be
performed into page 0. For this reason, normal virtual
IPL simulation assumes CCW translation in effect 1in
order to accomplish the full simulation. Once the IPL
sequence has completed, the CCW translation function
can ke bypassed by issuing the SET NOTRANS ON command.

The bypassing of CCW
machine occurying the
invoked after the virtual machine
NOTRANS ON function.

When the virtual machine demands a page through normal
use cf the control program's page tables, the paging
routine recognizes the Virtual=Real capability. It then
assigns the virtual page to the equivalent real page
frame and does not perform a paging operation, since
all these pages are resident and are never swapped out.

~

A #

Note: The virtual machine running with Virtual=Real is
still run in System/370 relocate mode.

Virtual 270X 1lines and sense operations from the
virtual machine do not wuse the Virtual=Real feature.
These invoke CCW translation for the virtual
enable/disable 1lines and the transfer of the sense
bytes.

The UNLOCK command has an operand called VIRT=REAL and
essentially releases the Virtual=Real area for normal
system paging use. Once the area has been released, it
can only be reclaimed by an IPL of the VM/370 Systen.
The size of the Virtual=Real area is an installation
specification that is ©part of the special nucleus
generaticn procedure that is outlined in the
Planning and System Generation Guide. The size of the
area must be large enough to contain the entire
addressing space of whatever virtual machine wishes to
occupy that space. A virtual machine can use a smaller
space than 1is provided but cannot use a larger space

without regenerating the VM/370 control program
nucleus.

DASD Storage Management

Any user virtual storage pages that have Dbeen

referenced but are not resident in real storage must be
kept on the DASD paging device. DASD page space is
assigned only when the page is selected for a page-out.
Certain DASD pages may also be marked read-only. Thus,
the DASD address slot initially associated with the
page should be considered to be the source of the page

only. If the page is changed after it has been read
into real storage, a new slot must be obtained when it
is paged out. Examples of read-only pages are those

which contain portions of pageable saved systems and
pages which are part of a system SPOOL file. Slots can
be reassigned when DMKPTRAN finds that it must swap a
page out to a movable head DASD device. 1In this case,
the 0ld slot is released and the new slot is obtained.

SLOT ALLOCATION: If a new slot is required, the DMKPGT
is called to supply the address of an available slot.

DMKPGT maintains a chain of cylinder allocation maps
for each cylinder that has been assigned for either
virtual storage or spool file paging. The allocation
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chains for spooling are kept separately from those used
for paging so that they can be checkpointed in case of
a system failure. However, in other respects they are
the same. The allocation blocks for a given volume are
chained from the RDEVBLOK for the device on which the
volume is mounted. The «chains of cylinder and sloct
allocation blccks are initialized by DMKCPI. Each block
on an allocation chain represents one cylinder of space
assigned to paging, and contains a bit map indicating
which slots have been allocated and which are
available. Each block also has a pointer to the next
allocation block on the chain, a cylinder number, and a
record count. DMKPGT searches this list sequentially
until an available slot is found; its TCASD address is
then determined and passed back to the calling routine.
If DMKPGT cannot find a cylinder with a de-allocated
slot, it enters the cylinder allocation phase descrited
next. When an available cylinder is found, it
constructs a page allocation block for this cylinder
and allocates a page to the caller.

CYLINDER ALLCCATION: DMKPGT controls the paging and
spooling I/0 load of the system by allocating cylinders
evenly across . all available channels and devices. In
order for a device to be considered available for the
allocation of paging and spcoling space:

e Its volume serial number must appear in the systenm's
owned list.

e It must have at least one cylinder of temporary
space marked as available in the cylinder allocation
block which is located on cylinder 0, head 0, record
3.

At system initialization time, CPINIT reads in the
allocation records for each volume and constructs the
chains of device allocation blocks from which DMKPGT
allocates the cylinders. In managing the cylinder
allocation, DMKPGT takes three factors into
consideration: device type, device address, and
possible status as a preferred paging device.

A request for a cylinder of virtual storage page space
is satisfied by allocating on a preferred paging
device, provided that one exists on the system and that
it has page space available. Preferred paging devices
are specified by the installation at system generation
time, and generally should be devices on which
excessive seek times does not occur. A typical
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preferred paging device would be the 1IBM 2305 Fixed
Head Storage Facility. If the 2305 is assigned as a
preferred device, it is possible to allocate some of
its space for other high priority data files without
excessively degrading paging. An example of such usage
would be for high activity read-only saved system pages
that are not shared in real storage, and high activity
system residence disks. :

It is also possible to designate moveable head DASD
devices such as the 3330 and 2314/2319 Direct Access
Storage Facilities as preferred paging devices. The
module (s) so designated should not be required to seek
outside of a relatively narrow cylinder band around the
center of the paging areas. It is advisable to share
the access arm of a moveable head preferred paging
device with only the lowest usage data files.

If one or more preferred devices are defined on the
system, CP allocates all of the page space available on
these before it allocates on any other available owned
volumes. Within the class of preferred devices, space
is allocated first on the fastest devices, and among
these on a round robin basis across channels and
devices. Allocation on nonpreferred devices is spread
out in the same manner. Cylinders for spooling space
are not allocated from preferred devices. Allocation on
a given device is done from the relative center of the
volume outward, a cylinder at a time in a zig-zag
fashion in an attempt to minimize seek times.

When a request to allocate a slot for virtual storage
paging is received by DMKPGTGT and the slot must be
allocated on a moveable-head (23142319 or 3330)
device, a cylinder and slot is selected in the
following manner:

1. An attempt is first made to allocate a slot on the
cylinder at which the arm on the selected device
is currently positioned.

2. If slots are not available on the current
cylinder, an attempt is made to allocate on a
cylinder for which paging I/0 has been queued.

3. If the above conditions cannot be met, allocation
is done as close to the center of the volume as is
possible.
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Diag. 1B3.3. Paging, Allocate DASD Space
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[Diag. 1B3.4. Release Virtual Machine Pages
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Before DMKIOSQR is called, the gqueue of IOBLOKs
currently scheduled on the device is examined. If
paging I/0 has already been scheduled on a device, the
paging channel programs are slot sorted and chained
together with TICs.

Paging I/0

All input/output requests for virtual storage and
spooling pages are handled by DMKPAGIO. DMKPAGIO
constructs the necessary task blocks and channel
programs, expands the compressed slot addresses, and
maintains a queue of CPEXBLOKs for pages to be moved.
Oonce the I/0 scheduled by DMKPAGIO completes, it
unchains the CPEXBLOKs that have been queued and calls
DMKSTKCP to stack them for execution. DMKPAGIO is
entered via a GOTO from:

e DMKPTRAN to read and write virtual storage pages

e DMKRPA to read and write virtual storage spool
buffers

In any case, all that need by passed to DMKPAGIO is the
address of the CORTABLE entry for the page that is to
be moved, the address of a SWPTABLE entry for the slot,
a read or write operation code, and the address of a
CPEXBLOK that is to be stacked for dispatching after
the I/0 associated with the page has completed.
DMKPAGIO obtains an IOBLOK and builds a channel program
to do the necessary I/0, and uses the device code that
is part of the page address to index into the system's
OWNDLIST and 1locate the real device to which the I/O
request should be directed. If the device is capable
of rotational position sensing, the required sector is
computed and a Set Sector command is inserted into the
channel progranm. The real SIO supervisor DMKIOSQR is
then called to schedule the operation on the proper
device,

When the interrupt for the ©paging operation is
processed by the primary I/O interrupt handler, the
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TOBLOK that controls the operation is unstacked to the
interrupt return address, WAITPAGE, in DMKPAGIO.
WAITPAGE then unchains the CPEXBLOKs that are queued to
DMKPAGQ, and then stacks the queued CPEXBLOKs,via calls
to DMKSTKCP, in the order in which they were received.
The address of the real page is filled in to the
appropriate page table entry and the pointers denoting
the ownership of the real page are filled into the
CORTABLE entry by the processing routines in DMKPTRAN.
If a fatal I/0 error occurred for the page, the
CPEXBLOKs associated with it are flagged, and the
dispatcher DMKSDPCH sets a nonzero condition code when
it activates the pending task. The error recovery
followed depends on the operation being perfornmed.
Paging I/0 errors associated with spooling operations
are discussed in the sections on "vVirtual and Real
Spooling", while errors associated with virtual storage
paging operations are discussed later in section
"virtual Storage Paging Error Recovery".

DMKPAGIO maintains its own subpool of preformatted
paging IOBLOKs. As I/0 operations complete, their
IOBLOKs are added to a list of available blocks; as new
blocks are needed, they are taken from this list. If
the list is empty, DMKFREE is called to obtain storage
for a new block. DMKPAGIO also periodically calculates
system paging overhead. After 200 pages have been moved
(read or written), the elapsed time for the 200 pages
is computed, and the paging rate is calculated in pages
per second. The recent paging load, expressed as the
percentage of time that more than one half of the
system's pages were idle due to page-wait, is averaged
with the previous load and re-projected as the expected
load for the next interval.

Virtual Storage Paging Error Recovery

Errors encountered during virtual storage (as opposed
to spooling) paging operation can denerally be
classified as either soft or hard errors. Soft errors
allow the system to continue operation without delay or
degradation. Hard errors can cause noticeable effects
such as the abnormal termination of user tasks (ABEND)
and response degradation. Errors that are successfully
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piag. 1B3.5. Page-in, Page-out
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retried or <corrected are known only to the 1I/O
supervisor and the I/C error retry and recording
routines; they appear to the second level interrupt
handlers (such as WAITPAGE) as if the original
operation completed normally.

SOFT ERROR RECOVERY: An I/O error which occurs on a
page swap-out is considered to be a soft error.
DMKPTRAN calls DMKPGTPG to assign a different DASD page
slot and the page 1is re-queued for output. The slot
which caused the error is not de-allocated, and thus is
not assigned to another user. All other uncorrectable
paging errors are considered hard in that they may more
drastically affect system performance.

HARD ERRCR RECCVERY: Hard paging errors occur on
either I/0 errors for page reads or upon the condition
of exhausting the system's spooling and paging space.
Recovery attempted on hard errors depends upon the
nature of the task for which the read was being done.
If the operation was an attempt to place a page of a
user's virtual storage into real storage, the operation
of that particular virtual machine 1is terminated by
setting the page frame in error to zero and placing the
virtual machine in console function mode. The user and
operator are informed of the condition, and the page
frame causing the error is not de-allocated, therety
insuring that it will not be allocated to another user.

The control program functions which call DMKPTRAN (such
as spooling, pageable control program calls, and system
directory management) have the option of requesting
that unrecoveratle errors be returned to the caller. In
this case, the CP task may attempt some recovery to
keep the entire system from terminating (ABEND). 1In
general, every attempt is made to at least allow the
operator to tring the system to orderly shut-down if
continued operation is impossible.

Proper installation planning should make the occurrence
of a space exhaustion error an exception. An unusually
heavy user 1load and a backed-up spooling file could
cause this to happen. The operator is warned when 90%
of the temporary (paging/spooling) space in the systenm
is exhausted. He should take immediate steps to
alleviate the shortage. Possible remedies that exist
include preventing more users from 1logging on and
requesting users to stop output spooling operations.
More drastic measures might include the purging of low
priority spool files. If the system's paging space is

completely exhausted, the operation of virtual machines
progressively slows as more and more users have paging
requests that cannot be satisfied and operator
intervention is required.

VIRTUAL RELOCATION

CP provides the virtual machine the capability of using
the Dynamic Address Translation of the real System/370.
Programming simulation and hardware features are
combined to allow usage of all of the available
features in the real hardware, (that 1is, 2K or UK
pages, 64K or 1M segments).

For clarification, some term definitions follow:

First-level storage: The physical storage of the real
CPU, in which CP resides.

Second-level storage: - The virtual storage available to
any virtual machine, maintained by CP.

Third-level storage: The virtual storage space defined
by the system operating in second-level storage, under
control of page and segment tables which reside in
second-level storage.

Page and segment tables: Logical mapping between

first-level and second-level storage.

Virtual page and segment tables: Logical mapping
between second-level and third-level storage.

Shadow page and segment tables: Logical mapping

between first-level storage and third-level storage.

A standard, non-relocating virtual machine in CP is
provided with a single control register, control
register zero that can be used for:

e Extended masking of external interrupts.

e Special interrupt traps for SSM.

e Enabling of virtual block multiplexing.
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A virtual machine that is allowed to use the extended
control feature of System/370 is provided with a full
complement of 16 control registers, allowing virtual
monitor calls, PER, extended channel masking, and
dynamic address translation.

An extension to the normal virtual-machine VMBLOK is
built at the time that an extended control virtual
machine 1logs onto CP. This ECBLOK contains the 16
virtual control registers, 2 shadow control registers,
and several words of information for maintenance of the
shadow tables, virtual CPU timer, virtual TOD «clock
comparator, and virtual PER event data. The majority of
the processing for virtual address translation is
performed by the module DMKVAT, with additional
routines in DMKPRG, DMKPRV, DMKDSP, DMKCDB, DMKLOQG,
DMKUSO, and DMKPTR. The simulation of the
relocation~control instructions (that is, LCTL, STCTL,
PTLB, RRB, and LARA) is performed by DMKPRV. These
instructions, with the exception of LCTL and STCTL, are
not available to virtual machines which are not allowed
the extended—-control mode.

When an extended control virtual machine is first
active, it has only the real page and segment tables
provided for it by CP and operates entirely in
second-level sgtorage. DMKPRV examines each PSW loaded
via LPSW to determine when the virtual machine enters
or leaves extended control or translate mode, setting
the appropriate flag bits in the VMBLOK. Flag bits are
also set whenever the virtual machine modifies control
registers 0 or 1, the registers that control the
dynamic address translation feature. DMKDSP also
examines PSWs that are 1loaded as the result of
interrupts to determine any changes in the virtual
machine's operating mode. The virtual machine can load
or store any of the control registers, enter or leave
extended control mode, take interrupts, etc., without
invoking the address translation feature.

If the virtual machine, already in extended control
mode, turns on the translate bit in the EC mode PSW,
then the routine DMKVATMD is called to examine the
virtual control registers and build the required shadow
tables. (Shadow tables are required since the real DAT
hardware is <capable of only a first-level storage
mapping.) DMKVATMD examines virtual control registers 0
and 1 to determine if they contain valid information
for use in constructing the shadow tables. Control
register zero specifies the size of the page and

el
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segment the virtual machine is using in the virtual
page and segment tables. The shadow tables constructed
by DMKVATMD are always 1in the same format as the
virtual tables.

First, the virtual segment table is copied intact from
second-level storage into first-level storage for speed
of access when handling relocation interrupts. Another
segment table of the same size, the shadow segment
table, 1is constructed in first-level storage and
initialized to indicate that all segments are
unavailable. Flags are maintained in the VMBLOK to
indicate that the shadow tables exist. DMKVATMD also
ccenstructs the shadow control registers 0 and 1. Shadow
control register 0 contains the external interrupt mask
bits used by CP, mixed with the hardware controls and
enabling bits from virtual control register 0. Shadow
control register 1 contains the segment table origin
address of the shadow segment table.

When the virtual machine 1is operating in virtual
translate mode, CP loads the shadow control registers
into the real control registers and dispatches the
user. The immediate result of attempting to execute an
instruction is a segment exception, intercepted by
DMKPRG and passed to DMKVATSX. DMKVATSX examines the
copy, in first-level storage, of the virtual segment
table in second-level storage. If the copy segment
table indicates the segment is not available, the
ccrresponding entry in the virtual segment table is
examined and if necessary, the copy segment table is
updated. If the virtual segment is not available, the
segment exception interrupt is reflected to the virtual
machine. If the virtual segment is marked available,
then DMKVATSX:

e Allocates one full segment of shadow page table, in
the format specified by virtual control register 0.

e Sets all of the page table entries to page not in
storage.

e Marks the segment available in the shadow segment
table.

e Redispatches the virtual machine via DMKDSP.
Once again, the immediate result is an interrupt, which

this time is a paging exception and control is passed
to DMKVATPX. DMKVATPX references the virtual page table
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in second-level storage through the copy segment table
to determine if the virtual page is available. If the
virtual page is not available, the paging interrupt is

reflected to the virtual machine. However, if the
virtual page is marked in storage, the virtual page
table entry is wused to determine which page of
second-level storage is being referenced by the
third-level storage address provided. DMKVATPX next
determines if that ©page of second-level storage is
resident in first-level storage at that time. If so,

the appropriate entry in the shadow page table is
filled in and marked in storage. If not, the required
page is brought into first level storage via CMKPTRAN

and the shadow page table filled in as above.

As the virtual machine ccntinues execution, more shadow
tables are filled in or allocated as the third-level
storage locations are referenced. Whenever a new
segment is referenced, another segment of shadow page
tables is allocated. Whenever a new page is
referenced, the arpropriate shadow pagetable entry is
validated, etc. No changes are made in the shadow
tables if the virtual machine 1leaves translate mode
(usually via an interrupt), unless it also 1leaves
extended control mode. TLropping out of EC mode is the
signal for CF to release all of the shadow page and
segment tables and the copy of the virtual segment
table.

There are some situations that require invalidating all
of the shadow tables constructed by CP or even
releasing and reallocating them. Whenever DMKPIR swaps
out a page that belongs to a virtual relocating
machine, it sets a bit in the VMBLOK indicating that
all of the shadow page tables must be invalidated.
Invalidation of all of the tables is required since CP
does not know which third-level-storage pages map into
the second-level page which is being swapped out. The
actual invalidation is handled by DMKVATAB, called from

CMKDSP when the virtual machine 1is on the verge of
being dispatched.

The other situations which cause shadow-table
invalidation arise from the simulation of privileged

are set in the VMBLOK
whenever the virtual machine 1loads either control
register 0 or 1, and DMKPRV calls [MKVATAB to perform
whatever maintenance is required. When control register

instructions in DMKPRV. Flags

1 is loaded by the virtual machine, DMKVATAB mnmust
recopy the virtual segment table into first-level
{ |
J
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storage and invalidate the entire shadow segment table.
When control register 0 is loaded, DMKVATAB examines
the relocation—-architecture control bits to determine
if they have <changed, (such that the format of the
virtual page and segment tables no longer matches that
of the shadow tables). If the format has not changeqd,
the shadow tables are left intact; otherwise, all of
the shadow tables and the copy segment table must be
returned to free storage and another set, in the new
format, must be allocated and initialized. The same
actions can result from modifying the control registers
via the CP console functions, in which case DMKVATAB is
called from DMKCDB. The privileged operation, PTLB also
causes the virtual segment tables to ke recopied and
all of the shadow page tables to be invalidated. since
the shadow tables are the logical equivalent of the
translation look-aside buffer.

DMKPRV provides virtual interrogation of the reference
and change bits in the virtual storage keys, which
involve the privileged instructions ISK, SSK, and RRB.
The privileged instruction LRA is simulated via
DMKVATLA, which searches the virtual page and segment
tables to translate a third-level storage address to a
second-level storage address, returning a
ccendition-code indicator to DMKPRV, or forcing an
interrupt if the tables are incorrectly formatted.

Most error situations that occur in the virtual machine
are handled by means of the extended program interrupts
associated with the real address translaticn hardware.
Whenever a virtual relocating machine loads control
registers 0 or 1 with an invalid value, DMKVAT releases
all of the shadow tables and the copy segment table
exactly as if the hardware controls had changed. The
shadow control registers are set valid, with the shadow
segment table re-allocated at a minimum size and all
segments marked unavailable. Flag bits are set in the
VMBLOK to indicate that the shadow tables are
artificially valid, and DMKVATSX reflects a translation
specificaticn exception to the virtual machine as soon
as it is dispatched. While it 1is possible for the
virtual machine to enter an interrupt loop (if the new
PSW is also a translate-mode PSW), the cited process
prevents the occurrence of a disabled-loop within CP,
which would result if the virtual wachine is never
dispatched.
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PRIVILEGEL INSTRUCTIONS

If the program interruption is
machine issuing a privileged instruction, DMKPRVLG
obtains the address of the privileged instruction and
determines the type of operation requested.

caused by the virtual

I/0 Privileged Instructions

DMKPRVLG transfers control to the virtual I/O executive
program (DMKVIOEX).

Non-I,/0 Privileged Instructions

DMKPRVLG simulates valid non-I/0
instructions and returns control +to DMKDSPCH. For
invalid privileged instructions, the routine sets an
invalid interruption code and reflects the interruption
to the virtual machine. For the privileged instructions
SCK, SCKC, STICKC, SPT, and STPT that affect the TOD
clock, CPU timer, and TOD clock comparator, control is
transferred to DMKTMR by DMKPRVLG. Others that are
simulated are LPSW, SSM, SSK, ISK, and diagnose.

privileged

System/370 EC includes the

following:

mode privileged simulation

Ccde Definition

SCK Set clock

SCKC Set clock comparator

STCKC Store clock comparator

SPT Set CPU timer

STPT Store CPU timer

STNSM Store and AND system mask
STOSM Store and OR system mask
STIDP Store CPU identification
STIDC Store channel identification
LCTL Load control

STCTL Stcre cqntrol

LRA Load real address

RRB Reset reference bit

PTLB Purge table look-aside buffer
DIAGNOSE Interface (DMKHVC)

The diagnose command is used for communication between

a virtual machine and the VM/370 control program. In
VM/370, the machine-coded format for the diagnose
command is:
Bits O 78 11 12 15 16 31

T Al

|l 83 | rx | ry | code |

L J
83 is the Diagnose operation code.
rx is a user specified register number.
ry is a user specified register number.
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Code 1is a hexadecimal value that is used to select a

particular VM/370 control program function. The codes
and their associated functions are:

Code Class Function

0004 C,E Examine data from real storage

0008 G Execute VM/370 control program console

function

000C G Pseudo-timer facility

0010 G Release virtual storage pages

0014 G Manipulate input spool files

0018 G Standard DASD I/O

001C F Clear I/0 and machine check recording

0020 G General virtual I/0 without interrupts

0024 G Virtual device type information

002C C,E,F Return DASD start of LOGREC area

0030 C,E,F Read one page of LOGREC data

0034 C,F Read system-dump spool file

0038 C,E Read system symbol table

003C 1a,B,C Dynamically update system user directory

004C Any Generate accounting cards for virtual user

Notes: Rules for diagnose codes:

Reserved for IBM use.
Reserved for users

X*00' through X'FC!
X*100*' through X'1FC!

The diagnose code must always be a multiple of 4.

DIAGNOSE CODE 4: Examine real storage, can only be
issued by users with privilege class C or E.

rx contains the virtual address of a list of CP (real)

addresses.
ry (cannot be register 15) contains a count of entries
in the list.

ry+1 contains the virtual address of the result field
that holds the values retrieved from the VM/370 control
program locatiomns.

DIAGNOSE CODE 8: Virtual console function, allows a
virtual machine to perform the VM/370 control program
console functions.

rx contains the address (virtual) of the control

program console function command and parameters.
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ry contains the 1length of the associated console

function input, up to 132 characters.
The following illustrates the virtual console function:

LA R6,CPFUNC
LA R10,CPFUNCL
DC X*'83',X'6A',XL2°0008"

CPFUNC DC
CPFUNCL EQU

C'QUERY FILES'
*-CPFUNC

The output of the console function is to the user's
terminal, and then execution continues. Any valid and
authorized console function can be executed in this
manner.

A completion code is returned to the user as a value in
the register specified in ry. The error code = the
message nunber of the error message issued.

Pseudo timer.

DIAGNOSE CODE C:

of a 32-byte data area
which the

Irx contains the virtual address
that does not cross a page boundary, into
following data is stored:

7 8 15 16

Bytes 0 23 24 31

\
| |
|MM/DD/YY | HH:MM:SS|Virt CPU|Total CPU
| | | 1

L

e e —

Virtual and Total CPU time wused is returned as a
doubleword logical value in microseconds.

DIAGNOSE CODE 10: Release pages.

rx contains the virtual address of the first page to be
released.

ry contains the virtual address of the last page to be
released.
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Any of the virtual pages in real
are released.

or auxiliary storage

DIAGNOSE CODE 14: Input spool file manipulation.

rx contains either a buffer address, a copy count, or a
spool-file identifier, dependent on the value of the
function subcode in ry+1i.

ry (cannot be register 15) contains the virtual address
of a spool-input card reader.

ry¢1 contains a function hexadecimal code interpreted
by DMKDRDER, as follows:

Code Function

0000 Read next spool buffer (data record)
0004 Read next print SFBLOK

0008 Read next punch SFBLOK

000cC Select a file for processing

0010 Repeat active file np times

0014 Restart active file at beginning
0018 Backspace one record

may contain error codes which further
See Figure 1 for

ry+1 on return,
define a returned condition code of 3.
Condition Code analysis.

The file manipulation is performed by DMKDRDER.

DIAGNOSE CODE 18:

Disk I/0.

L£x contains the device address of the disk.

Ly points to a CCW chain to read or write a limited

number of disk records.

Each read or write must specify no more than 2048 bytes
(usually 800 is wused), and the CCW chain is of a
standard form, as shown below. For a 3330, a SET SECTOR
command would precede each SRCH command.

the number of reads or writes in
number is two in the following
(to read or write two

Register 15 contains
the CCW chain (the
example for a typical CCW string
800-byte records):
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SEEK,A,CC,6

SRCH,A+2,CC,5

TIC,*-8,0,0

RD or WRT,DATA,CC+SILI,800

SEEK HEAD,B,CC,6 (Omitted if HEAD WNo.

SRCH,B+2,CC,5

TIC,*-8,0,0

RD or WRT,DATA+800,SILI,800
A SEEK and SRCH arguments for first RD/WRT
B SEEK and SRCH arguments for second RD/WRT

unchanged)

DIAGNOSE CODE 1C: Clear I/0 recording, can only be
issued by a privilege class F user. This code calls
the DMKIOEFM routine to clear the I/0 error recording
data on disk.

rx contains the code value 1, 2, or 3 to clear and
reformat the I/0 error recording, M/C recording, or
both I/0 and M/C recording, respectively.

£y is ignored.

DIAGNOSE CODE 20:

General I/O0 without interrupts.

rx contains a virtual device address.

ry contains the address of CCHs to be

executed.

of the string

The CCW string 1is processed via DMKCCWTR through
DMKGENIO, providing f£full virtual I/0 in a synchronous
fashion (self-modifying CCW strings are not permitted,
however) to any virtual device specified. Control
returns to the virtual machine only after completion of
the operation or detection of a fatal error condition.
Condition codes and error codes in ry are returned to
the virtual systen.

DIAGNOSE CODE 24: Virtual device type information.

LX contains a virtual device address.

LY, which cannot be register 15, and
following upon return:

ryt+1 contain the
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r " 8]
|Code | ry+1 | Meaning |
| I
1 0 1} | Data Transfer successful |
1 | End of file |
1 2 ] | File not found |
1 3 | 4 | Device address invalid |
1 3 | 8 | Device type invalid |
I 3 | 12 | Device busy |
| 3 | 16 | Fatal Paging I/O Error |
L J
Figure 1. Condition Code Analysis for
Diagnose Codes 14 and 34
Bits 0 7 8 15 16 23 24 31

L hl
ry |VDEVTYPC|VDEVTYPE|VDEVSTAT|VDEVFLAG|

| |
ry+1 |RDEVTYPC|RDEVTYPE|RDEVMDL |RDEVFIR |
L |

that the
invalid

three indicates
either

A condition code of one or
virtual device address specified is

(that is, too large), or the device does not exist.
Condition code 2 indicates the real device does not
exist.

DIAGNOSE CODE 2C: Return DASD start of LOGREC area
(Privilege class C, E, or F only).
LX on return contains the DASD location, in VM/370

control program internal format, of the first record of
the system I/0 and machine check error recording area.

ry is ignored.

DIAGNOSE CODE 30: Read one page of LOGREC data

(Privilege class C, E, or F only).

rx contains the DASD location, in the VM/370 control
program internal format, of the desired record.

ry contains the virtual address of a page-size buffer

to receive the data.

SY20-0880-1, Page Modified by TNL SN20-2624, August 15,

1973

The page of data is provided to the virtual machine via
DMKRPAGT.

cc = 0 Successful read, data available.
1 End of cylinder, no data.
2 Invalid cylinder, outside recording area

Read systen spool file

: dump
or E only).

DIAGNOSE CODE 34
(privilege class C
rx contains the virtual address of a page-size buffer
to accept the requested data.

ry (cannot be register 15) contains the virtual device
address of a spool-input card reader.

ry41 on return,
define a returned condition code of 3.
Condition Code analysis.

may contain error codes which further
See Figure 1 for

The system chain of spool input files is searched for a
dump file belonging to the user issuing the diagnose
command by DMKDRDMP. The first (or next) record from
the dump file is provided to the virtual machine via
DMKRPAGT and the condition code is set to zero. The
dump file is closed via VM/370 console function CLOSE.

DIAGNOSE CODE 38: Read system symbol table.

rx contains the start address of the page buffer that

is to contain the symbol table.
ry is ignored.

The system symbol table (DMKSYM) is read into storage
at the location specified by rx by DMKDRDSY.

DIAGNOSE CODPE 3C: Dynamically update the system user

directory.

rx contains the first 4 bytes of the volume serial
label.

ry, the first 2 bytes of the register specified (ry)

contain the last 2 bytes of the volume serial label.

The directory if dynamically updated by DMKUDRDS.
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DIAGNOSE CODE 4C: Generate accounting cards for the
virtual user. This code can be issued only by a user
with the account option (ACCT) in his directory.

rx contains the virtual address of a 24-byte parameter
list identifying the "charge to" user; the address must

be aligned on a doubleword boundary. If rx contains
zeros, the accounting card will be punched with the
identification of the user issuing the diagnose
instruction.

ry contains a function
DMKHVC as follows:

hexadecimal code interpreted by

Code Function

0000 The parameter list contains only a userid.

0004 The parameter list contains a userid and account
number.

0008 The parameter list conatins a userid and
distribution number.

000C The parameter list contains a userid, account

number, and distribution number.

The following condition codes are returned to the user
by DMKHVC:

cc=0 Successful operation
1 User does not have account option privileges
2 1Invalid userid in the parameter list
3 1Invalid function hexadecimal code in
error occurred in trying to read in
Machine Block (UMACBLOK)

ry or an
the User

DMKHVC checks that the user has the account option and
if not, returns a condition code of 1. If the user has
the options, control is passed to DMKCPV to generate
the card. DMKCPV passes control to DMKACO to complete
the "charge to" information; either from the User
Accounting Block (ACCTBLOK), if a pointer to it exists,
or from the user's VMBLOK. DMKCPV then punches the card

and passes control back to DMKHVC to release the
storage for the ACCTBLOK, if one exists. DMKHVC then
checks the parameter 1list address for the following
conditions:

e If zero, control is returned to the wuser with a

condition code of zero.
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e If invalid, an addressing exception is generated.

e If not aligned on a doubleword
specification exception is generated.

boundary, a

For a parameter 1list address that is non-zero and
valid, the userid in the parameter 1list is checked
against the directory list and if not found, control is
returned to the user with a condition code of two. 1If
the function hexadecimal code is invalid, control is
returned to the user with a condition code of three.
If both userid and function hexadecimal code are valid,
the User Accounting Block (ACCTBLOK) is built and the
userid, account number, and distribution number are
moved to the block from the parameter list or the User
Machine Block belonging to the userid in the parameter
list. Control is then passed to the user with a
condition code of zero.

Virtual Timer Maintenance

The System/370 with EC mode
(both real and virtual)
They are:

provides the
with four

system user
timing facilities.
1. The interval timer at main storage location X'50°¢.
2. The time-of-day clock.

3. The time-of-day clock comparator.

4. The CPU timer.

REAL TIMING FACILITIES: Before describing how CP
maintains these timers for- virtual machines, it is
necessary to review how VM/370 uses the timing

facilities of the real machine.

1. The location X'50' interval timer is used only for
time-slicing. The value placed in the timer is the
maximum length of time that the dispatched user is
allowed to execute.

2. The time-of-day clock is used as a time stamp for
messages and enables the scheduler to compute
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elapsed in-queue time for the dispatching priority
calculation.

3. The time-of-day clock comparator facility is used
by CP to schedule timer driven events for both
control program functions and for virtual
machines. A stack of comparator requests is
maintained and as clock comparator interrupts
occur, the timer request blocks are stacked for
the dispatcher via calls to DMKSTKIO.

4. The CPU timer facility performs three functions:

e Accumulation of CP overhead
e Detection of in-queue time slice end
e Virtual CPU timer simulation

The accumulation of CP overhead is accomplished as
follows. The VMTTIME field in the VMBLOK contains
the total CP overhead incurred by the virtual
machine; it is initialized +to the maximum sized
doubleword integer, X'7FFFFFFF FFFFFFFF'.
Whenever CP is to perform a service for a virtual
machine, GPR 11 is loaded with the address of the
VMBLOK and the current value in VMTTIME is placed
in the CPU timer. When CP is finished with the
service for that virtual machine the CPU timer,
which has been decremented by the amount of CPU
time used, is stored back into VMTTIME. GPR11 is
then loaded with a new VMBLOK pointer and the CPU
timer is set from the new VMTTIME field. The
amount of CP overhead for a given virtual machine
at any point in time is the difference between the
maximum integer and the current value in the
VMTTIME field.

Since VMTTIME only accounts for supervisor state
overhead, detection of in-queue time slice end is
performed by the CPU timer when the virtual
machine is dispatched in the problem state. The
VMTMOUTQ field in the VMBLCK is intialized to the
amount of problem state time that the virtual
machine will be allowed to accunmnulate before being
dropped from a gqueue. This initial value is set
by the scheduler (DMKSCH) when the virtual machine
is added to a queue and its value depends on the
queue entered (interactive or non-interactive) and
on the CPU model. For example, the initial value
of VMTMOUTQ for a user entering Q1 (interactive)
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on a model 145 is 300 milliseconds, while for the
same user entering Q2 (non-interactive) it is 2
seconds. Each time the user is dispatched, the
value in VMTMOUTQ 1is entered into the CPU timer;
whenever the user is interrupted, the decremented
CPU timer is stored into VMTMOUTQ prior +to being
set from the new VMTTIME. When the problem state
time slice has been exhausted; a CPU timer
interrupt occurs, the VMQSEND flag bit is set in
the VMBLOK, and the scheduler drops the user from
the queue. At each queue drop, the problem time
used in-queue (the difference between VMTMOUTQ and
the initial value) is added to the total problem
time field (VMVTIME) in the VMBLOK.

Virtual CPU timer simulation is handled for EC
mode virtual machines if the value in their
virtual CPU timer 1is less than that in VMTMOUTOQ.
In this case, the VMBLOK is flagged as "tracking
CPU timer" and a CPU timer interrupt is
interpreted as a virtual timer interrupt rather
than as an in-queue time slice end.

VIRTUAL TIMING FACILITIES: Virtual 1location X'50!
timers are updated by the elapsed CPU time each time
the dispatcher has been entered after a running user
has been interrupted. The size of the update is the
difference between the value of the timer at dispatch
(saved in QUANTUM at location X'54') and the value of
the timer at the time of +the interrupt (saved in
QUANTUMR at location X'4Ct').

Virtual clock comparator requests are handled by the
virtual timer maintenance routine DMKTMR. They are
inserted into the general comparator request stack and
the virtual machine is posted when the interrupt goes
off.

Requests to set the virtual CPU timer place the new
value into the ECBLOK. Requests to store it update the
ECBLOK field by the virtual CPU time used since the
last entry to dispatch and pass the value to the user.
Requests to set the time of day clock are ignored.

A real interval or CPU timer is one which runs when the
user is executing or is in a self-imposed wait state
(that is, the wait bit is on in his virtual PSW). A
real timer does not run if the wuser is in a CP
pseudo-wait (for example, page wait or I/O0 wait) or if
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he can be run but is not being dispatched due to other
user interaction. Real timers provide accurate
interrupts to programs that depend on measurement of
elapsed CPU and/or wait time. They do not accurately
measure wall time -- the TOD clock must be wused for
this function.

An EC mode virtual machine with the Real Timer option
has both a real interval timer and a real CPU timer.
Real timer requests for waiting machines are maintained
in the clock comparator stack. CPU timer requests are
added to TOD clock value at the time that they are
issued. 1Interval timer requests must have their units
converted. In addition, if +the virtual CPU timer
contains a large negative value, then a real timer
request is scheduled to occur when the virtual time
turns positive, so that the pending timer interrupt can
be unflagged. Comparator requests for real timer
interrupts are inserted into the stack whenever a user
enters a self-imposed wait. They are removed either
when the wuser resumes execution or when he is forced
(or places himself) into a pseudo wait.

Virtual I/O Regquests

The function of the virtual I/0 interface maintained by
the control program is to provide to the software
operating in the user's virtual machine the condition
codes, CSW status information, and interrupts necessary
to make it appear to the user software that it is in
fact running on a real System/370. The virtual I/O
interface consists of:

e A virtual I/0 configuration of each active user
represented by a set of I/O control blocks that are
maintained in the Control Program's free storage.
This configuration is built at LOGON time from
information contained in the user's directory file,
and can be changed by the user or the systen
operator.

e A set of routines that maintain in these blocks, the
status of the virtual I/O configuration.

|« Other system components to simulate/translate the
channel programs provided by the user to initiate
I/0 on units in the real system's configuration.
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VIRTUAL I/O CONTROL BLOCKS: The base for locating the
I/0 block structure is the user's Virtual Machine Block
(VMBLOK) . The VMBLOK contains a pointer to the start
of three control block tables, and a table of 16
channel indexes. The control block tables contain one
block for each of the virtual channels, control units,
and devices that are defined for the user's virtual
machine. The entries in the channel index table
(VMCHTBL) contain the pointers to each channel defined
for the user in the table of Virtual Channel Blocks
(VCHBLOKs) . Each VCHBLOK contains a table of pointers
that point to the Virtual Control Unit Blocks
(VCUBLOKs) for the control units attached to that
virtual channel. Each VCUBLOK contains pointers to the
virtual Device Blocks (VDEVBLOKs) attached to the
control unit. See Diag. 1B3.8 for an overview of the
virtual I/0 control blocks.

Thus, if given the unit address of any component in the
form ccu, the appropriate control blocks representing
each component in the subchannel path to the given unit
is located via the indexing schene.

VCHBLOK: There is one VCHBLOK for each virtual channel
connected to the user's virtual CPU. Each VCHBLOK
contains the channel address and flag indicating the
channel type (selector, byte multiplexer or block
multiplexer). The status of the channel and its
attached units are represented by several status and
mask bytes, as follows:

1. A status byte (VCHSTAT) indicates whether the
channel is busy or has a channel «class interrupt
pending.

2. A halfword unit address identifies the wunit
causing the channel-class interrupt (if it is

present).

3. A halfword mask (VCHCUINT) contains a bit map of
the attached control units that have interrupt,
status pending. Following these status flags and

masks 1is the table of indexes pointing to the
attached VCUBLOKs; index entries representing
addresses at which no control unit is attached

have a value of -1.

VCUBLOK: There is one VCUBLOK for each control unit in

the virtual configuration. These blocks are arranged
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in a table, and each contains, in addition to its base
address, status flags similar to those in the VCHBLOK
and a table of indexes to attached VDEVBLOKs. The
status flags defined for the VCUBLOK differ from those
for the VCHBLOK in that they can contain status for the
control unit and also for a subchannel.

For example, if the VCUBLOK representing a 2803 Tape
Control Unit is attached to a virtual selector channel,
both the VCHBLOK dnd the VCUBLOK are marked busy.
However, if the VCUBLOK is attached to a virtual byte
multiplexer channel and is for a control unit on a
selector subchannel of the multiplexer, the busy status
of the channel is reflected in the VCUBLOK only. Thus
the virtual multiplexer appears nonbusy to operations
on other, nonshared subchannels.

VDEVBLOK: There is one VDEVBLOK in the configuration
for each virtual device defined by the user. Each
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VDEVBLOK contains the device portion of the unit
address, device status, and the virtual CSW for the
last interrupt taken by the device. In addition, the
VDEVBLOK contains device type specific information that
allows the I/0 translation and simulation routines to
interpret the channel programs presented by the user.
This information is not used by the I/0 interface.

Since all virtual wmachines are run in the problem
state, any attempt to issue a SIO0O instruction results
in a program interrupt that indicates a privileged
operation exception. This interrupt is handled by CP's
first 1level program interrupt handler, DMKPRGIN. It
determines if the virtual machine was in virtual
supervisor state (problem state bit in the VIRTUAL PSW
is zero). If so, the instruction causing the interrupt
is saved in the VMBLOK for the virtual machine and
control is transferred to the privileged instruction
simulator, DMKPRVLG, via a GOTO.
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Diag. 1B3.8 virtual I/0 Control Blocks

The virtual machine configuration is represented by a set
of related control blocks. These blocks are:
« built by VM/370 at LOGIN from data in directory
« modified by user commands (e.g. DETACH, LINK,
DEFINE)
There is one control block per channel, per control unit, and
per device.

The characteristics of VM/370 virtual 1/O control are:
« RSP (Rotational Position Sensing) cannot be used
on BMPX (Block Multiplexer Channel
No multi-path configurations
« The virtual machine operating system performs
scheduling
« VM/370 uses virtual 1/O control blocks to simulate
real hardware interface.
Virtual unit record devices use VIM/370 spooling
« Virtual console is simulated on tetminal
« Mini-disks simulate DASD
Dedicated devices are supported.

VMCHTBL — virtual channel index table

VCHBLOK — virtual channel block
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VMCHTBL (part of VMBLOK)
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VCHBLOKSs

/{é

VCUBLOKSs

VDEVBLOKSs

VCUBLOK — virtual control unit block

Control unit identification

XXXX

XXXX | XXXX Device

Index

Channel Identification Status
status

XXXX | XXXX | XXXX | XXXX

XXXX | XXXX | XXXX | XXXX XXXX
XXXX
XXX

XXXX If negative (FFFF), no control unit exists

If negative (8XXX) the control unit exists XXXX
but the VCUBLOK cannot be addressed
by the virtual machine because the
control unit is detached.
If positive, the value is on index to the
VCUBLOK.

Table

If negative (FFFF), no device exists

If negative (8XXX) the device exists
but the VDEVBLOK cannot be
addressed by the virtual machine
because the device is detached.

If positive, the value is an index to
the VDEVBLOK.

VDEVBLOK — virtual device block

Device identification
Status pending
Positioning
Terminal control
Spooling control

RDEVBLOK pointer

Part of the VDEVBLOK contains device independent
information and is used identically in all VDEVBLOKSs.
However, some fields of the VDEVBLOKs have
multiple uses, depending on the device type.



DMKPRVLG determines if the privileged operation affects
the wvirtual I/O0 configquration. DMKPRVLG simulates
non-I/0 privileged instructions (such as LPSW) itself.
If the instruction's operation code is from X'9C to
X'9F', control is transferred to DMKVIOEX.

After clearing the condition code in the user's VMBLOK,

DMKSCNVU is then called to 1locate the Virtual 1I/0
blocks representing the components (channel, control
unit and device) addressed by the instruction.

DMKVIOEX then branches
the operation requested.

to handle the request based on

VIRTUAL SIC (See Figure 2): With a SIO, the condition
code returned from DMKSCNVU is tested to verify that
all addressed components were located. If they were
not, then a condition code of 3 (unit not available) is
reflected in the VPSW and control is returned to the
dispatcher. Otherwise, the addresses of the appropriate
virtual I/0 control blccks are saved, and DMKVIOEX
tests the status of the addressed I/O units by scanning
the VCHBLOKs, VCUBLOKS, and VDEVBLOKs to locate the

block that contains the status of the addressed

subchannel. The subchannel status is indicated in:

e The VCHBLOK for a selector or block multiplexer
channel

e The VCUBLOK for a shared
byte multiplexer.

selector subchannel on a

e The VDEVBLOK for a ncnshared subchannel on a Ltyte
multiplexer.
When the block containing the status is found, the

status is tested. If the subchannel is busy or has an
interrupt pending, condition code 2 is reflected.
Otherwise, the subchannel is available and the device
and the control wunit are tested for interrupt pending
or busy. If either is found, condition code 1 is
reflected and the proper CSW status is stored in the
user's virtual page zero. If all components in the
subchannel path are free, DMKVIOEX proceeds to simulate
the SI0O by locating and loading the contents of the
user's CAW from his virtual 1location X'48' and testing
the device tyre of the unit addressed.

The device type is
VDEVEBLCK. If the
terminal or ccnsole,

determined by referencing the
device class code indicates a
control is passed to the virtual

®

console executive DMKVCNEX via a GOro. DMKVCNEX
interprets and simulates the entire channel progranm,
moving the necessary data to or from the user's virtual
storage and reflecting the proper interrupts and status
bytes. When DMKVCNEX has finished, it passes control
directly to the dispatcher DMKDSPCH.

If DMKVIOEX determines that the referenced device is a
spooled unit-record device, it passes control to
DMKVSPEX for additional processing and upon return it
passes control to DMKDSPCH. :

If the referenced device 1is not a terminal nor a
spooling device, the SIC is translated and executed
directly on the real system's I/0 device. DMKVIOEX
calls DMKFREE to obtain free storage and then it
ccnstructs an IOBLOK in the storage obtained. The
ICBLOK serves as an identifier of the I/O task to be
performed. It contains a pointer to the channel program
to be executed and the address of the routine that is
tc handle any interrupts associated with the operation.

stores the contents of the user's CAW in
sets the interrupt return address (IOBIRA)
virtual interrupt return address . (DMKVIOIN) in

DMKVIOEX
IOBCAW and
to the

DMKVIO. The CCW translation routine (DMKCCWTR) is then
called to locate and bring into real main storage all
user pages associated with the channel ©progranm,

including those containing data and CCWs.
1. The CCWs are translated.

2. A corresponding real channel

constructed.

program is

3. The data pages are locked into real storage.

DMKVIOEX. DMKVIOEX
places the user in a pseudo-wait state, IOWAIT,
and calls the real I/0 scheduler DMKIOSQV to
schedule the I/0 on the real configuration.

4, DMKCCHTR returns control to

DMKIOSQV queues the request for operation on the real
channel, control unit, and device correspcnding to the
one addressed by the user. When the real SIO is
issued, DMKIOS takes the user out of IOWAIT and
reflects the condition code for the SIO if it is zero.
If it is not zero, the operation is further analyzed by
DMKVIOIN. In any case, DMKIOSQV returns control to
DMKVIOEX, which passes control to DMKDSPCH.
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OTHER VIRTUAL I/O INSTRUCTIONS: Other privileged I/O

instructions are handled directly by DMKVIOEX. The
general method used is to scan the virtual channel,
control unit, and device blocks in the same manner as
for +the SIO and to reflect the proper status and
condition to the user. 1In some cases (TIO), the status
of the addressed components are altered after the
status is presented.

If the operation active on the wvirtual device is
actually in progress in the real equipment, the
simulation of a HIO or HDV is somewhat more involved,
since it requires the actual execution of the
instruction. In this case, the active operation is
halted and the resultant condition code/status is
returned to the user.

VIRTUAL CHANNEL-TO-CHANNEL ADAPTER: The virtual

channel-to-channel adapter (CTCA) is simulation that
permits data transfer and control communication between
two selector channels, either on two distinct
processors or two channels on a single processor. Data
transfer is accomplished via synchronized complementary
I,/0 commands (for example, read/write, write/read)
issued to bcth parts of the CTCA. Each part of the
CTCA is identical and the operation of the unit is
completely symmetrical. The CTCA occupies an entire
control-unit slot on each of the two channels attached.
The low-order four bits of the wunit address (device
address) are ignored completely and are not available
for use.

The VM/370 control program support for virtual CTCA
includes all status, sense data, and interrupt
presentation logic necessary to simulate the operation
of the real CTCA. Data transfer, command byte
exchange, sense data, and status data presentation for
the virtual CTCA is accomplished via storage-to-storage
operations (MVCL, etc.). No real I/0 operations
(excluding paging I/0) nor I/0 interrupts are involved.
Unit errors or control errors cannot occur.

VIRTUAL SELECTOR CHANNEL I/O REQUESTS: The CCW

translator, DMKCCWTR, is called by the virtual machine
I/0 executive program (DMKVIOCEX) when an I/O task block
has been created and a 1list of virtual CCWs associated
with a user's SIO request must be translated into real
CCWs.




Diag. 1B3.9. Virtual I/O Request

The virtual machine issued a S10, HIO, TIO, or TCH

From (these are privileged instructions) and a program check
DMKPRV interrupt occurred. DMKPRG passed control to
DMKPRVLG
INPUT PROCESS OUTPUT
VMBLOK DMKVIOEX — Virtual Machine 1/0 Request User’s Page 0
Locate virtual blocks via DMKSCNVU
VCHBLOK
If device is busy
/. Get user's page 0 via DMKPTRAN
VCUBLOK

/.

VDEVBLOK

[1oBLOK >

User’s

CCWs
Data

Determine device type.

If console

If spooling

If neither, build an IOBLOK via DMKFREE

Call DMKCCWTR to translate user’s CCWs to
real CCWs

Call DMKIOSQYV to schedule 1/0 request on the
real device

=

l 10BIRA
( DMKVIOIN,
Interrupt
Return

Address
Translated

CCWs
Data

DMKVCNEX
Diag. 7B1

DMKVSPEX
Diag. 4B1

Diag.28
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self-modifying channel
program is completed, DMKUNTIS is called by DMKIOS.
When retranslation of 0S ISAM CCWs is required, the
self-modifying channel program checking portion of
DMKCCWTR calls DMKISMTR.

When the I/0 operation from a

DMKCCHWTR operates in two phases:

e A scan and a translate phase.

e A TIC-scan phase, if the ISAM option was chosen.
channel program checking function is

A self-modifying
also included.

The scan and translate phase analyzes the virtual CCW
list. Some channel commnands require additional
doublewords for control information (for example, seek
addresses). Additional control words are also allotted
(in pairs) if the data area specified by a virtual CCW
crosses 4096-byte page boundaries, or if the virtual
CCW includes an IDA (Indirect Data Address) flag.

Space is obtained from DMKFREE for the real CCW list,
and the translation phase then translates the virtual
CCW 1list into a real CCW 1list. TIC commands that
cannot be immediately translated are flagged for later
processing by the TIC-scan phase. A read or write
command that specifies data crossing 4096-byte
boundaries is revised to include an IDA flag that
points to an Indirect Data Address List (IDAL) and a
pair of words for each 4096-byte page, in which each
word handles a data-transfer of 2048 bytes (or less).
The real CCW is flagged as having a CP-generated IDA.
DMKPTRAN is called (via the TRANS macro) to lock each
4096-byte page.

If the real CCW string does not fit in the allocated
free storage block, a new block is obtained. The old
block is transferred and adjusted before being

released. The translation continues with the new block.
The process is repeated as needed to contain the real
CCW stringe.

Virtual CCWs having and IDA flag set are converted to
use translated addresses for each IDAW (Indirect Data
Address Word) in the virtual IDAL. DMKPTRAN is called

for each IDAW. The CCW flagged as having a wuser (but
not CP) generated IDA.
o/ N
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The TIC-scan phase scans the real CCW list for flagged
(untranslated) TIC commands and creates a new virtual
CCW list fcr the untranslated commands. Scan-translate
phase processing is then repeated. When all virtual
CCWs are translated, the virtual CAW in the IOBLOK task
block is replaced by the real CAW (that is, a pointer
to the real CCW list created by DMKCCWTR), and DMKCCWTR
returns control to DMKVIOEX. The user protection key
is preserved.

0S ISAM Handling by DMKISMTR: Because many of the 0S
PCP, MFT, and MVT ISAM channel programs are
self-modifying, special handling is required by the
VM/370 control program to allow virtual machines to use
this access method. The particular CCWs that require
special handling have the following general format:

0 2 ) 6 8
¥ 1
A | READDATA C+7 10 bytes |
| | 1 |
B | TIC to E ]
| | | | |
c 1 | | | |
i | | | |
D | | | | |
| | | | |
E | SEEK: SEEK head on D |
| | | |
F | SEARCH on D+2 |
L ']

The CCW at A reads 10 bytes of data, the
which forms the command code of the CCW at E. In
addition, the data read in forms the seek and search
arquments for the CCWs at E and F. After the CCW
string is translated by the VM/370 control program it
usually is in the following format:

last byte of



0 2 4 6 8
¥ L]
1 READDATA C+7 10 bytes 1
| | | | |
2 | TIC to 3 |
L Jd
L] L]
3 | SEEK: SEEK head on 6 |
| | | l
4 | SEARCH on D+2 |
| | | |
5 1 etc. | |
| |
| |
[N J

|
| = ISAM word

In order to accomplish an efficient and non-timing
dependent translated operation for 0S ISAM, the virtual
CCW string is modified in the following manner.

DMKISMTR is <called by DMKCCWTR if, during normal
translation, a CCW of the type at 1 is encountered.
The scan program locates the TIC at 2 by searching the
translated CCW strings. The TIC at 2 locates the seek
at 3.

The virtual address of the virtual seek CCW at E is
located from the RCWTASK header. Three doublewords of
free storage are obtained and the address of the block
is saved in the ISAM control word at 5. The three
doublewords are used to save the following information
from the translated CCW strings and from the users
virtual storage.

Before After

Ll 1
| address of | first word of |
| TIC at 2 | TIC at 2 i
| | |
| address of | first word of |
| SEEK at E | SEEK at E |
| | |
| first word of | address of |
| CCW at F | CCW at 4 |
L J

The TIC at 2 is altered to TIC to the virtual CCW at E.
The CCW address field at E is translated to reference
D. The four bytes at F are modified to a TIC to the
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CCHWs starting at 4. The completed CCW¥ string has the
following format:

0 2 4 6 8
r 1
1 1 READDATA C+7 10 bytes |
| | | |
2 ] TIC to E |
L )
L} 1
3 i I not used | |
| | | | |
4 | SEARCH on D+2 |
| | | | |
5 1 | etc. | |
| | | |
6 | | | ISAM WORD |
L J
TRANSLATED CCHs
0 2 4 6 8
T | | ]
A | READDATA C+7 10 bytes |
| | | 1 |
B | TIC to E |
| | I | |
c 1 | | | |
| | 1 | |
b | | | | |
|- | | | |
E | SEEK: SEEK head on D |
| | | | |
F 1 TIC to U |
L ]

This interrupt return address in the IOBLOK is set to
DMKUNTIS. DMKUNTIS restores the data to its original
format from the three doubleword extension and releases
the block. Normal I/0O handling is resumed by DMKVIO
and DMKUNT.

The module DMKIOS handles the I/O requirements of all
system devices except for the low-speed lines that
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serve as user logon consoles. Scheduling and interrupt
supervision for these devices is essentially a
synchronous process and does not require the queuing
and restart services of DMKIOS; it is therefore handled
by the module DMKCNS.

REAL I/0O CONTROL BLOCKS

In order to control the activity of the I/0 devices of
the system and schedule I/0 requests upon them, I/O
control uses several types of control blocks. These
blocks can be separated into two basic types:

e Static blocks that describe the components of the
I/0 systenm.

e The dynamic blocks that represent active and pending
requests for I/0 operationms.

The I/0 components of the real system are described by
one control block for each channel, control unit, and
device available to the control program. Units present
but not represented by control blocks are not available
for either user initiated or control program initiated
operations.

RCHBLOK: For each channel attached to the system there
exists a Real Channel Control Block (RCHBLOK) which
contains:

its attached

e The channel portion of the address of

units,,
e Status flags reflecting its availability for
scheduling.

e A two-way queue anchor pointing to the 1list of I/0

requests waiting for its services.

IBM VM/370: Control Program Logic 58

In addition, each RCHBLOK contains 32 half-word
indexes, arranged in ascending address order, that
represent the displacement into the Real Control Unit
table of the control blocks for the contrcl units
attached to the channel. The 32 entries are required
because the control unit address may be made up of 5
bits from the unit address. To locate the control block
for a given unit, it is only necssary to:

e Index into the table in the RCHBLOK a displacement
equal to twice the control unit address.

e Load the index value.

e Add the value to the base address of the Real
Control Unit Table.

RCUBLOK: The Control Unit Table is composed of Real
Control Unit Blocks (RCUBLOK), one for each Control
unit on the system. These blocks are similar to the
RCHBLOK in that they contain the control wunit portion
of the address and status flags, and a pointer to a
queue of I/0 requests. In addition the RCUBLOK
contains a pointer to the RCHBLOK for the channel to
which it is attached. The RCUBLOK contains a table of
16 halfword entries that represent the displacment into
the Real Device Table of its attached devices. This
table is referenced in the same manner as the table in
the RCHBLOK.

Real Device Control Block (RDEVBLOK),
device portion of the unit address and status flags
similar to those in RCHBLOK and RCUBLOK. There is also
a pointer for those operations that are waiting for the
device to become available. Fields that appear in the
RDEVBLOK and not in the other blocks include a pointer
to the I/0 request that 1is currently active on the
device, SIO counts, and a pointer to error and sense
information. The RDEVBLOK contains a pointer to the
RCUBLOK for +the control unit to which it is attached
and fields of device dependent information which do not
affect the operation of I/0 control.

contains the



Diag. 1B4.0 Real I/0 Control Blocks

The real hi fig! ion is rep d by a set of
related control blocks. These blocks are:

® part of the VM/370 nucleus

©® built from macros in assembly of DMKRID

® |oaded at sy IPL and initialized then for operation.

There is one control block per channel, per control unit, and
per device.
The characteristics of VM/370 real 1/0 control are:
® Block multiplexing (BMPX) with RPS (Rotational
Position Sensing) is used.
©® Multi-path scheduling (2 ch | switching) is not used.
® All 1/O operations are handled by \7M/370 scheduling
and interrupt handling.
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See Appendix X for a plete description
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| XXXX l _if negative (FFFF), no control unit exists
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Relationship of Real 1/0 Control Blocks

DMKRIOCT (part of DMKRIO)
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RCUBLOK — Real Control Unit Block

Control Unit identification
Scheduling Control

.
.
.

Index

xxxX_ | xxxx | xxxx | xxxx }Device

XXXX,

XXXX

XXXX | XXXX |f Table

if negative (FFFF), no device exists
if positive, that value is an index to RDEVBLOK

RDEVBLOK — Real Device Block

Device identification
Scheduling Control
Terminal Control
Spooling Control
Dedicated Control
Error Recovery
Allocation Control

.

Part of the RDEVBLOK pertains to functions that are
device independent; that part of the RDEVBLOK is used
in the same way for all devices. However, some of the
fields in the RDEVBLOK have multiple uses, depending
on the device type and function.
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IO0OBLOK: I/0 requests that are active in the system are
represented by IOBLOKs. There is one IOBLOK for each
operation (that is, channel program) to  be executed.
The IOBLOK is constructed by the requesting task and

contains such information as:
e The identity of the requestor
e The address of the channel program to be executed

e The address to which control is to be returned upon
completion of the operation

In addition, the IOBLOK contains status flags that
indicate the current state of the operation (such as,
whether or not an error has occurred, if an Error
Recovery Procedure (ERE) is in control, and the
condition returned frcm the SIO0) and the CSW
associated with the interrupt that signals the end of
the operation. Since IOBLOKS are queued off various
I/0 control blocks, they also contain forward and
backward queue pointers. DMKIOS builds in them the real
device address of the unit on which the operation is
started.

In general, the IOBLOK representing a given operation
progresses through the system by being queued, in turn,
from device, control unit, and channel blocks wuntil a
path is at 1last free to the device. A SIO is then
issued. After the operation is complete, the IOBLOK is
dequeued from the RDEVELOK and stacked on a gqueue
maintained in the dispatcher, DMKDSP. Each time the
dispatcher is entered, the entries on the queue are
unstacked and control is passed to the point specified
in the Interrupt Return Address (IOBIRA). After I/0
control stacks the IOBLOK for the given task, it
attempts to restart all of the components that have
been freed ky the completion of the operation.

I/0 COMPONENT STATES

The I/0 components represented by the control blocks
described in the section "Real I/0 Control Blocks" are
in one of four states and the state is indicated by the
flag bits in the block status byte. If the component is
not DISABLED, it is either BUSY, SCHEDULED, or
AVAILABLE.
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If the DISABLED bit is on, the component has been taken
offline by the operator or the system and is at least
temporarily unavailable. A request to use a disabled
component causes the TIOBLOK to be stacked with an
indication of condition code 3 on the SIC and the real
SIO is not performed.

A component is BUSY if it is transferring data (in the
case of a channel or control wunit), or if it is in
physical motion (in the <case of a device). If a
component is BUSY, the IOBLOK for the request is queued
from the control block representing that component.

A component is SCHEDULED if it is not BUSY but will
become RUSY after a higher 1level component in the
subchannel path becomes available and an operation is
started. For example, if a request is made to read
from a tape drive and the drive and control wunit are
available, but the channel is BUSY, the IOBLOK for that
request is queued from the RCHBLOK for the BUSY channel
and the RCUBLOK and RDEVBLOK of the drive and control
unit are marked SCHEDULED. Future requests to that
drive are queued from the RDEVBLOK for the SCHEDULED
device. When the channel completes the operation, the
next pending operation is dequeued and started; the
SCHEDULED control unit and device are then marked BUSY.

The 1IOBLOKs for various I/0 requests indicate the
status of that request by a combination of the status
bits in the IOBLOK and the queue in which the block
resides. In general, an IOBLOK is queued from the
control block of the highest level componenent (taken
from device up to channel) in the subchannel path that
is not available. Once the I/C operation is started,
the IOBLOK is chained from the active IOBLOK pointer
(RDEVAIOB) in the Real Device Control Block. Flags in
the IOBLCK status fields may also indicate that a unit
check has occurred, that a sense is in progress, or
that a fatal 1I/0 error (unrecoverable) has been
recognized by ERP. After I/O control releases control
of the TITOBLOK, it is stacked on the queue of IOBLOKs
and CPEXBLOKs anchored at DMKDSPRQ in the dispatcher
and control is passed to the second level interrupt
handler whose address is stored in IOBIRA.



. -

I/0 INTERRUPTS

I/0 interrupts are usually either synchronous or
asynchronous. Asynchronous interrupts indicate the
change in status of an I/0 component from the not-ready
to ready state or busy to not-busy state. In either
case, 1if the affected component has any pending
requests gqueued from its control block, they are
restarted and whether or not the given interrupt is
processed any further depends upon the status of the
interrupting component. Channel available and control
unit end type interrupts restart the interrupting
component. An asynchronous device end is passed to the
user if the device is dedicated; otherwise, the device
is restarted.

An interrupt is considered to be synchrconous if the
interrupting device has a ncnzero pointer to an active
IOBLOK. 1In this case the processing that occurs is as
follows:

e If a unit check has <cccurred, a SENSE is scheduled,
and when the SENSE is completed, the appropriate ERP
is called.

e If an ERP is currently in control of the task
(indicated by a flag in the IOBLOK), return the
ICBLOK to the appropriate ERP.

e If the operation is incomplete (for example, channel
end is received without device end), the 1IOBLOK is
copied and the copy is stacked but the original
ICBLOK remains attached to RDEVAIOB to receive the
final interrupt; then, the control wunit and the
channel is restarted.

e If the operation is ccmplete (that is, the device is
available), the IOBLOK is unhooked from the device
and stacked, and the device, control wunit and
channel are restored.

The restart operation usually degqueues the next IOBLOK
that is queued to the restarted component and queues it
to the next higher component in the subchannel path.
When the channel level is reached, a SIO is issued and
exit is taken to the dispatcher after handling any
non-zero condition codes as previously described.

-®

Error recovery is attempted for VM/370 control program
initiated I/0 operations to its supported devices and
for wuser-initiated operations to control program
supported devices which use a diagnose interface. The
primary control blocks used for error recovery are the
RDEVBLOK, the IOBLOK and the TIOERBLOK. In addition,
auxiliary storage 1is sometimes used for recovery
channel programs and sense buffers.

The initial error is first detected by the 1I/0
interrupt handler which performs a SENSE operation if a
unit check occurs. Unit check errors are then passed to
an appropriate ERP. If a channel check is encountered,
the channel check interrupt handler determines whether
or not retry is possible and pass control to an ERP
through the I/0 interrupt handler. TCASD errors are
processed as described below.

CHANNEL ERRORS
. Channel control check is treated as seek check.

It is retried 10 times.

. Interface control check is treated as seek check.
It is retried 10 tinmes.

. Channel data check 1is treated as data check. It
is retried 10 times.

UNIT CHECK ERRORS

Equipment check: Retry the operation once.

No record found and missing address marker: Recalibrate
and retry the channel program 10 times.

No record found: Execute a READ HOME ALDRESS and check
hcme address against seek address. If they are the
same, consider the error permanent. If they are not
equal recalibrate and retry the channel program 10
times.
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Diag. 1B4.1. I/0 Interrupt Handler
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Seek check: Retry the operation 10 times.

console and
will be

Intervention required: Issue a message to
wait for solicited device end. This procedure
repeated once.

Bus out check: Retry the operaticn 10 times.

Data checks: Retry the operation 256 times, with a

recalibrate being executed every 16th try.

Overrun: Retry the operation 10 times.

Environmental data present: Issue a buffer unload

command and retry the operation.

Track condition check: This error should not occur. The
VM/370 control program dces not use alternate tracks in
its paging or spooling management. When a disk pack is
formatted, any track that is marginal is marked as
permanently allocated and, therefore, made unavailable
for use by the VM/370 control progranm.

The error recovery routine keeps track of the number of
retries in the IOBRCNT field of the IOBLOK. This count
is used to determine if a retry limit has been exeeded
for a particular error. On initial entry £from DMKIOS
for an error condition, the count 1is zero. Each time a
retry is attempted the count is increased by one.

The ERP preserves the original error CSW and sense
information by placing a pointer to the original
JOERBLOK in the RDEVBLOK. Additional IOERBLOKs, which
are received from DMKIOS on failing restart attempts
are discarded. The original TIOERRLOK is thus preserved
for recording purposes.

If the specified number cf retries fails to correct the
error situation, the operator is notified and control

is returned to DMKIOS. DMKIOS is notified of the
permanent error by posting the IOBLCK
(IOBSTAT=ICBFATAL). The error is recorded by DMKIOS

via CMKIOERR.

If the error is corrected by a restart, the temporary
or transient error is not recorded. Control is
returned to DMKIOS with the error flag off.

Before returning control to DMKIOS on either a
permanent error of a successful recovery, the ERP frees
all auxiliary storage gotten for recovery CCWs,
buffers, and IOERBLOKS.

The DMKIOS interface with the ERP uses the IOBSTAT and
IOBFLAG fields of the IOBLOK to determine action
required when the ERP returns to DMKIOS.

When retry is to be attempted the ERP turns on the
restart bit of the IOBFLAG field. The ERP bit of
IOBSTAT field is also turned on to indicate to DMKIOS
that the ERP wants control back when the task has
finished. This enables the ERP to receive control even
if the retry was successful and allows the freeing of
all storage gotten for CCWs and temporary buffers. The
TOBRCAW is set to the recovery CCW string address.

In handling an intervention required situation, the ERP
sends a message to the operator and then waits for the
device end to arrive. This is accomplished by a return
to DMKIOS with the ERP bit in the IOBSTAT field set on
and the IOBSTRT bit in the IOBFLAG field set off. When
the device end interrupt arrives, the original channel
program which was interrupted is then started.

The ERP flags of the IOERBLOK are also used to indicate
when special recovery is being attempted. For example,
a READ HOME ADDRESS command when a no record found
error occurs.,

The other two indications are
explained in Figure 3.

self explanatory and are
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T 1
| Field IAction to be |
| IOESTAT | IOBFLAG |IOBSTAT |Performed |
| IOBERP | IOBRSTRT | IOBFATAL | by DMKIOS |
| | | | |
| | | | |
| 1 | 0 | 0 |Return control |
| | | jwhen solicited |
| | | |device end |
| | | larrives |
| | | | |
| 1 | 1 | 0 |Restart using |
] | ] | IOBRCAW |
| | | | l
| O | 0 | 1 |Permanent I/0 |
| | | |Error |
| | | | |
1 O | 0 | 0 |Retry successful]
L J

Figure 3. Summary of IOB Indicators

If the error is wuncorrectable or intervention is
required, the ERP calls DMKMSW for operator awareness.
The specific message is identified in the MSGPARM field
of the IOERBLOK.

Tape Error Recovery, ERP (DMKTAP)

Error recovery is attempted for user-initiated tape I/0
operations to VM/370 control program supported devices
that use the diagnose interface. The primary control
blocks used for error recovery are the RDEVLOK, the
IOBLOK, and the TIOERBLOK. In addition, auxiliary
storage is used for recovery channel programs
(repositioning and erase).

The interrupt handler, DMKIOS, performs a SENSE
operation when a unit check occurs. Tape errors are
then passed to this DMKTAP. The sense information
associated with a wunit check 1is contained in the
IOERBLOK. If a channel check 1is encountered, the
channel check interrupt handler determines if retry is
possible and passes control to the ERP through the I/0
Interrupt Handler.

When an error is encountered and ERP receives control,
DMKTAP determines if this the first entry into the ERP
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for this task. The IOBRCNT (IOB error count) field of
the IOB 1is zero. On this first entry, the pointer to
the IOERBLOK 1is placed in the RDEVIOER field of the
RCEVBLOK This preserves the original error CSW and
sense information for recording. Thereafter, IOERBLOKS
are discarded before a retry is attempted or a
permanent error is passed to IOS.

The ERP looks for two other specific conditions. If the
error count field is not zero, entry must be due to a
recovery attempt. Thus, it may be a solicited device
end to correct an intervention required condition or a
retry attempt for either tape repositioning or channel
program re-execution.

The ERP keeps track of the number of retries in the
ICBRCNT field of the 1IOBLOK to determine if a retry
limit has been exceeded for a particular error. If the
specified number of retries fails to correct the error,
the error is recorded and DMKIOS is notified of the
permanent error by turning on a status flag in the
IOBLOK (IOESTAT=IOBFATAL).

If the error is corrected by DMKTAP, the temporary
error is not recorded and control is returned to DMKIOS
with error flags all off. When repositioning is
required to attempt recovery, additional flags
(EPPFLAGS) are «contained in the IOERBLOK to indicate
paths for specific errors (that is, data check on write
must reposition, erase, and then reissue original
channel progranm).

A1l error recovery is started the same except for
intervention required errors. The IOBFLAG is turned on
to indicate RESTART (IOBFLAG=IOBRSTRT), and the IOBRCAW
(IOBLOK Restart CAW) is filled with the restart channel
address word. In addition, an IOBSTAT flag is turned on
to indicate that the ERP is in control so that control
can be returned to ERP during all tape error recovery
(IOBSTAT=IOBERP). In the case of an intervention
required error, the ERP sends a message to the
orerator, and then returns to DMKIOS with indicatiomns
that tell DMKIOS the ERP is waiting for a device end on
this device. This is done by clearing the restart flag
and returning to DMKIOS with only the IOBERP flag on.

When ERP has determined a permanent. error situation or
successfully recovered from an error, all auxiliary



storage gotten for recovery CCWs, buffers, and
IOERBLOKs is freed before a return is made to DMKIOS
(see Figure 3 for a summary of the IOB indicators).

If the error is uncorrectable or operator intervention
is necessary, the ERP calls the message writer to write
the specific message.

Virtual I/0 Interrupts

When an I/0 interrupt is received (see Figure 4), the
IOBLOK is stacked for dispatching and control is passed
to the address specified in the TIOBIRA (Interrupt
Return Address) field. For operations requested by
DMKVIOEX, the return address 1is DMKVIONT (Virtual
Interrupt Return Address). When DMKVIONT receives
control from the dispatcher, it 1loads the virtual
address of the wunit with which the interrupt is
associated from the IOBLOK and calls DMKSCNVU to locate
the virtual device control blocks. DMKVIONT then tests
the IOBLOK status field to determine the cause for the
interrupt. If the block has been unstacked due to an
interrupt, the field is zero. If the operation was not
started, it contains the condition code from the real
SIO0.

Note: The VIRA should nct see a real condition code 2
as the result of a SIO, since channel busy conditions
are detected and reflected before any real I/0
operation is attempted.

A condition code 3 is reflected to the user and exit is
taken to the dispatcher. For condition code 1, the CSW
status field in the IOBLOK is examined to determine the
cause for the CSW stored condition. The status is
reflected to the user and various components of the
virtual configuration may be freed, if the status so
indicates. For example, if the CSW status indicated
both channel end and device end, the operation was
immediate and has completed. Thus, the CCW string
(real) may be released and all virtual components
marked available.

The CSW status status returned for a virtual interrupt
must be tested in the same manner, with the additional
requirement that the status be saved in the affected

virtual I/0 control blocks and that the CSW be saved in
the VDEVCSW field for the device causing the interrupt.
If the unit check bit is on in the status field, the
sense information saved in the associated IOERBLOK
(pointed to by the IOBLOK) must be retained so that a
sense 1initiated by the virtual machine receives the
proper information.

In any case, when an interrupt is received for a
virtual device, a bit in the interrupt mask, VCUDVINT,
for the device's control unit is set to one. The bit
that is set is the one corresponding to the relative
address of the interrupting device on the control unit.
For example, if device 235 interrupts, the fifth bit in
the VCUDVINT mask in the VCUBLOK for control unit 30 on
channel 2 1is flagged. Similarly, the bit in the
VCHCUINT in the affected VCHBLOK is also set; in this
case, bit 3 in VCHBLOK for channel 2. If the interrupt
is a channel class interrupt (PCI or CE), the address
of the interrupting wunit (235) is stored in the
VCHCEDEV field in the VCHBLOK. The final interrupt
flag is set in the VMPEND field in the VMBLOK for the
interrupted user; the bit set corresponds to the
address of the interrupting channel. The next tinme,
the user is dispatched and becomes enabled for I/O.

A task that requests an I/O0 operation must specify the
device on which the operation is to take place and must
provide an IOBLOK that describes the operation. Upon
entry to DMKIOS, Register 10 must point to the IOBLOK.
The TIOBLOK must contain at least a pointer to the
channel program to be started in IOBCAW and the address
to which the dispatcher is to pass control in IOBIRA.
In addition, the flags and status fields should be set
to zero. If the operation is a VM/370 control progranm
function such as spooling or paging, the entry point
DMKIOSQR is called. If the requestor is the virtual
I/0 executive (OMKVIDEX) attempting to start a user
operation, the entry point DMKICSQV is called and some
additional housekeeping is done. In either case, an
attempt is made to find an available subchannel path
from the device to its control wunit and channel. If a
component in the path is BUSY or SCHEDULED, the IOBLOK
for the request 1is queued to the control block of the
ccmponent.

Method of Operation 65



Figure 4. Overview of a Virtual I/O Interrupt
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Diag. 1B4.2. Virtual I/0 Interrupt
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Requests are usuélly queued first-in first out (FIFO),
except those:

e To moveable head DASD devices that are queued 1in
order of seek address.

e That release the affected component after initiation
(SEEKS and other control commands) which are queued
last-in first out (LIFO) from the control block.

Regardless of whether or not the operation has been
successfully started, the caller requesting the 1I/O
operation receives contrcl back from DMKIOS. If a free
path to the device is found, the unit address is
constructed and an SIO is issued. If the resulting
condition code is =zero, control is returned to the
caller; othervwise, the code is stored in the
requestor's IOBLOK along with any pertinent CSW status,
the IOBLCK 1is stacked, any components that Lkeconme
available are restarted, and control is returned to the
caller.

ordered Seek Cueueing: Requests to start I/0 on systenm
devices are normally handled FIFO. However, requests to
moveable head DASD devices are queued on the device in
ascending order by seek address. This ordered seek
queuing is performed to minimize intercylinder seek
times and to improve the overall throughput of the I/0
systen.

The VM/370 control program assumes that very few
virtual machines will do chained seeks; hence, the
first logical address represents where the arm will be
positioned wupon completion of the I/0 operation.
Ordered seek queueing is based on the relocated real
cylinder. DMKIOS uses the cylinder location supplied in
IOBCYL for ordered seek queuing. This field is
initialized by the «calling VM/370 control progranm
routine for paging and spooling or by the CCW
translator for virtual I/0. The CCW translator DMKCCW
supplies the IOBCYL value in the following manner.

e Read IPL record, relocated to virtual cylinder 0

e Recalitrate, issue a real recalibrate and then seek
to virtual cylinder 0

e Channel seeks, relocate to the virtual cylinder

The IOBLOK queueing subroutine of DMKIOS recognizes
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that a request is being queued on a moveable head DASD
device by means of the device class and type fields of
RDEVBLOK. TInstead of adding the IOBLOK to the end of
the queue on the RDEVBLOK, the queueing routine sorts
the block into the queue based on the cylinder number
for the request. The cylinder number for any request to
a DASD device is recorded in the field IOBCYL. The
queue of TIOBLOKs on a real device block is sorted in
ascending order by seek address, unless the entire
device is dedicated to a given wuser. In this case,
DMKIOS does not automatically schedule the device, and
no more than one request can be outstanding at any one
time.

When an outstanding I/0 request for a device has
completed, DMKIOS attempts to restart the device by
dequeuing and starting the next IOBLOK queued on the
device. For non-DASD devices, this is the first IOBLOK
queued. However, for moveable head DASD devices, the
queued requests are dequeued in either ascending or
descending order, depending on the current position
(recorded in RDEVCYL) and the direction of motion of
the arm. If the arm is seeking up (that is, toward the
higher cylinder numbers), the queue of IOBLOKs is
scanned from the first block toward the 1last until an
ICBLOK is found with an TIOBCYL value equal to or
greater than the value in RDEVCYL, or until the end of
the queue 1is reached. At this point, the device is
flagged as seeking down and the queue is scanned from
last to first wuntil an TIOBLOK with an IOBCYL value
equal to or less than RDEVCYL is found. When IOBLOK is
found, it 1is dequeued and started. The direction of
motion is remembered in an RDEVFLAG bit and the next
request is dequeued in the down directicn until the
head of the queue is reached.

Because the queue itself is a two-way chained list, no
special handling for null or wunity set 1lists is
required, and the ordered seek algorithm returns to
FIFO queueing.

Dedicated Channel Support: One of the facilities of

the VM/370 control program allows a virtual machine to
control one or more channels on a dedicated basis. The
channels are attached to the virtual machine by using
the privileged ATTACH CHANNEL command. A virtual
machine can have one or more dedicated channels. 1In
addition, channels can be split between virtual
machines but a dedicated channel cannot be shared
between two virtual machines. For instance, channel 1

‘/'I’wt ’
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Diag. 1B4.3. I/0O Scheduling

INPUT

10BLOK
VEDVBLOK
VMBLOK
Save Area

Fram
DMKVIOEX

DMKIOS REAL 1/0 SCHEDULING

AV

10BLOK
RDEVBLOK
Save Area

CP Generated
1/0 Request

0 Locate caller's CAW and unit address

o Issue Real SIO

)

from the RDEVBLOK and mark 1/O path busy

Condition Code =

0 - Take virtual machine out of
1/0 wait and exit to DMKDSPCH

1 - Analyze CSW status and take
approximate action

2 - Requeue 10BLOK on channel
and exit to caller

3 - Fatal error, stack lOBLOK and
return to caller

IF CC=1 and ANX 1/O component is free,
branch to the restart subroutine

Return to
Caller

DMK10SQV — Schedule and start real 1/0 OUTPUT
for a virtual machine
@ seve address of VMBLOK in 10BLOK
uw\?‘?\:/ LOK
i DEVB|
o Increment S10 count in VDEVBLOK JOBLOK
° Continue at step 0 below
DMK/OSQR — Schedule and start a CP
generated real 1/O operation
o Flag I0BLOK as CP generated 1/0
If device is busy or scheduled queue
10BLOK from the device and exit to
caller ——> otherwise 'O,B :‘ OeK Queued
RDFVBLOK for
Qehedul ion by chaining the IOBLOK Device

Marked Active
If From

Real SIO Issued

Condition Code
Returned and
Tested as Shown

SY20-0880~1, Page Modified by TNL SN20-2624, August 15, 1973

Method of Operation

69




SY20-0880-1, Page Modified by TNL SN20-2624, RAugust 15, ‘1973

could be dedicated to virtual machine A, and channel 2
could be dedicated to virtual machine B, or they could
be both dedicated to virtual machine A or B.

With a dedicated channel, all virtual machine device
addresses must be identical to the real machine device
addresses. For instance, virtual device 130 must be on
real device 130, and virtual device 132 must be on real
device 132. With dedicated channels, the VH/370
control program does not perform any virtual device
address mapping. With a dedicated channel in effect, a
virtual machine I/0 operation to one of the dedicated
devices on that channel results in the control program
performing the operation directly on that device and
reflecting the true condition code back to the virtual
machine. None of the I/0O operations are passed through
control program's normal channel scheduling since the
channel is completely dedicated to the virtual machine
and any conditions in the channel are a direct result
of that virtual machine's operation of that channel.

It is expected than any I/O new PSW for a virtual
machine operating system has all channels masked off.
Thus, when the VM/370 control program receives a
hardware interrupt from a dedicated channel it
immediately disables all further interrupts on that
channel. The interrupt is then vreflected to the
virtual machine. The real channel stays disabled until
the virtual machine issues an instruction to enable
that channel. At that time, the VM/370 control program
perforns a hardware function to enable the real
channel.

By using the dedicated channel feature, a virtual
machine bypasses the VM/370 control program overhead
associated with channel scheduling and virtual machine
interrupt stacking. The channel scheduling is bypassed
by performing the I/0 operation directly and the
interrupt stacking is bypassed by disabling the channel
and having the hardware perform the true interrupt
stacking.

The VM/370 control program error recording and channel
recovery procedures are still in effect for dedicated
channels. The dedicated channel support can be used in
conjunction with the Virtual=Real feature for any
virtual machine that is occupying the Virtual=Real
storage space.

IBM VM/370: Control Program Logic 70

DISPATCHER/SCHEDULER

The module that selects dispatchable users from the
population is DMKSCH, the Scheduler. The module that
tests and alters the resources of the CPU is DMKDSP,
the Dispatcher. The auxiliary routine that assists the
Scheduler and Dispatcher is the request stack
maintenance routine, DMKSTK.

In order to make decisions on both dispatching and
scheduling, the control program classes all users into
various categories, and recognizes user machines as
being in one of several states. The user categories
recognized are classed as being either interactive or
non-interactive.

® An interactive user 1is one whose use of the systen
is punctuated by regular and frequent terminal I/O,
and does not execute long CPU loops. A user becomes
eligible to enter interactive status whenever a
channel progranm for virtual console I/0 has
completed, or whenever I/0 for a dedicated or dialed
virtual telecommunications line has completed.

e A non-interactive user is one who has violated an
interactive criterion, or one who has entered an
idle wait state by entering console function mode
(equivalent to stopped state), or by loading a wait
state PSW that is not enabled for any busy channel.
The control program schedules interactive users
ahead of non-interactive users. Non-interactive
users are subdivided into several classes. Normal
non—-interactive users are scheduled via a priority
scheme described below. A user is allowed to execute
for a specified time period and he is then placed in
a list of those users who are waiting.

In order to give preference to certain classes of
users, a priority scheduling scheme allows users to be
scheduled with a priority class. The priority is a
number assigned by the directory; however, the number
may be altered by the system operator.



USER DISPATCHING LISTS AND MACHINE STATES

In order to efficiently manage the large inventory of
potential users that are logged on to the system, the
control program defines several states that a virtual
machine may occupy. The scheduler can move a virtual
machine from one state to another; however, a virtual
machine may exist in only one state at any given
instant. The control program can then make scheduling
and dispatching decisions by looking only at the subset
of users that are in the appropriate state. To
facilitate this search, it also maintains lists of
users in certain executable states.

A user's virtual machine may be in one of the following
states:

State  Meaning
1 Interactive and dispatchable (in queuel, in
DISPATCH list)

2 Interactive and not dispatchable (in queueft,
not in DISPATCH list)

3 Interactive and eligible for queuel, but queuel
is full (waiting for queuel, in ELIGIBLE list)

4 In wait state with terminal read or write
active

5 Non-interactive and dispatchable (in queue2, in

DISPATCH list)

6 Non—-interactive and not dispatchable (in
queue2, not in DISPATCH list)

7 Non-interactive and eligible for queue2, but
queue2 is full (waiting for queue2, in ELIGIBLE
list)

8 Idle - waiting for asynchronous I/0 or external
interrupt, or stopped (in Console Function
Mode)

Two lists of users are maintained by the scheduler:

e The DISPATCH list
e The ELIGIBLE list
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Entries on the DISPATCH list are the VMBLOKS for those
users in states 1 and 5, and represent the users that
can be run at any given time. The DISPATCH list is
sorted by dispatching priority, which is the ratio of
CPU time to wait time over the life of the current user
task. A task is defined as that execution which takes
place between terminal reads or entry to enabled wait
(that is, movement from state 4 or 8 to state 1) and is
re-projected for a user each time he is dropped from a
queue. Users entering state 1 always have a priority of

The ELIGIBLE list is composed of those users in states
3 and 7; these users are potentially executable but due
to the current load on the system they are not allowed
to compete for the CPU. As soon as a user in the
DISPATCH 1list 1is dropped from gqueue, the highest
priority user(s) in the ELIGIBLE list is added to the
DISPATCH 1list, subject to the restriction that his
projected working set must not exceed the remaining
system capacity. The ELIGIBLE 1list has two components;
a section composed of those virtual machines waiting
for Q1 (interactive) and a section composed of those
virtual wmachines waiting for (@2 (non-interactive).
Each section of the list is sorted by scheduling
priority, which is determined at the time the virtual
machine is added to the ELIGIBLE list, as follows:

1. The virtual machine's projected working set size,
calculated the last time it was dropped from a
queue, is expressed as a percentage of the amount
of main storage available for paging. This
percentage, usually between 0 and 100, is
multiplied by the Paging Bias Factor (stored at
DMKSCHPB) .

2. The virtual machine's user priority (the priority
set by the directory or the class A “SET PRIORITY"
command) is multiplied by the User Bias Factor
(stored at DMKSCHUB), and is added to the Paging
Bias calculated in step 1.

3. The sum of Paging and User Bias is divided by the
sum of the Bias Factors to obtain a weighted
average.

4. A base priority is obtained by storing the TOD
clock and wusing the high order word, which
increments by 1 approximately once per second.
This word is then modified by shifting it left or
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The VMBLOK is then sorted
of the
The effects of the various

right based on the Priority Delay Factor (stored
at DMKSCHPD). If DMKSCHPD is positive, it
indicates a right shift, thereby increasing the

delay interval of the base priority; while a
negative value indicates a left shift.
The weighted average obtained in step 3 is then

logically added to the adjusted base obtained in

step 4.

If the virtual machine is entering Q2 for the
first time after being dropped from Q1, the
Interactive Bias Factor (stored at DMKSCHIB) is
subtracted from the priority obtained in step 5.
If the virtual machine is entering Q1, or if it

was last dropped from Q2, the Interactive Bias is

not applied.

The result of steps 1 thorough 6 is the scheduling
or eligible 1list priority, and is stored in the
VMEPRIOR field of the VMBLOK.

into the appropriate section
ascending value of VMEPRIOR.
biases and the delay factor

ELIGIBLE list in

are illustrated by the following examples.

1.

Assume that two virtual machines are to be added
to the ELIGIBLE 1list for Q2. The Paging Bias
Factor is 1, the User Bias Factor is 1, and the

Virtual machine "“A"
size of 80 percent of

Priority Delay Factor is 0.
has a projected working set
available storage and a user priority of 50.
Virtual machine "B" has a projected working set
size of 20 percent of available storage and also

has a wuser priority of 50. The biases are
obtained as follows:
Paging User Weighted
User _Bias_ _Bias_ Bias__
A 80 X1 +50X 1 = 130/2 = 65
B 201 +50X%x1 =70/2 = 35

If "A" is added to the
0, its eligible list priority witll be 65.
Priority Delay Factor is 0, "B" will be added
wpw provided that "B" is eligible for
list within the next (65-35) 30

eligible list at base time
If the

entry to the
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seconds. If the Priority Delay Factor is set to
+1, the base will be incremented once every two
seconds. Therefore, although the bias difference
is still 30, the delay time is now 60 seconds.

2. In order to force "A" to be given a weighted bias
equal to "B,® a priority differential is
calculated as follows:

80 + A 20 + B
= -- 3+ A =B - 60
2 2
Therefore, for the biases to be equal, "A" must
have a priority of 60 less than "B." For example,
if waA®" is given a priority of 10 and "B" is given
a priority of 70, the biases would compute as
follows:
Paging User Weighted
User Bias_ Bias Bias__
A 80 X 1+ 10X 1 = 90/2 = 45
B 20 X1+ 70X 1 = 90/2 = 45

3. The 1large difference in priorities «could be
lessened by increasing the User Bias Factor. If
the User Bias Factor is set to 3 instead of 1, the
calculated priority differential is as follows:

80 + 37 20 + 3B
= -— ; 3(B- 1) =60 ; A =B - 20
4 4
Now, "A" requires a priority of only 20 less then
"B" to achieve parity. For example:
Paging User Weighted
User _Bias_ Bias_ __Bias__
A 80 X 1 + 30 X 3 = 170/4 = 42
B 20X 1 + 50 X 3 = 170/4 = 42
The above examples illustrate the following general
points about the use of the bias factors, the delay
factor, and the user priority value:

1. The Paging and User Bias Factors are a measure of

the relative importance of the bias value. A high




user bias will allow greater discrimination via
the assigned priority; while a high paging bias
makes storage requirement the primary scheduling
parameter.

2. The user priority value, in the directory, is the
means by which the paging priority may be
overriden, and the means through which selected
users will obtain improved performance.

3. The Priority Delay Factor is the measure of the
impact which the paging and user biases are to
have. The greater the delay value, the greater is
the maximum delay that can be experienced by a
given user.

4. The Interactive Bias Factor is a tool that
enhances command response to conversational
commands which require disk I/0, and which may be
partially executed in Q2.

If the Paging Bias Factor is non-zero, the net effect
of the priority scheme is to discriminate against users
who require 1large amounts of real storage. This
discrimination results in a higher level of
multiprogramming and increased CPU utilization;
however, it must be traded off against poorer
throughput for large users. The distributed Scheduler
is not biased; the bias factors are as follows:

Paging Bias Factor (DMKSCHPB)
User Bias Factor (DMKSCHUB)
Priority Delay Factor (DMKSCHPD)
Interactive Bias Factor (DMKSCHIB)

nwuwnn

0
1
0
0

Thus, the basic VM/370 Scheduler will schedule virtual
machines FIFO within user priority; the same algorithm
provided with the basic Release 1.0 systenm.

Figqure 5 1is a graphic breakdown of the user states,
showing the relationship between interactive and
non-interactive states, in-queue and not-in-queue
states, and in~-list and not-in-list states.
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; In-Queue | Not-in—-Queue i
:DIS?ATCH | Fo lELIgIBLE | yo :
] List | List | List | List]
{Interactivei 1 | 2 | 3 | 4 :
iNon-Inter. { 5 | 6 | 7 | 8 ;

Figure 5. User Dispatching States

Figure 6 shows the possible user—state changes and the
reasons for them; any changes not described are not
possible.

CONTROLLING THE DEPTH OF MULTIPROGRAMMING

In order to control the number of users allowed in
queue, the scheduler monitors the paging activity of
all users and of the system as a whole. A decision as
to whether or not to move a potential user from the
eligible to the dispatch list 1is based upon whether or
not that user's projected working set will exceed the
system's remaining capacity. Individual user's working
sets are calculated and projected at queue drop time
according to one of the following formulas:

P=(A+P) /2
If (LP-LA) * (P-A) < O
-— or --
P=A
If (LP-LA) * (P-R) > O
Note: See the Key for the meaning of the symbols.
The working set is added to the current system load,

which consists of the sum of the working sets for all
users currently in a queue. The sum is compared to the

system maximum, which is equal to the number of

dynamically assignable pages in the system. If the
user's projected working set will not push the systen
load over the maximum, he is placed in the gqueue and
added to the dispatchable list.
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L ] Ll
| Status | |
|___Change __| |
| From | To | Reason for Status Change |
| |
I 1 | 2 |PAGEWAIT, SIO-WAIT, or enabled wait for |
| | | any busy channel |
1 1 | 4 |Enabled wait for interactive terminal |
| | | read or vwrite |
I 1 { 5 | Exceeds in-queue time slice i
1 1 | 7 |Same as 1 to 5 except that queue2 is |
| | | full |
11 | 8 |Wait without active I/0, disabled wait, |
| | | or hit ATTN |
| 2 11 |¥ait condition complete |
1 2 | 5,7 |Wait completes, but in—-gqueue time slice |
| | | exceeded |
I 3 | 1 {Another user drops from gqueuel and now |
| { | there is room |
| 4 | 1 { Terminal I/0 completes while user is |
| | | waiting |
| 4 { 3 | Terminal I/0 completes, but queuel is |
| [ 1 full 1
| 5 |1 | Terminal I/0 completes while user is 1
| | | active in queue2 |
1 5 1 4 |User puts up terminal read or write and |
| | | enters wait |
) |1 6 |PAGEWAIT, SIO-WAIT, or enabled wait for |
| | | busy channel |
I 5 {17 |Dropped from queue2 due to in—queue |
| | | time-slice end |
|1 5 | 8 |Wait without active I/0, disabled wait, |
| { | or hit ATTN [}
| 6 | S5 |Wait condition completes |
1 7 15 |Room is found in queue2 |
| 8 { 5,7 |Asynchronous I/0 or External Interrupt, |
{ { | or BEGIN |
[ B J
Figure 6. User Status Changes

Key:

A = Actual working set at queue drop time
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LA = Last actual working set
Lp = Last projected working set
P = Current projected working set

The actual working set, A, is determined at queue drop
time by the following formula:

r h
| N |
| |
| E PR //ﬁ + Steals |
[ - i |
A= | i=1 | whichever is greater
l |
| |
| — or — |
| |
| |
| Pages referenced |
L o |
Where:
N = Number of page reads while in queue.
PR = Number of pages resident at the ith page
i read.
Steals = Number of times page wait was entered due to

a stolen page.

The number of referenced pages is determined by
scanning the user's page tables for software referenced
bits. These bits are set by DMKPTRAN when the page is
taken from the user by the control program. Thus the
actual working set 1is generally the average number of
pages resident at each page read. However, this
estimate 1is sensitive to the overall system paging
activity for the following reasons:



1. If there 1is no paging 1load on the system, there
will be one page read for each resident page, and
no steals; the working set will therefore tend to
be equal to about one half of the resident page
total.

2. As paging activity increases, and the working set
locality shifts, the working set will tend to
increase toward the average number of resident
pages.

3. If paging activity becomes excessive, the number
of page steals will increase to the extent that
the working set will expand to the maximum of the
total number of pages referenced while in the
queue.

In summary, the scheduler selects the subset of
logged-on users that are allowed to compete for the
resources of the CPU, with the constraint that a new
user is not added to the active subset if his projected
main storage requirement, added to that of the other
active users, causes the current capacity of the system
to be exceeded. Selection within scheduling priority
simply means that a executable user of high priority is
always added to the active subset (to a queue) before a
executable user of lower priority. If the paging bias
mechanism is activated by setting the Paging Bias
Factor to a non-zero value, scheduler selection will be
in favor of smaller users; otherwise, selection is

SY20-0880-1, Page Modified by TNL SN20-2624, August 15, 1973

)

J

~

A f

I round robin within priority. Once the active subset

(the set of in-queue users) has been selected, the
dispatcher allocates resources of the CPU among thenm.

The list of executable users in a queue is sorted by
dispatching (as opposed to scheduling) priority. The
dispatching priority is a running average of a given
user's CPU time/wait-time ratio. Thus, users who are
most likely to go into wait state, based on past
performance, are dispatched ahead of those whose
demands on the CPU are more extensive. This simple
ratio priority is normally altered if a user is
identified as compute bound by means of the fact that
he has executed for at 1least 50 ms. without entering
the wait state. 1In this case, he is placed at the
bottom of the dispatchable list. On the other hand,
users identified as interactive by virtue of the
frequency their requests for terminal I/O are placed at
the top of the dispatchable list.

FAVORED EXECUTION OPTIONS

When the resources of the CPU (and real storage) are
being allocated, the dispatching and scheduling
functions are implemented in such a manner that options
exist that allow an installation to designate certain
users (virtual machines) that are to receive
preferential treatment.
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Diag. 2B. Dispatcher

Entered after each interrupt handler has furnished processing
and after each stacked CPEXBLOK, IOBLOK, /0 request,
and external interrupt has been processed.
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INPUT PROCESS OUTPUT
| PSA DMKDSPCH — Dispatcher ] -
| ExoPsW | cpsTATUS |=—f _
oA FrosTine |
[(runuser Executed Entered
| Stacked From
| QUANTUMR Request Wait Pv::;:::l:ﬂ
QUANTUM
STOPUSR
STARTUSR GEN. REG.
0 Stop charging time to old user and begin charging new user. e.n
VMBLOK
o Accumulate problem state time and post it in VMRTIME, EXTCPTMR, and
VMBLOK : > PROBTIME. If doing fast reflect (make new RUNPSW = PROPSW) dispatch ::
user, otherwise—>@J). VMRSTAT I
| VMPEND Accumulate total wait time (also add to page wait time if in page wait); post VMVTIME
in WAITIME and PGWAITIM. N vMTTIME
VMEXTINT
VMIOINT If external interrupt pending, enable it (VMPSW—>EXTOPSW and EXTNPSW-
VMPSW. Otherwise, check VMIOINT for 1/O interrupt to unstack. If not> ECBLOK
@ If not—>e. If so find virtual blocks for 1/0 and update status flags. Swap EXTCPTMR
PSWs VMPSW—IOOPSW and IONPSW->VMPSW. DMKDSPB. If VMPSW I——'—J
3 @ DVKDSPB. 1f VMPSW is ok, return to> (J) . otherwise call DMKSFMBK VDEVBLOK
1 to ent le function mode.
pam— , I o enter console function VCUBLOK
1f machine is idle, ( led for active 1/0), flag VMRSTAT. If machi VCHBLOK
CPEXBLOKS machine is idle, (not enabled for active , flag . If machine
is disable, call DMKCFMBK to enter console function mode.
[ 4
IOBA.'?KS Call DMKSCHDL to alter status. If any IOBLOKS or TROBLOKS to
TRQBLOKS process, set up new user and return to caller (IRA in R12). If any
CPEXBLOKS to unstack, return them to free storage and exit via R15.
o
DMKDSPA Dispatch highest priority user. If dispatch list is empty,
DMKSCHRL (DMKSCHRL). -
| LIST OF RUNABLE USERS
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Diag. 3B. Scheduler

INPUT

From
DMKDSPCH

€—> Check QUEUE Status

PROCESS

VMBLOK

VMTRQBLK
/ VMECEXT
t///— VMTIMER

| VMTLEVEL
I VMRSTAT
| VMDSTAT

VMQLEVEL
VMQSTAT

VMTMOUTQ
VMTTIME

| VMUPRIOR

TRQBLK J ECBLOK
EXTCPTR
exTcTMr| {TRAQBLOK
WAITO2

lr

i
/

VMBLOKS

o«

DMKSCHDL — Scheduler

Do real timer maintenance. If a virtual machine is:
® Runable (not waiting) cemeg 0

® Not in queue and not runable
® Was runable, drop from RUNLIST.

® Was in queue, not in a long wait (console function
mode, idle, log on/off) or an assured user

Otherwise, drop from queue, determine new dispatching
priority, chain CORTABLE entries of user’s active pages
for later flushing, and determine new projection set.

Determine user eligibility for QUEUEZ2 and if it will fit
in pageable storage. If so, add to QUEUEZ2; if not and
QUEUEZ2 is empty, add to queue. Else if in QUEUE,
put FLUSH chain on USERLIST; otherwise place in
FLUSH list scheduled

For users not scheduled for QUEUE1, drop from QUEUE
and run list, if entered. Set QUEUE1 dispatch priority and
VMQ1 flag. Add to WAITQ1 et €)

Runable user/not in a queue
Not runable/in a queue =g

Both runable and in a queue and end of time slice, set
VMOQLEVEL and at end of RUN list.

Neither runable nor in a queue and at queue drop time,
drop from queue RUN list.

If assured execution, put in QUEUE2 and RUN list; if not,
add to WAITQ1
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VMBLOK

VMECEXT I

VMPEND
VMEXTINT

VMQLEVEL

VMPRIOR
vMa1

WAITQ1

N

ECBLOK

VMBLOKS r

'

TRABLOK

EXTCPTMR

TRQVBAL

TRQBTOD

DMKDSPCH
Diag.2B
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The favored execution options allow an installation to
modify the algorithms described above and force the
system to devote more of its resources to a given user
than would ordinarily be the case. The options
provided are:

1. The basic favored execution option.
2. The favored execution percentage.

The basic favored execution option means that the user
so designated is never to be dropped from the active
(in queue) subset by the scheduler. When the user is
executable, he is to be placed in the dispatchable list
at his normal priority position. However, any active
user represents either an explicit or implicit
commitment of main storage. An explicit storage
commritment can be specified by either the Virtual=Real
option or the reserved page option. An implicit
commitment exists if neither of these options are
specified, and the scheduler recomputes the user's
projected work-set at what it would normally have been
at queue-drop time. Multiple users can have the basic
favored execution option set. However, if their
combined main storage requirements exceed the sytenm's
capacity, performance can suffer due to thrashing.

The basic favored execution option removes the primary
source of elapsed time stretch-out in a loaded
time-sharing environment. However, if the favored task
is highly compute bound and must compete for the CPU
with many other tasks of the same type, an installation
can define the CPU allocation to be made. In this
case, the favored execution percentage option can be
selected for one virtual machine. This option
specifies that the selected user, in addition to
remaining in queue, receives a given minimum percentage
of the total CPU time, if he <can use it. The
percentage is assured in the following manner:

l 1. The in-queue time slice is multiplied by the

requested percentage and added to the wuser's
current total CPU time usage.
2. The favored user, when he is executable, is then

always placed at the top of the dispatchable list
until he has obtained his guarantee.
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3. If the user obtains his guarantee before the
interval has elapsed, he is placed in the
dispatchable 1list according to his caluculated
dispatching priority.

4., 1In any case, at the end of the in-queue time slice
the percentage 1is recomputed and the process
repeated.

These options can impact the response time of

interactive users and only one favored percentage user
is allowed at any given tinme.

DISPATCHING/SCHEDULING SUPPORT ROUTINES

Most of the routines in the CP nucleus are reentrant
and multiple control program or user tasks can make use

of one routine at the same time. However, there are
certain areas where requests for a resource must be
serialized (as in paging) or delayed while previous

requests are serviced (as in requests to schedule I1I/0).

The CP Regquest Stack

The routine handling the request obtains a CPEXBLOK
from free storage and stores the caller's registers in
it; when the requested resource is free, the CPEXBLOK
is stacked for the dispatcher via a call to the Request
Stack Manager (DMKSTKCP). The dispatcher unstacks the
block and exits to the requesting routine the next time
it is entered. I/0 requests are stacked in the same
manner, except that the stacking vehicle is the IOBLOK,
and return is passed to the address specified in the
interrupt return address (IOBIRA). In either case, it
should be noted that the dispatcher always unstacks and
gives <control toe any stacked IOBLOKs and CPEXBLOKs
prior to dispatching a user. This guarantees that
control program information needed by a user (such as
page availability) is always as up-to-date as possible.



~ ~

CP INTERNAL TRACE TABLE

CP provides an internal trace table where events that
occur in the real machine may be recorded. The size of
the trace table depends on the amount of real storage
available at IPL time. For each 256K bytes (or part
thereof) of real storage available at IPL time, one
page (4096 bytes) is allocated to the CP trace table.
The storage thus allocated is contiguous and each entry
is 16 bytes long. The first byte of each trace table
-entry, the identification code, identifies the event
being recorded. Events that are traced are:

External interrupts
SVC interrupts

Program interrupts

I/0 interrupts

Free storage requests
Release of free storage
Entry into dispatch
Queue drop

Run user requests
Start 1I/0

Unstack I/0 interrupts
Storing .a virtual CSW
Test I/0

Halt device

The main initialization routine, DMKCPI, allocates
storage to the CP trace table and activates internal
tracing. If you do not wish to record events in the
trace table, the class A or E command MONITOR STOP can
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be issued to suppress recording. The pages allocated
to the trace table are not released and recording can
be restarted at any time by issuing the MONITOR START
command. If the VM/370 system should abnormally
terminate and automatically restart, the tracing of
events on the real machine will be active. After a
VM/370 IPL (manual or automatic), CP internal tracing
is always active.

The first event traced is placed in the lowest trace
table address. Each subsequent event is recorded in the
next available trace table entry. Once the trace table
is full, events are recorded at the lowest address
(overlaying the data previously recorded there).
Tracing continues with each new entry replacing an
entry from a previous cycle.

The trace table can be used to determine the events
that preceded a CP system failure. An ABEND dump
contains the CP internal trace table along with the
pointers to it. The address of the start of the trace
table, TRACSTRT, is at location X'0C'. The address of
the byte following the end of the trace table, TRACEND,
is at 1location Xx'10°. The address of the next
available trace table entry, TRACCURR, is at location
Xt14e, The trace table entry for the last event
completed is obtained by subtracting 16 bytes (X'10')
from the address stored in TRACCURR.

There are fourteen possible types of trace table
entries, each uniquely identified by the value of the
first byte. Figure 7 describes the format of each type
and identifies the CP module that records the event.
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Identification
Type of Event Module Code Format of Trace Table Entry
(hexadecimal)
External interrupt DMKPSA o1 X01'|  x'0000000000° Interrupt External Old PSW
o |1 g Code 8 15
N 1 ywerpor Instruction Interrupt
02 X'02 Vi
SVC interrupt DMKPSA o . GR 15 “ Length Code A Code e 8SVC OId PSW s
Program interrupt DMKPRG 03 x'03’ X’000000" Instruction Interrupt Program Old PSW
) 1 4 Length Code (g Code 8 15
Not used 04
1/0 interrupt DMKIOS 05 X05° Device 1/0 Old PSW + 4 : csw
0 1 2 Address 4 8 15
Free Storage (FREE) DMKFRE 06 X'06 GR 11 at entry GR Oatentry GR 1 at exit GR 14
0 1 4 8 12 15
Return storage (FRET) | DMKFRE 07 x07° GR 11 at entry GR 0 at entry GR 1 at entry GR 14
0 1 4 8 12 15, )
Contents of
Enter scheduler DMKSCH 08 VMRSTAT, VMDSTAT, Address of VMBLOK Value of GPU Timer
| o | and VMOSTAT 4 8 15 ‘
N Number of Projected Number of Current |
Queue drop DMKSCH 09 X'09" Address of VMBLOK 0ld Priority Pri;"i"y Resident Working Referenced Page load |
o | 4 6 g Pages 10 Set 12 Pages 14 PSA 45 i
Run user DMKDSP 0A X'0A' X"000000° RUNUSER value RUNPSW value from PSA
0 1 4 from PSA 8 15
. N ForCC=1,CSW+4
Start 1/0 DMKIOS 0B x'oB’| Condition Device Address of I0BLOK CAW otherwise this field is
Code Address
0 1 2 4 8 12 not used 15
Virtual
Unstack 1/0 interrupt DMKDSP oc Xoc’ X00" Device Address of VMBLOK Virtual CSW
o I 2 Address 4 8 15
Instruction Virtual §
Virtual CSW store DMKVIO 0D X'0D'l  Operation Device Address of VMBLOK Virtual CSW
0 1 Code 2 Address 4 8 15
" . ForCC=1,CSW+4
Test 1/0 DMKIOS OE x'0’| Condition Device Address of IOBLOK cAW otherwise this field is
0 1 Code ) Address 4 8 12 not used 15
- ) ForCC=1,CSW+4
Halt Device DMKIOS OF X'OF" Condition Device Address of IOBLOK CAW otherwise this field is
0 1 Code 2 Address 4 8 12 not used 15
Figure 7. CP Trace Table Entries
P
\\\ / N/




&

SPOOLING

The spooling support in
performs three functions.

the VM/370 control program

First, to simulate the operation of the virtual unit
record devices that are attached to each user's virtual
machine configuration. The simulation is done in such
a way that it appears to the program in the virtual
machine that it is controlling a real unit record
device. This support involves the interception and
interpretation of user SIOs, the movement of data to
and from the wuser's virtual storage space, and the
reflection of the necessary interrupt codes and ending
conditions in PSW's, CSW's and sense bytes. This
support is provided by the Virtual Spooling Executive.

Second, to unit record

operate the real equipment

attached the system that is used to transcribe user
output spool files from input from the real card
readers. This function is provided by the Real

Spooling Executive.

Third, to provide an interface among the users, the
system operator, and the spooling system so that the
location, format, priority and wutilization of the

systems spooling data and resources can be controlled.

SPOOL DATA FORMAT

Spool Buffer Format

The buffers used for collecting and writing spool data
are all one page (4096 bytes) in length, and contain
both the data to be transcribed and all CCWHs necessary
for operating the unit record devices that perform the

transcription. The data is provided in the exact
format required with no compression except that
trailing blanks are suppressed. The first two

doublewords of each buffer contain linkage information
described below, followed by the data and CCWs.

Each spool logical record (card or print 1line) is
stored as one data moving CCW (READ or WRITE), a TIC to
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the following CCW, and the full data record. Space is
left at the end of each buffer so that a SENSE command
can be inserted in order to force concurrent channel
end and device end. For card punch channel programs
there is an additional back chain field that points to
the card previously punched so that error recovery for

punch equipment checks can back up one card. The only
exception to the format of Read/Write-TIC-Data is in
buffers of files directed to the printer. In this

case, immediate operation code CCWs (skips and spaces)
are followed immediately by the next CCW.

Spool File Format

In addition to the data and CCWs contained in each
SPOOL buffer, the first two doublewords contain forward
and backward links to the next and previous buffers in
the file. This two-way linkage allows the file to be
backspaced/restarted from any point at any time. Also,
it means that if I/0 errors are encountered while
reading one buffer, the file is put in system hold
status. If purged, all buffers except those in error
are released. The two-way chain allows this control of
the file while preventing fragmentation by allowing
pages to be assigned and released individually
regardless of their ownership.

Each SPOOL file in the systenm
File Control Block (SFBLOK) that is resident in
storage. While the file is open, these blocks are
chained from the devices (either real or virtual) that
are processing the file, and from device type file
anchors after the file is closed. There is one file
chain each for printer, reader, and punch files. Each
SFBLOK contains information about the file that
describes its owner and originator (these can be
different for transfered files), the file name and
type, and the class and number of copies for output
files. All of these attributes can be examined and most
can be changed by the file's owner or the systen
operator. The SFBLOK also contains information such
as the starting and ending buffer addresses for the
file, the record size, certain file status flags, etc.

is controlled by a Spool
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SPOOL BUFFER MANAGEMENT

Real/Virtual Storage Management

Buffers used for the temporary storage of spool data on
its way between DASD secondary storage and the user's
virtual machine are allocated from a pool of virtual
storage space that belongs to CP. This pool consists
of the second 256K of virtual storage associated with
the VMBLOK that controls CP's paging activities. This
pool can be enlarged as a system generation option.
Virtual storage buffers are allocated in one page
increments by DMKPGT at the time the spool file is
opened for either input or output. If no virtual
storage space is available, the user is placed in a
wait state until a buffer is freed by another user
closing a file. This places limit on the number of
concurrent spooling operations permitted by the system
because spooling operates as a high priority task.

Real main storage is not allocated for a spooling
buffer until a virtual machine actually issues a SIO
that attempts to transfer data between the buffer and
the user's virtual storage space. At this time, a page
of real main storage is allocated to the buffer via the
main storage paging manager. The buffer is locked in
main storage (that is, is wunavailable to be paged out)
only for the amount of time necessary to transfer the
data. After the data transfer 1is complete, the buffer
is treated as a normal page of virtual storage, and can
be selected to be paged out. This ensures that low
usage spool files do not have buffers in real main
storage, while the buffers for high usage files should
remain resident. The Virtual Spooling Executive is
insensitve to the location of the spool buffer in real
storage, since all references to the data therein are
accomplished through the dynamic address translation
feature of the CPU.

DASD Space Allocation

While a spool buffer is active, it resides in in real
main storage or on the paging device. After it has
been filled with data from the virtual machine or a
real input reader, it is written to a page of
secondary DASD storage. The allocation of pages on the

»

IBM VM/370: Control Program Logic 82

spooling disk(s) is managed by DMKPGT which is used to
handle requests for both pages of virtual storage and
semipermanent spool file residence. DMKPGT maintains
separate allocation block chains for virtual storage
and spooling pages. Each block contains control
information and a bit map used to allocate pages on a
single cylinder. If none of the cylinders allocated
have any available pages, DMKPGT enters its cylinder
allocation routine.

DMKPGT attempts to even out the spooling/paging I/0
load by allocating cylinders in round robin fashion
across channels and devices. 1In order to minimize seek
times on a given device, an attempt is made to allocate
cylinders as «close to the relative center of the
spooling/paging area as is possible.

Paging Device Support: All actual input/output for the

page buffers on any device is controlled by the Paging
I/0 Executive DMKPAGIO and is discussed in that section
in this publication.

VIRTUAL SPOOLING MANAGER (DMKVSP)

The two functions of the virtual spooling manager are
to simulate the operation of all spooled unit-record
devices attached to the user's virtual machine, and to
read and write the spool files associated with those
devices. The following virtual devices are supported
for spooling, with the exceptions noted:

e The 1IBM 2540 Card Reader/Punch, except for punch
feed read and column binary

e The IBM 1403 Printer Models 2 and N1 (132 positions)
e The IBM 3211 Printer (150 print positions)

e The IBM 3505 Card Reader (except for mark senses
reading)

e The IBM 3525 Punch (except for the card read, print,
and data protect features).

The following consoles and terminals are also supported
for spooling when entered into the directory as the



virtual system console:

e IBM 1052 Printer-Keyboard, Model 7
Console)

e IBM 3210 Console Printer-Keyboard, Models 1 and 2

e TIBM 3215 Console Printer-Keyboard, Model 1

(via the 2150

It is assumed that all virtual printers have the
universal character set feature. No checking is done on
the spooled printer data. However, any UCS buffer
commands issued by the virtual machine (load UCS
buffer, block data checks, etc.) are ignored. It is up
to the user and the installation to ensure that the
output is directed to the proper real printer via use
of the output CLASS feature described below. For the
3211 printer, Forms Control Buffer (FCB) commands are
accepted and simulated by means of a virtual FCB
maintained by the executive The use of the virtual FCB
is the only way to simulate end-of-form conditions
reflected by the detection of a channel 9 or 12 punch.
When the spooled file is directed to a real 3211 or
1403, the operator is responsible for loading the FCB
or mounting the proper carriage tape.

If any of the unsupported unit-record features are
required, they may be used by attaching the real device
directly to the user's virtual machine. Thus, a 3505
reader could be used for the most part as a spooling
input reader, but attached directly to a batch virtual
machine when it is necessary to read mark sense cards.

Output File Processing

DMKVSP receives control from the Virtual I/0 Executive
DMKVIO when the user 1issues a SIO to a spooled unit
record device. DMKVIO does not pass control until it
has been determined that the device is available (that
is, non-busy and with no interrupts pending). DMKVSP
first determines if the device is currently processing
a file. If it is, processing continues. If this is
the first command issued by the given device, a new
output file must be opened. An open subroutine is
called to build the control blocks necessary to manage
the file and to obtain virtual storage and DASD buffer
space. Control is then returned to DMKVSP.

DMSVSP then analyzes and interprets the channel progran
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associated with the user's SIO. Each CCW is tested for
validity of command, address, flags, alignment,
protection, etc., and if the CCW is valid, the user's
data is moved from his own virtual storage space to the
buffer in the spooling virtual storage. When this
buffer is full, it 1is written to a page of DASD
secondary storage and a new buffer is obtained. The
interpretation of the usei's channel program continues
until there are no more CCWs or until an error
condition is detected which prohibits further
processing. In either case, the device is marked as
having the proper interrupts pending, a CSH is
contructed, and DMKVSP exits to the main dispatcher. In
contrast to nonspooled I/0, the user has remained in a
pseudo-wait (IOWAIT) for the time it took to interpret
the entire channel progranm.

The output file can be logically closed by the user
either by issuing an invalid CCW command code, or via
the CP console function CLOSE. In either case, the
device 1is cleared of pending interrupts, the file
chains are completed, and the file is either queued for
output on a real device of the proper type (printer or
punch), or, if XFER is in effect, is queued for input
to another user.

Input File Processing

Input file processing is similar to output file
processing, except for the open and close functions,
and the analysis of CCW commands and the direction of
data movement. Many common routines are utilized to
locate and verify CCWs, obtain buffer space, and to
move the spooling data.

The difference in the open function is that instead of
creating a new file, it is necessary to locate a reader
file that already exists in the system. To do this, the
open subroutine scans the SFBLOKs chained from the
anchor READERS in order to find a file with an owner
userid that matches that of the caller. If a file is
not found, a unit check/intervention required condition
is reflected to the user; otherwise, its SFBLOK is
chained to the control block for the reader and the
channel program is interpreted in the same manner as
for an output file.
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Diag. 4B1. Virtual Spooling Manager

INPUT

'SI0 from
virtual
machine

From DMKPRG, DMKPRV, and DMKVIO

PROCESS
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OUTPUT

GR 2
Virtual CAW

Users
Virtual Storage

DMKVSPEX — Virtual Spooling Manager

Real Storage

CCWs

Data

VDEVBLOK

VDEVSPL
VDEVCSW

Is spool file open (VDEVSPL#0) ?
. Yes, No
i

Call DMKFREE to create VSPLCTL and WORK BUFFER.
Open file.

For Printer, Punch or Console (see Note)
Get virtual CCW, validify its opcode, and set initial CSW status.

VSPLCTLj Free

WORK BUFFERJ

If data transfer, move CCW and Data @ from users area to
WORK BUFFER

Move CCW and Data ° to SPOOL BUFFER. if errors, termmate
channel program, post error status in VDEVCSW, and
Otherwise, process all CCWs, post interrupt pending in VDEVCSW

and return to virtual machine

For Reader:
Move CCW and Data @) from SPOOL BUFFER to WORK BUFFER
Simulate a read: Move Dataefrom WORK BUFFER to users
area and post channel end in VDEVCSW.

Dynamic
Paging

Area

User’s virtual

machine page that
contains data area

L

SPOOL BUFFER

SPLINK

Read CCW

Read CCW

1f user is chaining, repeat read operation; otherwise post device end
.in VDEVCSW and

NOTE: Virtual console spooling is the same as printer spooling except that:

® A skip to channel one CCW is inserted every 60 lines of output
©® The operator’s virtual console spool buffer is written for every 16 lines of output

@ The virtual spool buffer is written to the allocated spool device when the first
CCW is placed in the virtual buffer. The buffer is kept in a pseudo closed state
so that checkpoint saves the buffer in the event of a system failure.

DMKDSPCH
Diag.2B
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After the input file is exahusted, a unit exception is
reflected to the user machine, unless the user has
requested either continuous spooling or that an EOF not
be reflected. With continuous spooling, the unit
exception is not reflected until the last file for that
user is processed. If NOEOF is specified, the
simulation terminates with a unit check/intervention
required condition (similar to what happens if the EOF
button on a real reader is not pushed).

In either case, the input file is then deleted from the
system, unless the user has specifically requested that
his input files be saved. If the file is saved, it can
be re-read any number of tinmes.

Virtual Console Spooling

Support of the virtual console input and output is

provided as an option of the VM/370 spooling

capabilities. This support fulfills the following

requirements:

e Provides hardcopy support for CMS Batch virtual
machines.

e Allows DISCONNECTED virtual machines to spool

virtual console output to disk instead of losing the
output.

L3
e Improves the performance of virtual machines that
currently produce a large amount of console output.

Whenever a SIO IS ISSUED TO A VIRTUAL MACHINE CONSOLE|
THE Virtual Console Manager (DMKVCN) determines if the
spooling option is active. If it is, control is passed
to the Virtual Spooling Manager at DMKVSPBP to insert
the data into a spool file buffer. While console
spooling utilizes, basically, the same code as printer
spooling, the following exceptions are made:

e A skip to channel one CCW is inserted every 60 lines
of output.

e The operator's virtual console spool buffer is
written out every 16 lines of output.
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e The virtual space buffer is written out to the
allocated spool device when the first CCW is placed
in that virtual buffer. The 1linkage area of the
virtual spool buffer takes the form of a CLOSE file
to allow checkpoint (DMKCKP) to recover the active
spool file in the event of a shutdown due to system
failure. The data in the virtual buffer, not yet
written out to the spool device will not be

recovered.

To maintain a pseudo closed file status for comsole
spool files, DMKSPL now assigns spool
identifications to all output spool files where they
are first queued.

A virtual system reset, device reset, or IPL will
not close the virtual console spool file. The
LOGOFF, FORCE, or DETACH of virtual console commands
will close the virtual console spool file. The
SHUTDOWN command will close the operator's console
spool file. If the SHUTDOWN command is issued by a

Class A user other than the operator, the console
spool file for both the user and operator will be
closed.

REAL SPOOLING MANAGER (DMKRSP)

The real spooling manager operates the real unit record
devices that are attached to the system and that are
used to transcribe input data into reader spool files
and user output spool files onto the real printers and
punches. The executive optimizes the use of main
storage and the CPU rather than running the system unit
record devices at their rated speeds. DASD input files
are not double buffered and under periods of peak load,
input and output devices tend to rum in Dbursts.
However, command chaining is used for all unit record
channel programs so that the devices are running at
their maximum speed with a minimum of interruptions.
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Diag. 4B2. Real Spooling Manager

INPUT

From DMKIOS
after spooling
device interrupt

PROCESS

For Printer/Punch:

DMKRSPEX — Real Spooling Manager

RDEVBLOK
i RDEVSPL]
| RSPLCTL
SFBLOK
\ Note:
SFBUSER Thereisa
set of these
SFBCO blocks per
output
device
i
I
For Reader:
10BLOK
10BCSW

For Printer/Punch:
If a file is active on this real device go to o
n Otherwise, build the control blocks for the available
device and locate the SFBLOK on the file chain that
matches the real device.
If file not found
Otherwise, unchain SFBLOK and chain to RSPLCTL
and inform operator of file and device status.
Print/Punch separator

0‘ Read file buffer. If file is being restarted (back-chain
field #0) skip to channel 1

If not EOF, reconstruct CCWs in data page, create
10BLOK and chain CCWs to it. Call DMK/OSQR to
start 1/0 and .

Otherwise, to make additional copies go to o

or release the DASD space and go to 0

For Reader:

Locate RDEVBLOK and determine the result of last
interrupt. If Device End (alone), open file via
DMKSPL VR, build CONBUFF and CCWs, call
DMK/IOSRR to read cards into SPOOL BUFFER and

Otherwise, determine if last interrupt was Channel End or
Control Unit End. If neither

When Control Unit End, call DMKRPAPT to write
SPOOL BUFFER to DASD and -

When Channel End, call DMKPGTSG to get next
DASD space, call DMKRPAPT to write previous
SPOOL BUFFER to DASD and
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OUTPUT

For Printer/Pynch:

10BLOK

RDEVBLOK

RQEVS!AT
RDE

[RDEVSPL _| 10BCAW
Cam \]

Real Storage

SPOOL BUFFER

CCWs[TIiC [ |
Data
Eemni——— R

Data

\J

For Reader:

Real Storage

SPOOL BUFFER
CCWs/TIC

Data

C IC

Data

CONBUFF

DMKDSPCH
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Output File Processing

Both the input and output functions of DMKRSP are
interrupt driven. Thus, DMKRSP does not process unless
an internally or externally generated not-ready to
ready device end interrupt occurs. External interrupts
are generated by the hardware in the normal manner,
while internal, "psuedo interrupts,"™ are dgenerated by
the software when an output file has been queued on the
real printers or punches file chain, or when the
‘operator issues a START command to a drained device.

Upon receipt of the initial device end for a printer or
punch, DMKRSP searches the appropriate file chain for
the SFBLOK of a file whose class matches that of the
device that was made ready. When the SFBLOK is located
(provided the file is not inm a HOLD status), it is
unchained from the output queue and chained to the real
device block that services the file. A page of real
main storage is then obtained for wuse as a buffer, and
the -output separator routine (DMKSEP) 1is called to
print output identifier pages. When DMKSEP returns
control to DMKRSP, the first buffer of the file is
paged 1into real main storage, and the CCHs in the
channel program that it contains are adjusted so that
their data addresses correspond to the real addresses
at which the data resides. The real SIO supervisor
(DMKIOSQR) is then called to start the channel progranm,
and DMKRSP exits to the dispatcher (DMKDSPCH) to await
the interrupt.

When the channel end/device end interrupt for the
completed buffer is unstacked to DMKRSP, the forward

chain file 1link field is used to locate the, next
buffer. This buffer is paged-in, and the process is
repeated until the final buffer is processed. At this

of copies requested for the file is

number of copies is 0, processing
is deleted from the systenm;
as many times as is

point, the number

decremented. If the
is terminated and the file
otherwise, the process is repeated

necessary.
When file processing is complete, a scan of the
appropriate output queue is again made, and if a file

is found it is processed. If the queue is empty, or if
a file with a matching class is not found, an exit is
taken to DMKDSPCH to wait for another ready interrupt.
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output file processing can be modified by either the
system operator via the spooling support command or as
a result of system errors. The operator commands allow
a given file to be backspaced or restarted, and the
files of individual users or the whole system to be
held and released for output in a very flexible manner.
I/0 errors also affect the spooling system, and a
description of how they are processed is in the section
"Error Recovery."

Input File Processing

Reader file processing is initiated by the receipt of
a device end interrupt from a spooling card reader. No
explicit operator command is required to start the
processing of an input file. When the device end is
unstacked to DMKRSP, an open subroutine is called to
build the necessary control blocks and to obtain the
virtual, real, and DASD buffer space required for the
file. A channel program to read 41 cards is built in
the buffer, and DMKIOSQR is called to start the reader.

When the interrupt for the first buffer is unstacked,
the first card is checked for its validity as a userid
card. The minimum information that this card must
contain is the wuserid of the owner of the input file.
It may appear anywhere on the card, with the
restriction that it mnust be the first information
punched. Optional information on the userid card can
include a file name and type and/or the class of the
virtual card reader to which the file is to be
directed. If the userid is valid, the file processing
continues; otherwise, the operator receives an error
message and processing is terminated.

After each file buffer is read, it is written onto disk
by the paging 1I/O routines in the same manner that
virtual output files are handled. When a unit
exception signaling physical end of file is received
from the reader, the file is closed by writing the
final buffer to disk and completing and queueing the
SFBLOK to the readers file chain. If the owner of the
file 1is currently 1logged in, he is given a message
indicating that a file has been read and the
appropriate card reader is posted with a device end
interrupt.
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Accounting Card Processing

vVvarious routines in CP accumulate, format, and punch
account cards that contain system usage information for
certain users. These routines format the information
into an 80-column card image preceded by a punch CCW
and call DMKACOAQ to queue the card for real output.
DMKACOAQ calls DMKACOPU to punch the card on a real
punch if one is available; otherwise, the card is
queued in main storage until a punch is free. When a
punch finishes processing its last file, a test is made
to see if any accounting cards have been queued. If
they have, DMKACOPU is called to process then.

In addition to the cards generated by CP to account for
a virtual machine's use of system resources, the user
may request cards to be punched in order to account for
the use of virtual machine resources by jobs running
under his userid. In order to do so, the user must
have specified the account option (ACCT) when initially
entered into the directory.

In order to punch an accounting card, the wuser must
issue a X'004C* diagnose instruction with a pointer to
a parameter list containing the "charge tov
information. If +the pointer is zero, the accounting
card will be punched and will contain the usert's own
identification taken from his VMBLOK.

When the user accounting option is being utilized, the
user must keep in mind that each additional accounting
record requested is occupying real storage space.
Degradation of system performance will occur if
available storage becomes filled with accounting data.

SPOOLING COMMAND SYSTEM

The spooling command system provides an interface
between the user, the system operator, and the spooling
system itself. There are three types of spooling
commands.

e Those that affect virtual devices
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e Those that affect real devices

e Those that affect SPOOL files that are queued within
the systen

The commands that affect virtual devices are generally
available to all system users, and a user can only
affect the status of devices that are attached to his
own virtual machine. Commands that affect +the status
of the real system's spooling devices are restricted to
use by the system operator. Commnands that affect
closed spool files that are awaiting processing are
generally available to all users, with some additional
capabilities assigned to the system operator. For
example, a user may alter the characteristics only of
those files that have an owner's userid that matches
his own, whereas the system operator may change any
SPOOL file in the systen.

File States and Attributes

Each spool file in the system has a number of
attributes that are assigned to it, either explicitly
or by default, at the time that it is created. These
attributes and their values are as follows:

. Filename and type can be 24 character fields.
Either or both «can be replaced by a user-supplied
value.

. Spoolid number is a system—assigned number between
1 and 9999. It is automatically assigned when the
file is created (input) or closed (output), and is
unique within the system. The file's owner, the
device type, and the id number are specified.
Usually, the userid defaults to the identification
of the user issuing the given command. Since the
identification number rather than the file name and
type is used as an jdentifier, duplicate
user—-assigned names do not present an
identification problen.

. The number of 1logical records (cards or print
lines) in the file is an integer between 1 and 16
million. For printer files, the record count also
includes any immediate operation code space or skip
CCWs.
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. The Originating User is the identification of the
files creator, if the file has been internally
transfered from the originator's printer or punch

to the new owner's card reader.

. The number of copies requested for an output file
is a number between 1 and 99. Unless altered by the
user or operator, it defaults to 1.

file
the virtual

. The device type is used by DIAGNOSE for a
transferred to a reader to determine
type of output device.

In addition to those attributes, a file that is queued

for real output or virtual input always has a class
associated with it. A class is a single alphameric
character from A through Z or from 0 to 9. It is used

to control both the real or virtual device on which the
file will be printed, punched, or read, and the
relative priority and sequence of output on the device.
While each file is assigned a single class, each real
spooling output device be assigned from one to four
classes. The device then processes only files that
have a class attribute that corresponds to one of its
own, and will process these files in the order that its
own classes are specified.

Por example, if a printer is assigned the classes A, D,
2, it processes any printer file with a <class of 2
before it searches the printer output queue for a file
with class D. All <class D files are printed before
class 2 files.

The output class for a file is assigned at the time
the file is created and is the class that is associated
with the virtual device that created it. While each
real spooling device can have up to four classes, each
virtual spooling device can have only one. When a user
logs onto to the system, the class associated with a
device is the one defined in his directory entry for
that device. However, he can alter this class at any
time via the spool command. As files are created and
closed by a device, they take on the device's output
class.
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After they are closed and are awaiting output, their
class can be changed via a CHANGE command issued either
by the file's owner or the system operator. The system
operator can alter the system generated output
class(es) of a real output device via the START
command.

Output files transferred to a user's virtual reader can
also be controlled by class. If the receiving user has
several readers, the input to each can be 1limited to
files of a certain class. In addition, the ORDER
command allows sequencing of input files by class as
well as spoolid number.

Output priorities can also be managed by altering the
hold status of a file. Individual users can alter the
hold status with the CHANGE command, while the systenm
operator can change (hold or free) the files of
specific individual users.

Command

These commands affect the status of a user's virtual

spooling devices:

Meaning

Terminates spooling operations on a specified
device. It clears the device of any pending
interrupt conditions, and for output files
completes and queues the file for real
output. Optional parameters allow the user
to specify a filename and type, and to
override for the given file any standard
class, hold/nohold or copy parameters set
into the output device by the spool command.

CLOSE

SPOOL Establishes the file attributes that apply to

files created on, or read by, the given
device. It establishes the CLASS that will
be in effect, whether: files are to be

automatically held, input files are to be
saved or purged after reading, and output
files are to be directed to the real system
printers and punches or are to be transferred
to a user's virtual reader.
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Real Device Spooling Commands

The operator can use these commands to control the
activity of the real spooling devices:

Command  Mean
BACKSPAC Backspaces an active spooling device for
either a specified number of pages (printers
only) or to the beginning of the file
(printers or punches).
DRAIN Stops the operation of a specified output or
input device after it has finished processing
the file on which it is currently working. A
printer must be drained prior to the issuance
of the LCADBUF command. Unit record devices
are normally drained prior to systenm
shutdown.

Restart a device after it has been drained.
Optional parameters allow the operator to
specify the spooling output class for the
output device, and if output separator
records will be created.

START

FLUSH Inmediately halt the output on the specified
device and either flush that copy of the file
from the system, or put it into the systen
hold status for future processing.

REPEAT Supplement the number of copies requested by
the user for the file when it was created.
The operator can specify a number from 1 to
99 that is added to the number specified by

the user.

Load the Universal Character Set Buffer of
the FCB of the specified printer with the
specified image. If requested, the system
verifies the loading by printing its contents
on the affected printer.

LOADEUF

SPACE Force the output on the specified printer to
be single spaced, regardless of the skipping
or spacing commands specified by the file's

creator.

\\\ }/

Spool File Management Commands: The spooling commands
are used to alter the attributes and status of closed
spool files that are queued and awaiting processing.
When a command applies to an individual file, the
device type (RDR, PUN, PRT) and the spoolid number must
be provided in order to identify the file. It should
be noted that in most commands requiring a spoolid, the
keyword class followed by a valid spool class or the
keyword ALL are acceptable substitutes for the spoolid
number. This causes the command to be executed for all
files of the given class or device type. Tke userid is
assumed to be the identificaticm of the wuser issuinrg
the conmmand, except that the system operator must
explicitly supply the identification of the user whose
files he wishes to affect or he must specify the
keyword SYSTEM which gives access to all files (valid
for CHANGE, PURGE, ORDER, and TRANSFER commands also).

Command

CHANGE Change the filename and type, the number of
copies, and the class of the specified file.
Any of the above attributes of a file can be

determined via the QUERY command.

HOLD PIace, via the system operator, the specified
file in a hold status. The file will not be
printed or punched until it is released by
the system operator. The operator can ' hold
any user files by device type.

FREE Opposite of the HOLD command. Allows a file
or group of files that were previously held
to become available for processing. However,
the wuser cannot reset a hold set by the
operator via the HOLD command.

PURGE Removes unwanted spool files from the systenm

before they are printed or punched.

ORDER Reorder the input files in a virtual card

reader. It can order files by identification

number, by class, or by any mixture of the
two.

TRANSFER Transfer a virtual input to another user's
virtual reader without any processing. The
TRANSFER command causes a changing in the
owning userid field in the file's SFBLOK.
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SPOOLING ERROR RECOVERY

Unit Record I/0 Errors

I/0 errors on real spocling unit record devices are
handled by a transient routine that is called by DMKICS
after it has sensed the unit check associated with the
error on a spooling device. If appropriate, a restart
CAW is calculated and DMKIOS is requested to retry the
operation, in some cases waiting for a device end that
signals that the failing device has been made ready
after manual corrective measures have been taken. If
after retrying the operation the error is
unrecoverable, DMKIOS is informed that a fatal error
has occurred. DMKIOS then wunstacks the interrupt,
flagged as a fatal error, and passes control to real
spooling executive. The routines that handle unstacked
interrupts in real spooling executive only see
operations that have been completed correctly or those
that are fatal errors. If a fatal error is unstacked,
the recovery mechanism depends on the operation in
progress.

For fatal reader errors, processing of the current file
is terminated and any portion of the file that has been
read and stored on disk is purged. The file's owner is
not informed of the presence of a fractional part of
the file in the systen.

For fatal printer or punch errors, the SFBLOK for the
partially ccmpleted file is re-queued to the
appropriate output 1list and processing can be resumed
by another available printer or punch, or <can bte
deferred until the failing device is repaired.

case, the failing device 1is marked 1logically
and no attempt is made by the system to use it
varies it back online via the VARY

In any
offline,
until the operator
command.

DASD Errors During Spooling

DASD I/0 errors for page writes are transparent to the

user. A new page for the buffer is assigned, the file
linkage pointers are adjusted, and the buffer is
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rewritten. The failing page is not de-allocated and no
subsequent request for page space granted access to the
failing pages If an unrecoverable error is encountered
while reading a page, processing depends on the routine
that is reading the file. If the processing is being
done for a virtual reader, the user is informed of the
error and a unit check/intervention required condition
is reflected to the reader. If the processing is being
dcne for a real printer or punch, the failing buffer is
put into the systen hold status, and processing
ccntinues with the next file. 1In either case, the DASD
page is not de-allocated and it is not available for
the use of other tasks.

DASD Spcol Space Exhausted

allocated for paging and spooling on the
system's DASD volumes is exhausted and more is
requested by a virtual spooling function, the user
receives a message and a unit check intervention
required condition is reflected to the virtual output
device that is requesting the space, the output file is
automatically closed and it is available for future
processing. The user can clear the unit check and
retry the operation periodically in the hope that space
is free or completely restart later from the beginning

If the space

of the Jjob. If the task requesting the space is the
real spooling reader task, the operator receives an
error message and the ©partially complete file is
purged. Any time the spooling space is exhausted, the
orerator is warned by a console nmessage and alarm.
However, the system attempts to continue normal
operation.

CP INITIALIZATION

System initialization starts when the operator selects
the DASD device address of the VM/370 control progran
System's Residence Volume (SYSRES) and presses the IPL
button. The System/370 hardware reads 24 bytes from
record 1 of cylinder O on SYSRES into location 0 of
main storage. This record consists of an initial PSW
and a channel program. The channel program is used to
read the module DMKCKP into location X'800' and give it



Diag. 5B. CP Initialization
IPL
INPUT PROCESS
RCHBLOK Load DMKCKP in X ‘800’
— ——
EA—HCUTBL RCUBLOK
— DMKCKPT
RCUI F—
YMBLOK RDEVBLOK For a warm start
® Checkpoint active file chains,
® Check point system log message
Load DMKSAYV in high storage
w @ DMKSAV (DMKSAVRS entry point)
Read copy of nucleus into main storage
Give control to DMKCPI]
OWNDLIST
DMKCPINT
ALOCBLOK Initialize storage
RCHBLOES Mount devices
RcHCUTB _i Initialize TOD clock
7 RCUBL?KS LOGON operator
RCUDVTBL}— Call DMKWRM for warm start
VMBLOK #— JBDEVBLOKS Allocate Dump File
Build cylinder allocation tables

OUTPUT
SEGTABLE
SEGPAGE
PAGTABLE
PAGSWP
SWPTABLE
SWPPAG
SWPCYL —
CORTABLE
CORSWPNT|
CORPGPNT m
RCHBLOK
m
RCHCUTBLU™Y pcuBLOK
| RCUDVTELI rpEvBLOK

DMKDSPCH
Diag. 28
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| Diag. 5B1. CP IPL

INPUT

IBM VM/370: Control Progranm

All
Other

Mounted
Devices 44“
cp
Owned

—

System
Residence

FROM
DMKSAV
PROCESS
DMKCPINT Initialize nucleus, work areas and control blocks, log on system

operator, mount and verify all ready DASD, prepare system
for operation

OUTPUT

Logic

PSWs CPUID, ete.

OWNDLIST
CONTROL
ALOCBLOK VMBLOCK UNIT
INDEX
L CHANNEL UNIT
RDEVELOK INDEX INDEX
PR

Set up PSWs
Clear logout areas
Determine size of real storage (set key 0 inall)
Initialize coretable and lock resident pages
Initialize free storage
Read serial numbers of all mounted DASD (mark them
available as well as other devices really present)
Build virtual storage tables for CP virtual storage space
Issue system initial message

(for example, VM/370 Version X, Level X)

Build user directory page list — DVKUDRBV
Log on operator — DMKLOGOP
Verify all CP owned devices are mounted — DVKSCNVS
Verify sysgen size equal to real size
Test internal timer working
Is this a warm start (automatic)?

If Yes
print message
warm start

DMKWRMST
Read in check-
pointed spool
files accounting
records, etc.

If No

® Request operator information
(cold, shut or req) (default warm)

— 1 COLD or WARM

— If SHUTDOWN Load disabled wait

— If DRAIN  Drain in PSwW
combination Explicit device or
with cold warm start

Allocate dump file and allocation blocks
— If drain not specified — start spool files

Request date and time from operator, if TOD clock is not set

DMKDSPCH
Diag.2B

RCHBLOK
RCUBLOK
RDEVBLOK

SWPTABLE
PAGTABLE i

CORTABLE

SPOOL
I DEVICES |

\/
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Diag. 5B2. Check Point

From IPL
Button

INPUT

PROCESS

Address of System Owned Devices

Address of Date

Address of System Punch Table

Count of Real Device

First Real Device

DMKCKPT

® Retrieves user accounting data from the user
tables and unpunched accounting cards,
accounting information for dedicated devices,
saves system log messages, saves spool file
blocks for active and closed.

® Writes all above data on warm start cylinder.
® Loads DMKSAYV and goes to entry DMKSAVRS

System Log Messages

Warm Start Cylinder Address

:> r ® Cold Start?

Yes ® Issue halt 1/0 to all devices

Console Address

® Write accounting information to warm start
cylinder

Active users
Account cards
Dedicated devices

RCHBLOK
RCVBLOK
i RDEVBLOK

VMBLOKS

Channel Index ‘
Control Index

Device Index

® Save system log messages date and time

® Save system spool file control blocks

Active
Closed

® Save spool hold queue blocks and hold queue
switch byte

Save allocation record blocks

Was a shutdown requested?

if yes ﬁ issue shutdown

no message and

® Move ‘warm’ to IDENT

® Move ‘cold’ to IDENT

DMKSAVRS
Diag.5B3

OUTPUT

System
Residence Device
(warm start
cylinder)

LPSW
Disable Wait
State
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Diag. 5B3. Save Systenm

INPUT

From
VMFLOAD

From
DMKCKP

PROCESS
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OUTPUT

SYSTEM
RESIDENCE
(NUCLEUS CYLINDER)

S

DEVICE TYPE FOR SYSRES

SYSTEM RESIDENCE DEVICE
ADDRESS

DMKSAVRS

Loads CP nuclear into real storage and writes out CP
nucleus onto system residence

SYSTEM

® Read CP nucleus into real storage from nucleus
cylinder on system residence volume

RESIDENCE
NUCLEUS CYLINDER

DMKSAVNC

SYSTEM RESIDENCE CLASS
AND TYPE

NUCLEUS CYLINDER
NUMBER ON SYSTEM
RESIDENCE DEVICE

SYSTEM RESIDENCE
VOLUME SERIAL

® Get svstem residence device type (2314, 3330, 2305)

® s this the correct DASD

VOLSER = System VOLSER  Terminate,

If no mumunlp issue message
(Device not ready
or VOLID not

If § ves XXXXX)

® Write copy of CP nucleus on system
residence volume

Write IPL record 1

Write IPL record 2
(which is DMKCKP)

® [ssue nucleus loaded message

DMKCPINT
Diag. 581

LPSW Disable
Wait State
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Diag. 5B4. Warm Start

INPUT

PROCESS

DMKWRMST — Warm Start

ACNTBLOK
RECBLOK
SHOBLOK
RDEVBLOK
SFBLOK

Warm
Start
Cylinder

DMKRSPAC
DMKRSPHQ
DMKRSPRD
DMKRSPPR
DMKRSPPU
DMKRSPID

DMKRSPDL

Retrieve system log messages, account cards, spool file blocks,
spooling allocation records, spool hold queue blocks from the
warm start cylinder on the IPL pack

OUTPUT

r COLD START?

[ ]
YES

Locate warm start cylinder

® Read account cards written by DMKCKP

Chain cards to DMKKSPAC anchor

Read system log messages written by DMKCKP
Chain messages to DMKSYSLG

Read spool file control blocks written by DMKCKP
Restore system spoolid counter, DMKRSPID

Chain blocks to DMKRSPRD (Reader)
DMKRSPPR (Printer)
DMKRSPPU (Punch)
DMKRSPDL (Delete)

Read spool record allocation blocks and chain to
real file blocks

Chain record allocation blocks to spool file blocks
Read spool hold queue blocks written by DMKCKP
Chain blocks to DMKRSPHQ

Clear record 1, warm start cylinder

ACNTBLOK
RECBLOK
SHOBLOK

SFBLOK

Return to
DMKCPI
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control. DMKCKE checks location CPID in module DMKPSA.
If this location contains the value CPCP or WARM, then
DMKCKP checkpoints the active file chains and saves the
systenm log messages and accounting informaticn;
otherwise, a cold start is performed and the
checkpointing is not done.

If 1location CPID contained the value CPCP, then
checkpoint locads a wait state PSW at this time.

If location CPID does not contain the value CPCP, then
DMKCP loads TDMKSAV and passes control to it at entry
point DMKSAVRS. DMKSAV reloads a page image copy of

the CP nucleus into real storage starting at page 0.
When DMKSAV is finished, control 1is transferred to
DMKCPI. DMKCPI perfornms the main initialization

includes calling DMKWRM to perform the
When DMKCPI has finished it, it

function. This
warm start function.

passes control to DMKDSPCH. DMKDSPCH loads a wait
state PSW to wait for work.

FREE STORAGE MANAGEMENT

DMKFRE 1is responsible for the management of free
storage, and is used within the control program for
obtaining free storage for I/0 tasks, CCW strings,

various I/0 buffers, etc. It 1is used, in fact, for
practically all such applications except real channel,
control-unit, and device-blocks, and the CORTABLE.

Block sizes of 30 doublewords or less, constituting
about 99 per cent of all calls for free storage, are
grouped into 10 subpool sizes (3 doublewords each), and
are handled by LIFO (push-down stack) logic. Blocks of
greater than 30 doublewords are strung off a chained
list in the classic manner.

Subpool blocks are generally obtained, when none are
available, from the first larger sized block at the end
of availakle free storage with the smaller sizes. Large
blocks, on the other hand, are obtained from the
high-numbered end of the last 1larger block. This
procedure tends to keep the volatile small subpool
blocks separated from the large blocks, some of which
stay in storage for much longer periods of time; thus,
undue fragmenting of available storage is avoided.
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DMKFRE initially starts without
they are obtained from DMKFREE
on a demand basis.

any subpool blocks;
and returned to DMKFRET

The various cases of calls to DMKFREE for obtaining
free storage, or to DMKFRET for returning it, for
subpool sizes and large sizes, are handled as follows:

Call to DMKFREE for a Subpool Size

Subpool Available: If a call for a subpool size is made
and a block of the suitable size is available, the
block found is detached from the chain, the chain
patched to the next subpool block of the same size (if
any), and the given block returned to the caller.

Subpool Not Available: If there is no suitable block
when a call to DMKFREE is made for a subpool size, a
check is wmade to see if any larger subpool block can
profitably be split up into the size requested and
another subpool size. If this is feasible, the larger
block is detached from its subpool and split. The
requested block is returned to the caller, and the
remaining block is attached to its subpool: Otherwise,
the chained list of free storage is searched for a
block of equal or 1larger size. The first block of
larger or equal storage is used to satisfy the call (an
equal-size block taking priority), except that blocks
within the dynamic paging area are avoided if at all
possible. If no equal or larger block is found, all the
subpool blocks currently not in use are returned to the
main free storage chain, and then the free storage
chain is again searched for a block big enough to
satisfy the call. If there still is no block big
enough to satisfy the request, then DMKPTRFR is called
to obtain another page of storage from the dynanmic
paging area, and the process is repeated to obtain the
needed block.

Call to DMKFREE for a Large Block

If a call to DMKFREE is made for a block larger than 30
doublewords, then the chained list of free storage is
searched fcr a block of equal or larger size. If an



Diag. 6B1. Free (Provide) a Block of Storage

General
Entry
INPUT PROCESS OUTPUT

DMKFREE — Provide caller with block of Free Storage
General Reg. 0 Real Storage
0 Determine size of request.

Number of X’'00"
f;ﬂm'ds For subpools; scan SUBTABLE from size of request to end Nucleus

of SUBTABLE to obtain a subpool for requestor. If none DMKCPEND

> is available go to o , otherwise, N Free Storage

SUBTABLE ® Detach the block from the subpool Naxt 4K boundary .

® Return its address to caller P # , Pl
— 3 doubleword P'ﬂ"‘ﬂ in Dynamic
subpool ® Attach any remaining portion of the subpool to an : . “'g":‘gx‘:::’ﬁ::‘d
—6 doubleword appropriate smaller subpool 2 ._ of free area
subpool

o For large blocks, scan CHAINED list to obtain a block for
L SeeNote. 1 requestor. If none is available, attempt to create block

H i i . If iousl
Ty e — for CHAINED list by returning subpools previously

subpool done, call DMKPTRFR to get a page frame of real storage

DMKFRELS in the dynamic paging area, insert it into the CHAINED

Pointer to first fist, and go to e ; otherwise, General Reg. 1

large block on ° i

CHAINED It Detach the amount required | Block Address —|

® Return its address to caller.

caller
Note: Block sizes of 30 doublewords or less are grouped mto 10 subpools
(3,6. . .30 doubl d: of 3 doubl ); the subpool
are processed LIFO. The SUBTABLE contains pomters to the
subpools. Block sizes greater than 30 doubl h

by a CHAINED list. DMKFRELS points to the flrst block on the list.

Method of Operation 93



IBM VM/370: Control Program

Diag. 6B2. Return a Block of Storage

INPUT

General Reg 8

General
entry

PROCESS OUTPUT

DMKFRET — Return a block of FREE storage

Block size

General Reg 1

IBIock address

If a subpool is not in the dynamic paging area, SUBTABLE

attach the block to an appropriate subpool chain
LIFO and

— 3 doubleword subpool

~»= 6 doubleword subpool

&

L3
i
¢

J
\ S
J
t

Otherwise, return the block to the chained list.
If possible, merge it with a block on the list to

= 30 doubleword subpool

create a larger block. If the results of a merger
is a page of storage, return the page to the

dynamic paging area via DMKPTRFT. DMKFRELS

Pointer to first large

block on chained list

Return to
caller

Logic

A h
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equal size tlock is found it is detached from the chain
and given to the caller. If at least one larger block
is found, the desired blocck size is split off the high
numbered end of the last 1larger block found, and given
to the caller. If no equal or larger block is found,
DMKETRFR is «called to obtain another page of storage
from the dynamic paging area, and the above process is
repeated (as necessary) to obtain the needed tlock.

Call to DMKFRET for a Subpool Size

If a subpool size block 1is given back via a call to
DMKFRET, the block is attached to the appropriate
subpool chain on a LIFO (push-down stack) basis, and
return is made to the caller. If, however, the block
was in a page within the dynamic paging area, the block
is returned to the reqular free storage chain instead.

Call to DMKFRET for a Large Block

If a block 1larger than 30 doublewords is returned via
DMKFRET, it 1is merged appropriately into the regular
free storage chain. Then, unless the block was
returned by DMKFRETR (see the section,
®"Initialization", a <check is made to see if the area
given back (after all merging has been done) is a page
within the dynamic paging area. If so, it is returned
to the dynamic paging area via DMKPTRFT for subsequent
use.

Initialization

The number of pages allocated to free storage depends
upon the number of storage boxes upon which the VM/370
control program is running, and is initialized by
DMKCPINT (usually 6 pages per 256K). DMKFRETR is
called by DMKCPINT to merge available blocks of storage
into the regular free storage chain regardless of their
size.

CONSOLE FUNCTIONS

DMKCFM analyzes VM/370 control program commands and
pass control to the appropriate routine to handle the
command. DMKCFM can be entered via the attention key at
the user's terminal or directly from a virtual machine.

When a console interrupt occurs via the attention key
at the user's terminal, DMKIOSIN calls DMKCNSIN to
handle the wunsolicited interrupt, then DMKCNSIN calls
DMKCFMBK.

DMKCFMBK first calls DMKFREE to obtain storage for an
18 doubleword input buffer. Next, DMKQCNWT is called to
send the message CP to the terminal to inform the user
that he has entered console function mode. DMKQCNRD is
then®called to read the console function request.

DMKCFMEN 1is the entry point for commands coming
directly from the virtual machine. DMKPRGIN enters here
when a DIAGNOSE instruction with a code of 8 is
detected. The address of an 18 doubleword input buffer
is passed in register 1; therefore, a read to the
terminal is not needed.

After either the read to the terminal or entry from the
virtual machine, DMKSCNFD is called to find the command
type. On return from DMKSCNFD, register 1 points to the
start of the command and register 0 contains the length
of the command. The entered command is matched against
a list of valid commands. The list contains a 16-byte
entry for each command. Each entry contains 8 bytes for
the name, 2 bytes for class mask, 2 bytes for an
abbreviation count, and 4 bytes containing the routine
address. If the entered command matches an entry in the
list, it 1is then checked to ensure that a valid
abbreviation for the command has been used. If this
test is not successful, DMKSCN continues to scan the
list for a valid command. Should the abbreviation be
valid, a check 1is then made to determine 1if this user
is of the proper class to use the command entered. If
this is successful, DMKCFM then calls the appropriate
routine to process the command.

After the command has been processed, control is
returned to DMKCFM. There are three possible returns.
On a normal return, the input buffer is scanned to see
if there are any more commands. If none exist, DMKCFM
returns to the virtual machine (if entered via
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DIAGNOSE) or «calls DMKQCNRD to read the next command
from the terminal. On a return plus 4, the VMCFWAIT bit
is turned off +to allow the virtual machine to run.
DMKFRET is called to return the input buffer storage.
Then control returns to either the virtual machine, if
entered via a diagnose or to DMKDSPCH, if entered via
the attention key. On a return plus 8, the operation is
the same as plus U4 except the VMCFWAIT bit is left on.

SYSTEM/USER INTERFACE

Attaching a User to the Systen

After CP has been initialized, the communication lines
are enabled by DMKCPVEN. Then an individual user is
attached to the system using the following steps:

1. Terminal Identification

When the Control Program receives the initial interrupt
from a terminal on an. enabled line (normally initiated
by a user dialing in on a data-set), the DMKCNSID
routine is entered. DMKCNSID determines the terminal
device type, stores this information in the terminal
device block, writes the online message and puts the
terminal line in a state to receive an attention.

2. Attention from User

After the online message has been typed at the user's
terminal, and he has pressed the Attention key,
DMKCNSIN (the console-interrupt routine) calls DMKBLDVM
to build a skeleton VMBLOK for the user. At this tinme,
the USERID is LOGONxxx, where xxx is the terminal real
device address, and a flag is set to indicate that the
user has not yet completed the LOGON process.

Then DMKCNSIN calls DMKCFMBK, which types a single
blank at the terminal, issues a read to the terminal,
for the user to enter his first command (normally LOGON
or DIAL).
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3. First Command from User

command has been entered by the user,
determines the type of terminal. If
DMKTRMID is called to identify
(PTTC/EBCD) or a 2741C
(Correspondence) terminal. If successful, the correct
device type and translate tables for input and output
are set; if not, flags are set to indicate the
terminal is not yet identified.

After the first

DMKCNSIN further
the terminal is a 2741,
it as either a 2741p

Then control is returned to DMKCFMBK, which determines
if the first command is valid (for example, LOGON, MSG,
or DIAL). If the first command is not valid, a restart
message is given, and the read to the terminal posted
again for the first command. If the first command was

LOGON (or its abbreviation), DMKLOGON is called to
complete the process of attaching the user to the
systemn.

4. LOGON of User

Orerations performed by DMKLOGON include the following:

e Ensuring that the maximum number of users allowed on
the system is not being exceeded.

e Obtaining the userid from the command line, and
checking for a possible password and other optional
parameters.

e Checking the userid and password (entered separately
if not on the LOGON command line) against entries in
CP's directory of users.

o Ensuring that the wuser is not logged on at another
terminal (an error condition), or reconnecting the
user if he was running, but in the disconnect mode.

information on the user's

e Obtaining pertinent
User Machine Block portion

virtual machine from the
of the directory.

e Storing the correct userid (replacing the LOGONXXX
userid used up until now), virtual storage size, and
other vital information in the user's VMBLOK.

e Allocating and initializing segment, page, and swap
tables (necessary for handling of the user's virtual
storage) .



e Allocating an extended VMBLOK (ECBLOK) if the user's
virtual machine has the capability of running in the
extended control mode.

e Allocating and iritializing virtual device blocks,
control wunit blocks, and channel blocks, using
information from the User Device Blocks portion of
the directory.

e Establishing links (as feasible) to all DASD devices
included in the user's directory, the accessibility
of any disk being determined by the user access mode
in the wuser's directory, and whether any other
user (s) are presently linked to the disk, in
read-mode and/or write-mode.

e Initializing all other virtual device blocks as
appropriate, such as reader, punch, printer, and
terminal.

e Mapping all virtual devices to real devices.
e Performing appropriate accounting.

e Informing the user of the date-time of the nmost
recent revision to the system log message (LOGMSG),
and of the presence of any outstanding spooled files
in his virtual reader, printer, or punch.

e Sending a ready message to the user with the
date-time (and weekday), and a message to the systenm
operator indicating the user has logged on.

If the user has a device address or a named system in
his wuser directory and he has not suppressed its
initialization via an option on the LOGON command line,
then that device or named system is then 1loaded (via
IPL) at the conclusion of the LOGON process. Otherwvwise,
when the LOGON functions are complete, the user is
placed in the console function mode with a read on his
terminal, ready for the entry of his first desired
command.

Under the 1latter condition of no automatic IPL, the
user can IPL an alternate nucleus by using +the STOP
option in the IPL command. This option will cause the
normal IPL procedure to halt execution, prior to
loading the initial PSW, and issue a diagnose code 8
placing the wuser in CP console function mode. A
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hexadecimal character entered in location X'08' will
change the nucleus name. A hexadecimal character
entered in location X'09' will change the apparent
storage size. The BEGIN command allows the IPL
procedure to continue.

User I/0 Reconfiguration

Three commands are available to alter the 1I/0
configuration of a user's virtual machine after he has
logged on to the system. Two of the commands are
available to the user, while the third is restricted to
the system operator, since it affects the status of
real devices attached to the system. The ATTACH and
DETACH commands are contained in DMKVDB and DEFINE in
DMKDEF. Both pageable modules are called by the system
command scanner (DMKCFM) after their format and
privilege classes have been validated. These commands
access the same control-block building subroutines in
the module DMKVDS that are used by the LOGON processor
DMKLOG.

Attaching a Real Device: The system operator can
dedicate a real device of any type to a single user by
issuing the ATTACH command. The device attached is
available only to the given user, and all I/O requests
to it are handled via CCW translation. If the device
is a DASD, cylinder relocation does not occur when seek
addresses or home addresses are referenced. The I/O
Supervisor does not queue operations on the device, nor
automatically restart it nor do ordered seek queueing.
Nonsharable devices such as tape drives must be
attached to a user in order to be accessed by a virtual
machine. A user can also have a dedicated card
read/punch or printer. However, this is usually not
necessary because of the unit record spooling
facilities of CP. Unit record input or output on a
dedicated (attached) device is not spooled by CP. The
unit attached may be given a different virtual address
than its real address; however, the user wmay not
already have a virtual device at the attached address.
A real device cannot be attached (1) if it is currently
dedicated to another user, (2) if it contains
mini-disks that are in use by other users, or (3) if it
is a system owned volume that is in use for spooling or

paging.
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Defining a Virtual Device: A system user can DEFINE a
new virtual device that does not require the dedication
of a corresponding real device. Devices that can be
defined are consoles, spooled readers, punches and
printers, dialable TP lines, virtual channel-to-channel
adapters, pseudo timers, and temporary disks. With
DEFINE, the user can change any existing virtual device
address whether it corresponds to a shared or dedicated
real device or no real device unit.

are dynamically obtained cylinders of
They are available to the user for
as long as they are part of his virtual configuration,
but the data on them is destroyed after the user
detaches the area. For all other purposes, however,
they appear to be a standard disk.

Temporary disks
DASD storage space.

De in Virtual Device: A virtual device can be
removed from a users configuration prior to logout via
the DETACH command. A user can detach any of his own
devices, and the system operator can detach a real
device from a user. In this case, the user is informed
of the operator's action. A real device can be
detached only if it is dedicated to a single user or is
attached to the system and is not in use when the

DETACH is issued.

VIRTUAL CONSOLE SIMULATION

DMKVCN receives control from +the virtual machine I/O
executive, DMKVIO. When control is received, the device
is available with no interrupts pending. A console
control block, VCONCTL, that is obtained from storage
and chained from the virtual device control block,
VDEVBLOCK, by DMKLOG is accessed for use during the
interpretation of the virtual comnsole I/0 sequence. The
user's CAW is examined for wvalidity. If it is valid,
the TRANS macro is issued to fetch the first user CCW.
This CCW is moved to the VCONCTL block for analysis.

The CCW is analyzed to determine if it is a read, a
write, a control, a sense, a TIC, or an invalid
operation. Based upon the analysis, the appropriate
processing routine in DMKVCN is invoked.

Obtains a buffer for

The Read Simulation Routine:
location of the

input data from FREE storage. The
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buffer is remembered in the VCONCTL block. The
DMEKQCNRD routine is called to schedule and perform an
actual read to the corresponding real device
representing the usert's virtual console. If SET
LINEDIT ON is specified, the buffer data is edited and
translated to EBCDIC. When the read is completed, the
data is moved to the specified user address obtained
from the address portion of the virtual CCW. If
command chaining is specified, processing returns to
fetch and analyze the next CCW. If command chaining is
not specified, the virtual CSW is constructed in the
VDEVBLOK and an interrupt is flagged as sending in the
VMBLOK.

The Write Simulation Routine: Obtains a buffer for
construction of the output message from free storage.
The users data is located from the virtual CCW address
in the VCONCTL block and moved to the data buffer. The
DMKQCNWT routine is called to write the data in the
buffer and provide the necessary length, translation,
and format functions. Control is
DMKVCN module upon completion of the writing. At this
point, the virtual CCW 1is re-examined. If command
chaining is specified, processing continues to fetch
and analyze the next CCW. If command chaining is not
specified, the virtual CSW is constructed in the
VDEVBLOK and an interrupt is flagged as pending in the
VMBLOK.

The Control Simulation Routine: Is used for the NOP
and ALARM operations. A NOP operation requires no
data transfer or I/O operation. An ALARM operation has
no equivalent on low speed teleprocessing equipment;
thus, a message 1indicating the alarm operation is
constructed. DMKQCNHRT is called to output the
constructed message. If the command 1is chained,
processing continues (for NOP or ALARM) to fetch the
next CCW and analyze it. If command chaining is not
specified and this is not the first CCW, a virtual CSW
is constructed in the VDEVBLOK and an interrupt is
flagged as pending in the VMBLOK. If this is the first
(and only) CCW, then a condition code of 1 is presented
with channel end and device end in the virtual CsSW.

A Virtual Sense Operation: Is similar to a control
operation, because no actual I/0 operation is
performed. However, there is data transfer.
data from the VDEVBLOK is moved to the virtual storage
location specified in the virtual CCW address. If the
command is chained, processing continues to fetch the

received back at the

The sense:



next CCW and analyze it. Otherwise, an interrupt is
flagged as pending in the VMBLOK.

A Virtual TIC: Fetches the virtual CCW addressed by
the TIC address and analysis of the fetched CCW
continues. If the fetched CCW is itself a TIC, or if
the TIC is the first CCW, a channel program check
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condition is reflected to the virtual machine as an
interrupt or as a CSW stored condition respectively.

Any other operation is considered invalid. Command
reject status is posted in the virtual sense byte and
the operation is terminated with unit check status
presented in the virtual CSW.
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Diag. 7B1. Virtual Console Simulation, Real Terminal Operation

From
DMKVIO After a SIO to a virtual machine
operator’s console

INPUT PROCESS OUTPUT

DMKVCNEX — Virtual Console Simulation and DMKQCN

VDEVBLOK a Analyze virtual CCW operation: if TIC analyze next
CCW (Note. First CCW cannot be TIC.).

® SENSE — Move SENSE data from VDEVBLOK to user’s
data area. If chaining 0

® READ — Get input BUFFER and read from console into
BUFFER via DMKQCNRD
Upon return from DMKDSP, move data from BUFFER

to user’s data area and post channel end in
VDEVBLOK. If chaining a

User’s

BUFFER K > Data

Area

® WRITE — Get output BUFFER, move data from user’s
data area to buffer and write to the console
via DMKQCNWT
Upon return from DMKDSP, post channel end in
VDEVBLOK. If chaining 0

® NOP or ALARM — Post channel end and device end in
VDEVBLOK. If ALARM, print ring message/sound
alarm via DMKQCNWT
If chaining or NOP and chaining ”

® OTHERS — Post command reject in virtual sense byte
in VDEVBLOK, terminate operation, and post
unit check in VDEVCSW. If chaining 0

e If ATTENTION from virtual machine otherwise

DMKDSPCH
DMKCFMBK Diag.28
Diag.783
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Diag. 7B2. Console Function Control

After 1/0 interrupt resulting from
the ATTENTION key. 10BIRA
contains entry point DMKCNSIN,

INPUT PROCESS OUTPUT
DMKCNSIN — Real Terminal Manager (Console Control)
10BLOK -
0 Analyze the ATTENTION CONTASK
10BIRA o Keyboard locked and user not running
o Keyboard locked and user is running; call
DMKCFMAT to reflect ATTENTION, then o
> ® Read or Write; go to e , otherwise o
CONTASK
Diag.7B.3
- CPEXBLOK
Call DMK/OSQR to queue and start ATTENTION
channel program then ‘ >
o Delete active CONTASK
User Terminal States Get next CONTASK
S1-  Idleand IF CONTASK indicates NORETurn go to 0
keyboard locked
Otherwise, stack CPEXBLOK and
S2- Receiving
output
S3- Unlocked for
input but
user has no
entered data
S4 - Unlocked for
input, user
has entered
data




Diag. 7B3. Function Call Control, Command Selection

INPUT

CPEXBLOK

From DMKCNS
DMKHVC
DMKVCN

PROCESS

DMKCFMBK — CP Console Functions and Command Selection. — — — DMKQCN

OUTPUT

User Privilege Classes

IOMMODOm>

System Operator
Operator

System Programmer
Spooling Operator

- System Analysis
Service Representative
General User
Reserved

0 If virtual machine is in CP mode, go too; otherwise, put it into CP
mode and build CONTASK via DMKFREE to write message on
console via DMKQCNWT. If from system operator:

0 Get the return address for a completed read operation, build a
CONSTASK for a read, and build a CPEXBLOK and attach it to

CONTASK. Put return address in CCEXBLOK, via DMKQCNRD
to go DMK/OSQR to queue and start 1/0, and

9 If entered directly from a virtual machine, put it into CP mode/upon
return from DMKDSP after a read perform command analysis. If
entered via DIAGNOSE, put user into console function mode and
perform command analysis. If entered via a break, do command
analysis upon return after a read.

o If an invalid command or a user entered an invalid command for
his class, then issue an error message via DVMKQCNWT and
If command and class are valid, call the appropriate command
processor (see Command-to-Module Cross-reference in the
section Diagnostic Aids)
Upon return from command processor, if the user has entered
another command, go to .
If entered via DIAGNOSE (DMKHVC),

; otherwise, go to o

CONTASK

et

CPEXBLOK

-Return
via SVC 12

DMKDSPCH
Diag.2B
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| Diag. 7B3.1. Virtual Machine IPL

INPUT

From
DMKCFMBK-
IPL Command

PROCESS

VMBLOK

SYSTABLE

SHRTABLE

DMKCFPIP — IPL Virtual Machine

C:> 0 If ‘Clear’ is specified, or previous system
was a shared segment system, release
all virtual machine pages via DMKPGGPC

o Check for IPL by name or address.

0 Bring IPL simulation routine DMKVMI
into middle of virtual storage via

DMKRPAGT

c Bring user’s page zero into real storage
and set it up for IPL

Inserted into this page are the IPL device ADDR.,
The console ADDR. and specified CYL.-NO.
Virutal PSW is set up to point to DMKVMI.

Bring into storage first saved DASD page
from SYSVOL

Page containing PSW, REGS., and keys required
to start system

o Set up and/or alter storage tables as required

The SHRTABLE is built and placed on SHRTABLE

chain if named system not already in use. The
SWPTABLE is updated with saved keys.

@  setvirtual PSW, GPRS, and FPRS
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OUTPUT

User’s Virtual Storage

DMKVMI

User’s Page 0

VPSW I

VMBLOK

SEGTABLE

SWPTABLE

SHRTABLE'S

Return to
DMKCFM

N
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| Diag. 7B3.2. Virtual Tracing

INPUT

TRACE XXX

VMBLOK

VMTRCTL
VMTREXT

COMMENTS

If this turns off the last flag, then the TREXT block is

o returned to free storage. If branch and instruction tracking
are both turned off, call DMKTRCPB to restore any
instructions altered by TRACE.

e VMTRCTL and TREXCTL 1 are identical

——

° Entry via SVC 8 as follows:

Entry Point From
DMKTRCEX DMKDSP
DMKTRCIO DMKDSP
DMKTRCPG  DMKPRG
DMKTRCPV  DMKPRV
1/0 Operations DMKTRCSI DMKVIOEX
Virtual and Real CSWs DMKTRCSW  DMKVIOIN
SVC, branch or full instruction DMKTRCSV DMKPSA
trace

Restore user instructions altered DMKTRCPB DMKTRA
by tracing

Initialize instruction tracing

External Interrupt
1/0 Interrupt

Program interrupt
Privileged Instructions

DMKTRCIT DMKTRA

INPUT

ADSTOP Address

> 1f ‘OFF’ specified, restore instruction and free
work buffer

From DMKCFMBK-
TRACE Command
DMKTRACE — Virtual Tracing
Pick up operands and options and check for validity

If “OFF’ specified, turn off flags (A

If ‘END’ specified, call DMKTRCPB to restore
any instructions altered by TRACE, turn off flags
and return TREXT block to free storage

OUTPUT

VMBLOK

Otherwise,
1ssue ‘TRACE STARTED' message
Get trace control block and set VMBLOK
pointer to it, if a trace control block
does not exist

Set trace flags

Call DMKTRCIT to initialize branch or full instruction
tracing, if specified.|

Entry via SVC 8 O

Return to
DMKCFM

VMTREXT

/equat
VMTRCTL

TREXT

/ JREXCTL1
TREXCTL2
TREXTER

TREXPRNT
TREXRUNF

Put trace, prefix and type in output line

Convert binary and addresses to hexadecimal (DMDCVT)
Get mnemonic for OP code, if applicable (DMKNEM)
Write trace line to output device

1f ATTN was hit or if halt after trace
line was specified call DMKCFMBK to
enter console function mode

Otherwise

k(_

rom DMKCFMBK
ADSTOP Command Caller

DMKCFDAD

Otherwise,
Get work buffer
Set VMBLOK pointer
Save instruction and it virtual address
Replace instruction with SVC B3

OUTPUT
VMBLOK
[VMADSTOP |
ADSTBLOK
ADSTINAD

Virtual Storage

l 0AB3

Return to
DMKCFM
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DISCONNECTING A USER: A user may permanently or
temporarily disconnect himself from the system by a
console command, or he may be forcibly disconnected by
the operator or the system. In any case, the routines
that handle the termination process are in the pageable
module DMKUSO.

Permanent Disconnect: The user may voluntarily exit
from the system via the LOGOFF (or LOGOUT) command.
This command terminates all wvirtual machine operation,
releases all storage occupied by control blocks and
user virtual storage pages, and disconnects the
teleprocessing line connection to the user's terminal.
If the user specifies the HOLD option with LOGOFF, all
of the above occurs, except the teleprocessing 1line
remains enabled. This option 1is especially useful for
dialed connections that will be reused immediately by

another user.

The user can be forced off the system by the system
operator via the FORCE command. This has the same
effect as a user-initiated logoff, except that the user
is informed that the operator has logged him off. 1
user may also be logged off the system:

e If the time for a read of a system password expires
(28 seconds) .

e If he makes a connection to the system but does not
logon within a given period.

e If he is running disconnected (without an active
terminal) and his virtual machine attempts a
terminal read or enters a disabled wait state.
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The LOGOFF command is processed by the DMKUSOLG and
DMKUSOFF subroutines. DMKUSOFF is also called directly
by DMKDSP to force the logoff of a disconnected user as
previously described.

Temporary Disconnect: A user may temporarily disconnect
his terminal from his virtual machine while allowing
the virtual machine to continue to run via the DISCONN
command. This command flags the virtual machine as
being disconnected and releases the user's terminal and
teleprocessing line. If the HOLD option was specified
in the DISCONN command, CP allows the line to remain
enabled, and another wuser can use the terminal to
LOGON. The disconnected virtual machine continues to
be dispatched wuntil it either attempts to execute a
terminal read to the disconnected console or it enters

a disabled wait state. At this time, the dispatcher

(DMKDSP) calls the routine DMKUSOFF directly to force
the machine out of the system. While the machine is
disconnected from its virtual console (real terminal)
any terminal output is lost; in addition, CP may apply
a disconnected penalty to the machines scheduling
priority, 1in order to bias the system in favor of
interactive users.

A user may also be disconnected by the system operator.
If the disconnected user logs on to the system while
his disconnected machine 1is still running, he is
reconnected and can continue to interact with the
system in the usual manner.

The DISCONN command is processed by the DMKUSO
subroutine.

P
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RECOVERY MANAGEMENT SUPPORT (RMS)

The Machine Check Handler (MCH) minimizes the 1lost
computing time due to machine malfunction. MCH does
this by attempting to correct the malfunction

immediately, and by producing machine check records and
messages to assist the service representatives in
determining the cause of the problen.

The Channel Check Handler (CCH) aids
Supervisor (DMKIOS) in the recovery from channel
errors. CCH provides the device dependent Error
Recovery Programs (ERPs) with the information needed to
retry a channel operation which has failed.

the Input/Output

This support is standard and model independent on the
external level (from the user's point of view there are
no considerations, at system generation time, for model
dependencies) .

SYSTEM INITIALIZATION FOR RMS

DMKIOEFL is «called by DMKCPI to initialize the error
recording at cold start and warm start time. DMKIOEFL
will give control to DMKIOG to initialize the MCH area.
A store CPU ID (STIDP) instruction is performed to
determine if VM/370 is running in a virtual machine
environment, or running standalone on the real machine.
If VM/370 is running in a virtual machine the version
code will be set to a hexadecimal *FF'* by DMKPRV. If
the version code returned is hexadecimal 'FF,' the RMS
functions will not be initialized beyond putting the
wait bit on in the machine check new PSW (virtual).
The logic of this is that machine check interrupts and
channel errors (other than Channel Data Checks) will
not be reflected to any virtual machine. VM/370 running
on the real machine will make the determination as to
whether the virtual machine should be terminated.

If the version code is not X'FF,' DMKIOG determines
what channels are on line by performing a Store Channel
ID (STIDC) instruction and saves the channel type for
each channel on 1line. The maximum machine check
extended logout 1length (MCEL) indicated by the Store
CPU ID (STIDP) instruction is added to the 1length of
the MCH record header, fixed logout length and damage
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assessment data field. DMKIOG will then call DMKFRE to
obtain the necessary storage to be allocated for the
MCH record area and the CP executing block (CPEXBLOK).
DMKIOG saves the pointers for the Machine Check Record
and the CPEXBLOK in DMKMCH. DMKIOG obtains the storage

for the I/0 extended logout area and initializes the
logout area and the ECSW to ones. The 1I,/0 extended
logout pointer is saved at location 172 and control

register 15 is initialized with the address of the
extended logout area. The length of the CCH record and
the online channel types are saved in DMKCCH. It
should be noted that the ability of a CPU to produce an
extended logout or I/O extended logout and the length

of the 1logouts are both model and channel dependent.
If VM/370 is being initialized on a Model 165 1II or
168, the 2860, 2870, and 2880 standalone channel

modules are loaded and locked by the paging supervisor
and the pointers are saved in DMKCCH. If VM/370 is
being initialized on any other model, the integrated
channel support is assumed; this support is part of the
Channel Control Subroutine of DMKCCH. Before returning
to DMKIOE the MCH/CCH recording cylinder for error
recording is initialized. DMKIOE passes control back
to DMKCPI and control register 14 is initialized with
the proper mask to record machine checks.

OVERVIEW OF MACHINE CHECK HANDLER

A machine malfunction can originate from the CPU, real
storage or control storage. When any of these fails to
work properly, an attempt to correct the malfunction is
made by the CPU.

Whenever the malfunction is corrected, the Machine
Check Handler (MCH) is notified by a machine check
interrupt and the CPU logs out fields of information in
real storage, detailing the cause and nature of the
error. The model independent data 1is stored in the
fixed 1logout area and the model dependent data is
stored in the extended logout area. The Machine Check
Handler uses these fields to analyze the error, format
an error record, and write the record out on the error
recording cylinder of SYSRES.

If the machine fails to recover from the malfunction

through its own recovery facilities, the Machine Check
Handler is notified by a machine check interrupt and an
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Diag. 8B1. Machine Check Handler (MCH)

C

INPUT

Machine
Check
Interrupt — (MCI)

PROCESS
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OUTPUT

X‘E8’

X‘F8’

X'2C0’

Real Storage

DMKMCHIN — Machine Check Handler (MCH)

Error Recording

Machine Check
Interrupt Code

Diagnostic

Logout
Area :>

Control Reg. 15

Real Storage

Extended
Logout

Area

Initial Analysis Disable soft MCls, if system damage of unre-
coverable error in CP, attempt to inform operator and

® |f timer damage,

® If an unrecoverable error in virtual machine area, record
error via DMK/OEMC, reset the virtual machine, mark
the page unavailable, and
or put virtual machine in console function mode via
DMKCFMBK and

® If the error is recoverable (soft error), record error via
DMKIOCEMC (if SET recording on), then for CP, correct
the error, and
For a virtual machine, mark page for refreshing and

If a threshold is set, determine the threshold setting and if

necessary, disable the recording of subsequent
soft errors.

File

VR

\L/

7

MCH/CCH
Errors

——l

1/0 Errors

LPSW
Disable
Wait State

.

DMKDSPCH
Diag.2B




interruption code, noting that the recovery attempt was
unsuccessful, is inserted in the fixed logout area. The

Machine Check Handler then analyzes the data and
attempts to keep the system as fully operational as
possible.

Recovery from machine malfunctions can be divided into
four categories: functional recovery, system recovery,

system-supported restart and system repair. These
levels of error recovery are discussed in their order
of acceptability, functional recovery being most

acceptable and system repair being least acceptable:

recovery is recovery
a machine check without adverse effect on the
system or the interrupted user. This type of recovery
can be made by the CPU Retry, the ECC facility, or the
Machine Check Handler. The CPU Retry and ECC error
correcting facilities are discussed separately in this
section since they are significant in the total error
recovery scheme. Functional recovery by MCH is made by
correcting Storage Protect Feature (SPF) Keys and
intermittent errors in real storage.

SYSTEM RECOVERY: System recovery is attempted when
functional recovery is impossible. System recovery is
the continuation of system operations at the expense of
the interruped user, who is terminated. System recovery
can only take place if the wuser in question is not
critical to continued system operation. An error in a
system routine which is considered to be <critical to
system operation precludes functional recovery and
would require a system-supported restart.

SYSTEM-SUPPORTED RESTART: When the machine check occurs
in a critical routine, the primary system operator is
notified that the system cannot continue to operate. An
automatic reload of the system occurs. This type of
recovery is tried when functional and system recovery
have failed or could not be tried.

SYSTEM REPAIR: System repair is recovery that requires
the services of maintenance personnel and takes place
at the discretion of the operator. Usually, the
operator has tried to recover by system-supported
restart one or more times with no success. An example

of this type of error is when a hard error occurs so
frequently that system-supported restart is not
successful.
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SYSTEM/370 RECOVERY FEATURES

The operation of the Machine Check Handler depends on

certain automatic recovery actions taken by the
hardware and on 1logout information given to it by the
hardware.

PU Retry
CPU errors are automatically retried by microprogram

routines. These routines save source data. before it is
altered by the operation. When the error is detected, a
microprogram returns the CPU to the beginning of the
operation, or to a point where the operation was
executing correctly, and the operation is repeated.
After several unsuccessful retries, the error is
considered permanent.

ECC Validity Checking

ECC checks the validity of data from real and control
storage, automatically correcting single-bit errors. It
also detects multiple-bit errors but does not correct
them. Data enters and leaves storage through a storage
adapter unit. This unit checks each double word for
correct parity in each byte. If a single-bit error is
detected, it is corrected. The corrected double word is

then sent back into real or control storage and on to
the CPU. When a multiple-bit error is detected, a
machine «check interruption occurs, and the error

location is placed in the fixed logout area. MCH gains
control and attempts to recover from the error.
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Control Registers

Two control registers are used by MCH for loading and
storing control information (see Figure 8). Control
register 14 contains mask bits which specify whether
certain conditions can cause machine check
interruptions and mask bits which control conditions
under which an extended logout can occur. Control
register 15 contains the address of the extended logout
area.

r L
|Word |Bits| Name of Field |
| i
| 14 | O |Check-Stop Control | Mch—Chk Handling |
| 16 | 1 |Synch. MCEL Ctrl. |Mch—-Chk Handling |
{ 14 | 2 |I/0 Extended Logout Ctrl.|Chan-Chk Handling|
| 14 | 4 |Recovery Report Mask |Mch—Chk Handling |
| 14 | S |Degradation Report Mask |Mch-Chk Handling |
| 14 | 6 |External Damage Report |Mch—-Chk Handling |
| | | Mask | |
| 14 | 7 |Warning Mask | Mch—-Chk Handling |
| 14 | 8 |Asynch. MCEL Control |Mch—Chk Handling |
| 14 { 9 |Asynch. Fixed Log Ctrl. |Mch-Chk Handling |
| |
| 15 |8-28|MCEL Address {Mch—-Chk Handling |
[ W J

Figure 8. Control Register Assignments for RMS.

_——la=as

VM/370 Machine Check Handler (DMKMCH) consists of the
following functions:

1. Initial Analysis Subroutine

2. Main Storage Analysis Subroutine
3. SPF Analysis Subroutine

4. Recovery Facility Mode Switching
5. Operator Communication Subroutine

6. Virtual User Termination Suabroutine
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7. sSoft Recording Subroutine
8. Buffer Error Subroutine

9. Term Subroutine

INITIAL ANALYSIS SUBROUTINE: The Initial Analysis

Subroutine of DMKMCH receives control via a machine
check interruption. To minimize the possibility of
losing logout information by recursive machine check
interrupts, the machine check new PSW gives control to
DMKMCH with the systen disabled for further
interruptions. There is always a danger that a machine
malfunction may occur immediately after DMKMCH is
entered and the system 1is disabled for interruption.
Disabling all interruptions is only a temporary measure
to give the Initial Analysis Subroutine time to make
the following emergency provisions:

1. It disables for soft machine check interruptions.
Soft recording will not be enabled until the error
is recorded.

2. It saves the contents of the fixed and extended
logout areas in the machine check record.

3. It alters the machine check new PSW to point to
the Term Subroutine. The Term Subroutine is
designed to handle second machine check errors.

4, It enables for hard machine check interrupts.

5. If a virtual user was running when the interrupt
occurred, the running status (GPRs, FPRs, PSW,
M.C. old PSW, CRs, etc.) 1is saved in the user's
VMBLOK.

6. It initially examines the machine check data for
the following types of errors:

MCIC=ZERO

PSW invalid

System damage

Timing facilities damage

The occurrence of any of these errors is
considered uncorrectable by DMKMCH; the primary
system operator is informed, the error is
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formatted and recorded, and the system is shutdown
followed by an automatic restart function.

7. If the instruction processing damage bit is on, it
tests for the following types of malfunctions:

e Multiple-Bit Error in Main Storage =-- Control
is given to the Main Storage Analysis
Subroutine.

e SPF Key Error -- Control is given to the SPF
Analysis Subroutine.

e Retry failed -- If the CPU was in supervisor

state the error is considered uncorrectable and
the VM/370 system is terminated. If the CPU
was in problem state, the virtual user is reset
or terminated and the systen continues
operation.

8. If the CPU Retry or ECC was successful on a soft
error, control is given to the Soft Recording
Subroutine to format the record, write it out on
the error recording cylinder, and to wupdate the
count of soft error occurrences.

9. 1If external damage was
to the Soft Recording Subroutine

reported, control is given
to format the

record and write it out on the error recording
cylinder.
MAIN STORAGE ANALYSIS SUBROUTINE: The Main Storage

Analysis Subroutine is given control when it is
determined that the machine check interrupt was caused
by a multiple-bit storage error. An initial function
is performed to point the machine check new PSW to an
internal subroutine to indicate a solid machine check,
in the event of a machine check interrupt while
exercising main storage.

Damaged storage areas associated with any portion of
the CP nucleus itself cannot be refreshed; multiple-bit

storage errors in CP cause the VM/370 system to be
terminated. An automatic restart will reinitialize
vM/370.

If the damage is not in the CP nucleus, main storage is
exercised to determine if the failure is so0lid or
intermittent. If the failure is considered solid, the
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4K page frame 1is marked unavailable for use by the
system. If the failure is considered intermittent, the
page frame is marked invalid. The change bits
associated with the damaged page frame are checked to
determine if the page had been altered by the virtual
machine. If no alteration had occurred, VM/370 assigns
a new page frame to the virtual machine and a backup
copy of the page is brought into storage the next time
the page is referenced. If the page had been altered
VM/370 resets or terminates the virtual machine, clears
its virtual storage, and sends an appropriate message
to the user. Normal system operation continues for all
other users.

STORAGE PROTECT FEATURE (SPF) ANALYSIS SUBROUTINE: The
SPF Analysis Subroutine is given control when it is
determined that the machine check interrupt was caused
by an SPF error. An initial function is performed to
point the machine check new PSW to an internal
subroutine in the event of a machine check interrrupt
during testing and validation. The SPF Analysis
routine then determines if the error was associated
with a failure in the virtual wuser storage or in the
storage associated with CP itself.

An SPF error associated with VM/370 is a potentially
catastrophic failure. Namely, VM/370 always runs with a
PS¥ key of zero, which means that the SPF Key in memory
is not checked for an out of parity condition. The SPF
Analysis Subroutine exercises all sixteen keys in the
failing storage 2K page frame. If an SPF machine check
occurs in exercising the sixteen keys five times each,
then the error is considered solid and the operating
system is terminated with a system shutdown. The systenm
is automatically restarted and the VM/370 is
reinitialized. If an SPF machine check does not occur,
the machine check is considered intermittent. The zero
key is restored to the failing storage 2K page frame
and this is done transparent to the virtual users.

If an SPF machine check occurs which is associated with
a virtual user, the SPF Analysis subroutine exercises
all sixteen keys in the failing storage 2K page frame.

If an SPFP machine check does not occur, then the
machine <check 1is considered intermittent and the
SWPTABLE for the page associated with the failing

storage address 1is located.
failing 2K storage page frame is

The storage key for the
retrieved from the
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SWPTABLE and the change and reference bits are masked
on in the storage key. The storage key is then stored
into the affected failing storage 2K page frame. If an
SPF machine check occurs in exercising the sixteen keys
five times each, then the machine check is considered
solid and the following actions are taken. (1) The user
is selectively reset or terminated by the virtual user
termination subroutine. (2) The 4K page frame
associated with the failing address is removed as an
available system resource. This 1is accomplished by
locating the CORTABLE for the defective page and
altering the CORFPNT and CORPBPNT pointers to make the
page unavailable:. to the systenm. The CORDISA bit in
this CORTABLE is set on to identify the reason for the
status of this page in a system dump.

RECOVERY FACILITY MODE SWITCHING: The Recovery Facility
Mode Switching subroutine (DMKMCHMS) allows the service
representative to change the mode that CPU retry and
ECC recording are operating in. This subroutine
receives control when a user with privilege class 'F!
issues some form of the SET MODE command. A check is
initially made to determine if this is VM/370 running
under VM/370. If this is the case, the request is
ignored and control is returned to the calling routine.
The format of the MODE command is as follows:

SET MODE {RETRY|MAIN} {QUIET|RECORD}

RETRY and MAIN retry and main

respectively.

imply CPU storage

the specified facility to be placed in
quiet mode. RECORD causes the count of soft errors to
be reset to zero and the specified facility to be
placed in record mode.

QUIET‘causes

OPERATOR COMMUNICATION SUBROUTINE: The Operator
Commnunciation subroutine is invoked when the integrity
of the system has degraded to a point where automatic
shutdown and reload of the system has been tried and
was unsuccessful, or could not be attempted due to the
severity of the hardware failure. A check is first made
to determine if the system operator is logged on as a
user, next a check is made to determine if the system
operator is disconnected. If either of these checks is
not affirmative a message cannot be issued directly to
the system operator. A LPSW is performed to place the
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CPU in a disabled wait state with a recognizable wait
state code in the CPU Instruction Counter.

VIRTUAL USER TERMINATION SUBROUTINE: The virtual user

termination subroutine is used to selectively reset or
terminate a virtual user whose operation has been
interrupted by an uncorrectable machine check. First,
the user is marked non-dispatchable to prevent the
damaged user from running before reset or termination
is performed. The machine check record is formatted
and DMKIOEMC is called to record the error. Then the
user is notified by a call to DMKQCNWT that a machine
check has occurred and that his operation will be
terminated. The primary system operator is notified of
the virtual user termination via a message issued by a
call to DMKQCNWT. If the user is running in the
virtual=real area, DMKUSO is called to log the user off
the system and to return the storage previously
allocated to the user and to clear any outstanding user
I/0 Requests. The hold option of LOGOFF is invoked to
allow a wuser on a dial facility to retain the
connection and thus permit LOGON without
re-establishing the 1line connection. However, if the
user is running in the virtual area, and DMKCFM is then
called to put the virtual user in console function
mode, the user must re-initialize the system to
commence operation.

SOFT RECORDING SUBROUTINE: The soft
subroutine performs two basic functions:

recording

1. Format a machine check record and call DMKIOEMC to
record the error on the error recording cylinder.

2. Maintain the threshold for CPU RETRY and ECC
errors and switch from recording to quiet mode
when the threshold value is exceeded. In order to
accomplish this, a counter is maintained by DMKMCH
for successful CPU retry and corrected ECC events.

CPU_Retry Recording Mode: Recording mode (bit 4 of
Control Register 14 set to one) is the initialized
state, and normal operating state of VM/370 for CPU
Retry errors. Recording mode may also be entered by use
of the CP SET command. When 12 soft machine checks




—— —

CPU Retry Quiet Mode:

-

have occurred the soft recording subroutine switches
the CPU from recording mode to gquiet mode. For the
purpose of model-independent implementation this is

accomplished by setting bit 4 of Control Register 14 to

zero. Since in QUIET mode no soft machine check
interruptions occur, a switch from quiet mode to
recording mode can be made by issuing the SET MODE
RETRY |[MAIN RECORD command. While in recording mode
corrected CPU RETRY|MAIN reports are formatted and
recorded on the VM/370 error recording cylinder, but
the primary systems operator is not informed of these

incidents.

Quiet mode (bit 4 of Control
0) can be entered in one of two
12 soft machine checks have occurred,

SET MODE RETRY QUIET command is

set to
when
when the

Register 14
ways: (1)
or (2)

executed by a class 'F' user. In this mode, both CPU
retry and ECC reporting are disabled. The CPU will
remain in quiet mode until the next system IPL
(varmstart or «cold start) occurs or a SET MODE
RETRY|MAIN RECORD command is executed by a class 'F!
user.

ECC- Reporting Modes: To achieve model independent
support, RMS does not set a specific mode for ECC
reporting. The mode in which ECC reporting is
initialized depends upon the hardware design for each

specific CPU model type. For the IBM System/370 Models
135, 145, 158, and 168 the hardware initialized state
(therefore the normal operational state for VM/370) is
QUIET mode. For the IBM System/370 Models 155 II, and
165 ITI the hardware initialized state (therefore the
normal operational state for VM/370) is RECORD mode.
An automatic restart incident due to a VM/370 failure
does not RESET the ECC reporting mode in effect at the
time of failure.

The change from RECORD to QUIET mode for ECC reporting
can be initiated in either of the following ways; (1)
by issuing the SET MODE {MAIN|RETRY} QUIET command, or
(2) automatically whenever 12 soft machine checks have
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occurred. For the purpose of model independent
implementation this will be accomplished by setting bit
4 of Control Register 14 to zero.

The change from QUIET to RECORD mode for ECC reporting
can be accomplished by use of the SET MODE MAIN RECORD
command. This recording mode option is for use by
maintenance personnel only. It should be noted that
CPU RETRY is placed in recording mode if it is not in

that state when the SET MODE MAIN RECORD command is
issued.
While in RECORDING mode, corrected ECC reports are

formatted and recorded on the error recording cylinder,
but the primary systems operator is not informed of
these incidents.

BUFFER ERROR SUBRQUTINE: On CPU models equipped with a

high speed buffer (155 II, 158, 165 II, 168) or a Data
Look Aside Table (DLAT) (165 II, 168) the deletion of
buffer blocks due to hardware failure is reported via a
DEGRADATION REPORT machine check interrupt. MCH
enables itself for degradation report machine check
interrupts at system initialization by setting bit 5 of
Control Register 14 to 1. If a machine check interrupt
occurs vwhich indicates high speed buffer or DLAT
damage, MCH formats the record and calls DMKIOEMC to
record it on the error recording cylinder, informs the
primary systems operator of the failure, and returns
control to the system to continue normal operation.

given control

TERM SUBROUTINE: The Term Subroutine is

1973

in the event of a hard machine check interrupt while
DMKMCH is in the process of handling a machine check
interrupt. Note that soft error reporting is disabled

for the entire time that MCH is processing an error.

An analysis is performed of the machine check interrupt
code of the first error to determine if it was a soft
error, and if it was, the first error is recorded, the
system status 1is restored and control is restored to
the point where the first error occurred. If the first
error was a hard error, the Operator Communication
Subroutine is given control to issue a message directly
to the system operator, and to terminate CP operation.
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OVERVIEW OF CHANNEL CHECK HANDLER

The Channel Check Handler (CCH) aids the I/O Supervisor
in recovering from channel errors and informs the
operator or service representative of the occurrence of
channel errors.

CCH receives control from the I/0O Supervisor when a
channel data check, channel control check, or interface
control check occurs. CCH produces an I/O Error Block
(IOERBLOK) for the error recovery program and a record
to be written on the error recording cylinder for the
system operator or service representative. The
operator or service representative may obtain a copy of
the record by using the CPEREP programs. A message
about the channel error is issued each time a record is
written on the error recording cylinder.

When the 1Input/Output Supervisor program detects a
channel error during routine status examination
following an SsIo, TIO, HIO, or amn I/O interruption it
passes control to the Channel Check Handler (DMKCCH).
DMKCCH analyzes the channel logout information and
constructs an IOERBLOK, if the error is a channel
control or interface control check, and an ECSW will be
constructed and placed in the IOERBLOK. The IOERBLOK
provides information for the device dependent error
recovery procedures., DMKCCH also constructs a record
the error recording cylinder.
Normally, CMKCCH returns control to the I/0O Supervisor
after constructing an IOCERBLOK and a record. However,
if DMKCCH determines that system integrity has been
damaged (system reset or invalid unit address, etc.)
then CP operation will be terminated. The action taken
by DMKCCH for CP termination will be to issue a message
directly to the system operator and place the CPU in a
disabled wait state with a recognizable wait code in
the CPU instruction counter.

Recovery will not be initiated for channel errors
associated with I/0 events inititated by a virtual
user, however these will cause termination of the user
after he has been notified of the failure. The error
will be recorded by DMKIOECC on the error recording
cylinder.

Normally, when DMKCCH returns control to the I/0
supervisor, the error recovery program for the device
which experienced the error is scheduled. When the ERP
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receives control, it prepares to retry the operation if
analysis of the TIOERBLOK indicates that retry is
possible. Depending on the device type and error
condition, the ERP will either effect recovery or mark
the event fatal and Treturn control to the I/0
Supervisor. The I/0 Supervisor will call the recording
routine DMKIOE to record the channel error.

The primary system operator will be notified of the

failure, and DMKIOE will return control to the systen
and normal processing will continue.

Channel Control Subroutine

blocks (RCHBLOK,

Control is passed to the Channel Control Subroutine of
DMKCCH after a SIO with failing status stored, or an
I/0 interrupt due to a channel control check, interface
control check, or channel data check.

If "logout pending" is indicated in the CSW, the CP
termination flag is set. The existence of real device
RCUBLOK, RDEVBLOK), for the failing
device address, is determined by a call to DMKSCNRU and
an indicator is set if they do exist. An indicator is
also set if the IOBLOK for the failing device address
exists. A call to DMKFREE obtains storage space for
the channel check record and the channel control
subroutine builds the record. If the indicators show
that the real device blocks and the IOBLOK exist, a
call to DMKFREE obtains storage space and the channel
control subroutine builds the I/0 error block
(IOERBLOK) ; if these blocks do not exist, the IOERBLOK
is not built. The IOERBLOK is used for two purposes:

1. The device dependent Error Recording Program (ERP)
uses the TOERBLOK to attempt recovery on CP
initiated I/0 events. If the I/0 events that
resulted in a channel check are associated with a
virtual user, the I/O fatal flag is set in the
IOBLOK and the user's virtual machine 1is reset,
cleared, and put into console function mode with a
read up on the 1line. The length and address of
the channel check record is placed in the IOERBLOK
and the IOERBLOK is chained off the IOBLOK.

2. DMKIOECC uses the IOERBLOK to record the channel
check record on the error recording cylinder.

e
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Diag. 8B2. Channel Check Handler (CCH)

INPUT

PROCESS

OUTPUT

Real Storage

DMKCCHNT — Channel Check Handler (CCH)

X'0A0'
1/0
Communications
X'0C0" Area

If the 1/0 event was initiated by a virtual
machine, record the error via DMK/OECC,
and inform operator. (Vote: DMKIOE puts
the virtual machine into console function
mode via DMKCFMBK.)

For CP 1/0 events:

® Construct an IOERBLOK via DMKFREE
for error recovery attempt

® Return to DMKIOS to attempt error
recovery

If recoverable, record error via DMK/OECC,
and

If unrecoverable

::-)ii)ssa‘llavle Return to
Wait State, DMKI0S
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The channel control subroutine gives control to a
channel dependent error analysis routine to build or
save the extended channel status word (ECSW). When the
Channel Control Subroutine regains control, -eight

active addresses are saved in the channel check record.

If the CP termination flag is set, the I/0 extended
logout data from the channel check record is restored
to main storage for use by SEREP. If the systenm

operator is both 1logged on as a user and connected to
the system, a message (DMKCCH603W) is sent to him
advising him of the channel error. A LPSW is then

executed to place the CPU in a disabled wait state with

a wait state code of 002 in the CPU instruction
counter.
If the CP termination flag is not set, a check is made

to determine if an IOERBLOK was built by the channel
control subroutine.

If an IOERBLOK was not built, DMKIOECC is called to
record the channel check record on the error recording
cylinder. The system operator is then sent a message
(DMKCCH601I or DMKCCH602I) informing him of the error
and control is then returned to DMKIOS to continue
system operation.

If an IOERBLOK was built, control is returned to DMKIOS
which calls the appropriate ERP. Whether or not
recovery is successful, DMKIOS eventually calls DMKIOE
to record the channel check record. DMKIOE examines
the status of the error CSW in the IOERBLOK to
determine is it was a channel error; if so, it finds
the length and pointer to the channel check record and
records the error on the error recording cylinder. If
this was not a channel error, DMKIOE continues normal
processing.

Individual Routines

channel error analysis routine is provided
for each type of channel for which DMKCCH can be used.
The purpose of these routines and the Channel Control
Subroutine is to analyze the channel logout to
determine the extent of damage and to create a sequence
and termination code to be placed in the ECSW in the

A separate
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IOERBLOK. At system initialization time the correct
model dependent channel recovery routine is loaded and
the storage necessary to support the routine is

allocated. The model dependent error analysis
subroutines and routines and their functions are as
follows:

INTEGRATED CHANNELS (Models 135, 145, 155_II, 158):
Since all of these systems have integrated channels one
common subroutine is used to handle all of these CPU

types. This subroutine:

e Indicates CP termination if +the ECSW is not
complete, the channel has been reset, or reset codes
are invalid

e Moves the ECSW to the IOERBLOK

e Moves the hardware stored unit address and the I/0
extended logout to the channel check record

e Sets the I/0 extended logout area and ECSW area to
ones

e Returns control to the Channel Control Subroutine

2860 CHANNEL (Models_165_II, 168): The 2860 logout area
is checked to determine if a complete logout exists; if
not, CP termination is necessary.

A check is made in the 1logout area for validity of the
CsSW fields and bits are set in the channel check
record's ECSW field to indicate bad fields.

The channel logout 1is then checked and sequence codes
are set based on the presence of a channel control
check, or an interface control check. If a channel
control check is present, the codes set are determined
through parity. The count determines if parity is good
and sets a resultant condition code.

The logout area is examined to ensure that the unit
address has valid parity and is the same address passed
by DMKIOS. If so, the "unit address valid" bit in the
ECSW is set. If the unit address is not valid the "unit
address valid" bit is reset to indicate the invalid
condition.

The ECSW field in the channel check record is moved to
the IOERBLOK, if one exists.
2680 routine

After completing the ECSW the moves the

| 2860 I/0 extended logout into the channel check record,



o

set the I/0 extended logout area to ones, and returns
to the Channel Control Subroutine.

2870 CHANNEL (Models 165 II, 168): If the channel
failed to logout completely, at 1least part of the
logout area is all ones. If a full word of ones is

found, a CP termination condition exists.

A check is made in the logout area for valid CSW
fields, and bits are set in the channel check record's
ECSW field to indicate bad fields.

The termination and sequence codes are set depending on
the presence of an interface control check or channel
control check. If a channel control check is present,
the codes set are determined through parity, count,
and/or data transfer checks. For the 2870, parity can
be determined directly from the channel logout.

The logout area is also examined to ensure valid parity
in the unit address and to ensure that the address is
the same as that passed to DMKCCH by DMKIOS. If so,
the "unit address valid" bit in the ECSW is set.

The 3rd word of the logout area is also analyzed for
type II errors. If one of these type 1II errors is
found, a CP termination condition exists.

The ECSW field in the channel check record is moved to
the IOERBLOK, if one exists.

Before returning to the Channel Control Subroutine, the
2870 routine moves the 2870 I/0 extended 1logout into
the channel check record and sets the I/0 extended
logout area to ones.

2880 CHANNEL (Models 165 _II and 168): This routine will
analyze 9 words of the 28 word logout.

The 2880 Analysis routine handles channel data checks,
interface control checks, and channel control checks.

not set in the
not issue systen
of zero to five are

Termination code 3 (system reset) is
ECSW because the 2880 channel does
reset to the devices. Retry codes
possible.
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conditions under
in the 2880

Note: There are several catastrophic
which the CP termination flag can be set,
analysis routine., They are:

1. The channel did not complete the logout.
2. The CSW is not reliable.

3. The unit address in the I/0 interrupt device
address field is not correct.

Only a channel check record is needed if the channel
has recognized an internal error and has recovered from
it without any damage. No recovery action is necessary
in these cases.

If the channel address in the 1I/0 interrupt device
address field does not match the channel address in the
logout, a CP termination condition exists.

If the channel was doing a scan and the unit control
word had a parity check a CP termination condition
exists. If there was no parity check, there was no
damage during the scan and only a channel check record
is required.

Depending on the sequence the channel has entered, the
termination and sequence codes are set; command
address, unit address, and unit status validity is
determined; and the sequence code is set valid. The
ECSW field in the channel check record is moved into
the IOERBLOK, if one exists.

Before returning to the Channel Control Subroutine, the
2880 routine will move the I/0 extended logout into the
channel check record and set the I/0 extended logout
area to ones.

ERROR RECORDING AND RECOVERY

The error recording facility is made up of three
modules. One module (DMKIOE) is resident and the other
two (DMKIOF and DMKIOG) are pageable.

The error recording routines records: unit checks,
machine checks, channel checks, and hardware
environmental counter .sense data on the error recording
cylinders of the system resident device in a format
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suitable for subsequent processing by the CPEREP
program. The recorder also initializes the error
recording cylinders at IPL time if they are in an
unrecognizable format.

When the recorder is entered from DMKIOS, it is entered
at DMKIOERR. This entry is used for unit checks and
channel data checks. 1A test is made of the failing CSW
(located in the IOERBLOK) to see if the error was a
channel error. If it was, control is passed to routine
for recording channel checks.

The IOERBLOK sense data, IOBLOK flags, and VMBLOK user
class are examined to determine if the error should be
recorded. See the section "Errors Recorded" for those
that are recorded.

Writing the Record

After an error record is formatted, it is added to the
error recording cylinder using DMKRPAGT and DMKRPAPT.
The error recording cylinders have page sized records
(4096 bytes). BEach page contains a header (8 bytes)
which signifies cylinder and page number of the page (4
bytes), next available space for recording within page
(2 bytes), a page in-use indicator (1 byte), and a flag
byte. Each record within the page is recorded with a
4-byte length prefix.

If an error record is too 1large to be added into a

page, a new page is retrieved, updated with record, and
placed back on the error recording cylinder with the
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paging routines.

Two cylinders are used for error recording: one
cylinder is used exclusively for recording the 1I/0
errors and the other cylinder for recording MCH/CCH
errors. The cylinders that are used for error recording
are specified by the user at system generation time. If
either error recording cylinder becomes 90 per cent
full, a message is 1issued to the operator using
DMKQCNWT to warn him of the condition. If either
cylinder becomes full, another message is issued to
inform the operator and recording is stopped on that
cylinder. Recording continues on the cylinder that is
not full.

If a channel check error is to be recorded, the
recorder is entered at DMKIOERR or DMKIOECC. The
channel check handler determines the entry. A channel
check error record is formatted.

A machine check enters at DMKIOEMC. Pointers are
passed from the machine check handler in registers 6
and 7 to locate a buffer where the machine check record
and length are saved. A machine check error record is
recorded with the saved machine check 1logout and
additional information. The machine check error record
is written onto the error recording cylinder by using
the paging routines.

Hardware environmental counter records are formed using
routine DMKIOEEV. This routine is scheduled by DMKIOS
after control is returned from the ERP. Sense data
information is stored in the IOERBLOK by the ERP. The
record formed is called a nonstandard record.



Errors Recorded

In addition to recording environmental data, the
following types of errors are recorded for DASD virtual
machines that are not Class F.

e Bus-out check

e Overrun check

e Seek check

e Track overrun check

e Missing address marker check

e Equipment check

e Permanent data check

e Unrecoverakle error for a
channel program.

control program initiated

The following 3420
not Class F:

errors are recorded if the user is

e Bus-out check
e Overrun check
e C compare check

e Write TRIG VRC check

e Feed thru check

e Vel/RESTART check

e Velocity change check
e Equipment check

CLEAR and FORMAT Recording Area: DMKIOEFM is called by
the CPEREP program via a DIAGNOSE instruction. DMKIOEFM
is invoked to reset the specified error recording
cylinders (if CLEARALL, CLEARIO, or CLEARMC was
specified) . The clear is performed by resetting each
page—-header space-available field. A pointer in storage
is then updated to point to the first page on the error
recording cylinder available for recording MCH and CCH
records and the first page available on the other error
recording cylinder for recording outboard errors.
Control is then returned to the calling routine.

Fipnding First Recording Cylinder at IPL Time: DMKIOEFL
is called by DMKCPI to find the first available page
that can be used for error recording. The paging
routines, DMKRPAPT and DMKRPAGT, are used to read the
error recording cylinder's pages (4096 byte records).
As each page record is read it is examined to see if
this record is the last recorded. If so, a pointer in
storage is saved so recording can continue on that page
record. Control is then returned to the caller. If
either error recording cylinder is in an unrecognizable
format, that cylinder is automatically reformatted by
CE.
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PROGRAM ORGANIZATION

This section contains the flowcharts for all processing
modules. The modules are in alphabetical order. To
determine the pertinent information about a module, see
the Lirectory entries DMKACO to DMKWRM.

FLOWCHARTS

FUNCTIONAL SYMBOLS

PROCESSING
BLOCK

DECISION
BLOCK

c1
ENTRY, WAIT, OR
TERMINAL BLOCK

D1
MODIFICATION
BLOCK

ET;

INPUT/OUTPUT |
BLOCK

—— F ] —————)

SUBROUTINE
BLOCK

PREDEFINED \
PROCESS
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@2
‘ RETURN ’

ON-PAGE
CONNECTOR

OFF-PAGE
‘CONNECTOR

32
‘ RETURN }

Control is returned to a variable point. (for example,

to the point at which this rout

A3
‘ HOURSRTN ’

Comments, com-
ments, comments,
comments, com-

L LINE JUNCTION
|
-
N
E G3
pa—

c

R

o

s

s

1 -

N

G H3
EXECUTF
uTLXYZ

tine was invoked.)

K31
Exit or Return
To—Module

‘The terminal block is used to show entry and exit points
of a routine or subroutine.Block A3 shows an entry point
named HOURSRTN.

This instruction at thi i
SUBNAME. Upon return from the subroutine, if an error
was detected (ERR), then processing resumes at the block
A1, part 3 of this series of charts. If an error was not de-
tected (OK), then normal processing resumes.

Comments are included to provide additionat informa-
tion about the logic being displayed.

entry connector one or more branches to this
block appear on this part of the flowchart.

Off-page entry connector. A branch to this block appears
on another part(s) of this flowchart.

The instruction st location GOTO calls either a subrou-
tine within this module or another module that is used
like a subroutine. If the name in the subroutine block
begins with DMK, then the call is to another module (see
the “Module/Entry Point Directory” to determine the
flowehart location of the called module). If the
does not with DMK, then the subroutine is in the
tlowchart series for this module (see the “Subroutine
Directory” to determine the flowchart-part location of
the called subroutine).

One-page exit connector control branches to block D3
on this part of the flowchart.

This block refers to a routine or program that is docu-
mented in some other publication.

Off-page exit connector control branches to block A1
on part 2 of this series of flowchart.

Control branches to an entry point on another flowchart.

AN
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| DMKACO -- Accounting Routines (Parts 1 and 2 of 4)
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DMKACO —- Accounting Routines (Parts 3 and 4 of 4)

DBRACOQU
it SE

*
+ DuRacoow %
AR R

f I -

SWAR_TO SYSTEK *
VHBLOK

:
*

HERECIRER AR SRRY
B3

ACNTBLOK T!
BEGINRING 33 *

FRRREERRAR AR R

n1

*
*

"DHKS!SBP' t.‘!zs

NOPUNCH
*RE%%D2

DMKFRET

>*CALL T4

'0_RETURR
THE ACNTBLOK

s FURERERERAEE

%
K PUNCH BUSY*
H ACCOUNTINGX

*
| PP

SRR
Q GET A *
CUTION *
CK

FEERRRREE

Rl

tSBT RETURN 0%
+, ACTBUNCH — *

* *

tttg‘:naltttltt
*

‘Euxsl§cr
* CALL 10 STACK :

CB
rxechitol BLocks
AEREERERT SRS RRRK

ARREE
#DHKPTRL|

ICTQBXIT

et KR e ACTPUNCH DMKACOPU
fE Sk

SWAP TO USERS * * * *

VHBLOK *  ACTPUNCH  * *  DMRACOPU %

M H * H

Aerxp3 * '

*  RETORE 70 % Tt ] SWAR TO SYSTEN *

*  CALLER * CALL_TO GET AN * VHBLOK =

* IOBLOK * *

P — * M

LOCK THE PAGE

Hrrach FrevRCOrERRER R R

DHKACOP DHKFREE
- >k e
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PRSI 4 6 R
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BUSY NITH * #OF THE_ ACCOUNT *

ACCOUNTING : : CHAIN :

*
SET DUMMY DE IN* * SET UP IO *
TOBLOK * *  REIURE TO *
* * CKCTPIRA _*
* * *
#DURSTKIQ *DMKIOSQR
Shi S ok E ks

¥TCAIL o STACK ¥
* TOBLOK M

* CALL T
+  THE CAR

ARRERGY ERREERAERE
*]

it L A
* *
$UNLOCK THE PAGEX
PO

ARERED HRERRREE
4 GOTO DMKDSECH %
AR AR REEE

FRERGSHRRERREEE
* *
% GOTC DHKDSECH *

FREEREEEREEREEE

3 H o g g 3 b 3 g6 36 3 3 I 56 I 36 I % g6 B H g G I 46 3 I 3 36 3 % K o %

IBM VM/370: Control Program Logic

ACTRIRA
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* ACTPIRA :
R
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—*- JFATAL

*
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OFFLINE *
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*

P

*XD2REEEERR
* IQ ERROR *

* "SET UP *
*MSG=DHKACO425E, *

* *
RRRRERAR R

FRREKEDIRE A RA A K
$DBKCVIBE

ot PR
CALL,T0 CONVERT}
DDRESS *

R R K

KASA:

DHKERHSS
CALL TO TYPE
THE ERROR HSG

RECHAIN THE

ACNTBLOK'S NO'
PUNCHED

FREREEER R R

*
*
T *
*
*
*

ACTCLEAR
FESRRE 2R AR AR
&

BN L -

a2’

LI “x. ¥ES
_..‘.".IST lCl'l'!lOg.t—_A
e o
S

FRRRKRTHRRAARRRAE
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VHBLG

| SRR

AERKBIRRAAAEREK
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TREAFRREEREREEE
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-- Build/Release Real Stcrage Tables;
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{ DMKCCW -- Translate a Virtual CCW List to a Real List (Parts 7 and 8 of 31)
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LL-CONVERT * N >+, SUPBRESSED o< SURE *
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Process DCP, DISPLAY, DMCP and
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DMKCDB
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DMCP and DUME Commands (Part 11 of 11)
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reciasarnnn
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FREERREERRE

.

.

;vn: 033
301, % 0562 .
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x . .
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| DMKCDS -- Process STCP and STORE Commands (Parts 1 and 2 of 6)

STOLOCR
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DMKCDS -- Process STCP and STORE Commands (Parts 3 and 4 of

STOCRGE
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<*ANY ADDRESS*. NO XLO: * No *ANY ADDRESS*.
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*DHKCVTEB -
FE R E kK

Bt

CDS004.
HAD Jokkkk kS

ALID  *
>+ HEEO KEE = “xc
* DHKCDSOOUE R

[
Erond
>¥01 *
* BU
*
P e
STOLOCL
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STORE Commands (Parts S5 and 6 of 6)
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DMKCFD —- Process ADSTOP and LOCATE Commands (Parts 1 and
%

DHKCEFDLO
EE I CPREERE Y

* *
$LOCATE COMMAND ¥
AEERREER R
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| DCMKCFG —-- Process SAVESYS Command (Parts 1 and Zz of 3)
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DMKCFM -- Main Console Function
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| DMKCFM —- Main Console Function Routine (Parts 3 and 4 o

CONPRRTH
AEERSEEEARRRE
+ BETORN FPROM *

*  DHKQCNRD
ARRRRERRRRSARES

sexts 05E3
#03 =
* A3«
O]

Ietanenrer
TR R(
CESSThe
51 L

an

AEEEEDIRREE L AR
* NORMAL *
* RETURN-EEAD *
* NEXT LINE ¥

DMKCEHAT ASTERISK

Y fr I CEr——

*  ATTEN * *

%  SIMULATOR * % *COMMAND

* x *

FERXBYEREFRRRES

DHKRSCEV RREBEREKRAREEE
* TURN TO

cu.l.-Gn varcx* * LLER
IR RRRRREE

e
~>%02_*
* E2 %
HEX

ATRETURN
LS S

* *
3+ B4 RETORN ¥
R R

R
s
* PEN NG A%tw. ’
Fr——

>

*
*

*

*
*
*
*
*
*
*
*
*
*
*
*
%
*
*
%
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
%
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
f

DMKCPMBE
FEEEL ERRRERARE

* *
* BEGIN COMMAWD %
rrrrEERRREREE

SAVE REGISTERS

Ty

TRERAC EEREREEERE
*DHKSCHFD *
Ptk S
* CALL-GET  *
*  ARGUMENT  *

PETTT T —

DI '.

o nsunzﬂ * e, %o
*

" POU
*
*
*

P I
$DHKCVTED

. —x
* cukcolum‘ *
ESS *

+ ABpe
BINARY
pOINR-:11 S

r1°
B

nn

P
K2 ¥
e
wran

CPHO

oy
ARP2RERRRRS
.,

*: VlLID mnuss *—-———)‘ I!vn.In fisc

o

%
¥ES

*
li.
.
NO .+ TRACING °*.
[—*- J¥STRUCTIONS .+
* o
o .*
TES

.

L1
INSTRU
Ax e

reeagistesareesy
DEKTRCT

CALL - SEr AR %
INSTRUCTION *
TRACING = *
Tt

e T

5)

CPHOOU
s .
AREREEE RS

e
. *

*
*

BEGE:

-
>*
.

K2 *
=
axxx
Tlaasdeo
* SET UP TO
fETuRR 10 "+
RETURN
ADDRESS+4 %

AEERRERREEE

*e.

*

*

DHKCPHSL
AR AUSRREREREE

* *
* SLEEP ComEAND ¥
[RTTYTrTTree

SAVE REGISTERS

e

AXCUBREEEER
* *
* *

*SET UP RETURR+8*
. .

L
ren
>*01 ¥
*E3 *
*xxx

axne
04 *
*F3 % 0502
"k
axxn
CALLERN
AAPIEEAEREE
+SET UP HODULE®
>¢‘ IDENTIFIER

*rarararanes’

ARRERGIRERRRRR AR
4 DHKERMS(

—*
PR
+ EEROR WESSAGE :

EreREE O EOEE

Program Organization




| DMKCFM -- Main

Console Function Routine (Part 5 of 5
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DMKCFP -- Simulate CPU Console to Virtual Machine (Parts 7 and 8 of 10)
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| DMKCFS —- Process SET Command (Parts 1 and 2 of 14)
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