LY24-5241-01

Virtual Machine/System Product
Diagnosis Guide
Release 6

“Restricted Materials of IBM”
Licensed Materials — Property of IBM
LY24-5241-01 © Copyright IBM Corp. 1986, 1988



)
1
ln
4.“
m

Virtual Machine/System Product LY24-56241-01
Diagnosis Guide
Release 6

“Restricted Materials of IBM”
Licensed Materials — Property of IBM
LY24-5241-01 © Copyright IBM Corp. 19865 1988



“Restricted Materials of IBM”
Licensed Materials — Property of IBM

Second Edition (July 1988)

This edition, LY24-5241-01, is a major revision of LY24-5241-00 and applies to the Virtual Machine/System
Product Release 6, program number 5664-167, and to all subsequent releases of this product until otherwise
indicated in new editions or Technical Newsletters. It contains material formerly included in the VM/SP
Problem Reporting Guide (discontinued after Release 5), and the VM/SP GCS Diagnosis Reference
(discontinued after Release 5). Changes are made periodically to the information herein; before using this
publication in connection with the operation of IBM systems, consult the IBM System/370, 30xx, 4300, and
9370 Processors Bibliography, GC20-0001, for the editions that are applicable and current.

Summary of Changes

For a list of changes, see “Summary of Changes” on page 265.

Changes or additions to the text and illustrations are indicated by a vertical line to the left of the change.
References in this publication to IBM products, programs, or services do not imply that IBM intends to
make these available in all countries in which IBM operates. Any reference to an IBM licensed program in
this publication is not intended to state or imply that only IBM’s licensed program may be used. Any
functionally equivalent program may be used instead.

Ordering Publications

Requests for IBM publications should be made to your IBM representative or to the IBM branch office
serving your locality. Publications are not stocked at the address given below.

A form for readers’ comments is provided at the back of this publication. If the form has been removed,
comments may be addressed to IBM Corporation, Information Development, Dept. G60, P.O. Box 6,
Endicott, NY, U.S.A. 13760. IBM may use or distribute whatever information you supply in any way it
believes appropriate without incurring any obligation to you.

The form for readers” comments provided at the back of this publication may also be used to comment on
the VM/SP online HELP facility.

© Copyright International Business Machines Corporation 1986, 1988. All rights reserved.

AN
“\‘



“Restricted Materials of IBM”
Licensed Materials — Property of IBM

Preface

This is a guide to identify, report, solve, and collect information about problems in
the Virtual Machine/System Product (VM/SP), program number 5664-167. It is
intended for system programmers, system analysts, and others who know assembler
language and have experience with programming concepts and techniques.

This manual is one of many reference manuals for VM/SP or VM/SP HPO system
programmers. Other books include:

e VM/SP CP Diagnosis Reference

e VM/SP CMS Diagnosis Reference

* VM/SP Interactive Problem Control System Guide and Reference

* VM/SP CMS Shared File System Administration

e VM/SP Connectivity Programming Guide and Reference

o VM/SP Connectivity Planning, Administration, and Operation.

This VM/SP Diagnosis Guide consists of:

* Chapter 1. Introduction to Debugging, which contains an overview of the
debugging environment.

¢ Chapter 2. Debugging the Virtual Machine, which contains a déscription of
commands used to display or dump data, set and query system features, trace
events, and alter storage.

* Chapter 3. Debugging CP, which contains a description of commands and
macros used to debug CP problems.

¢ Chapter 4. Debugging CMS, which contains a description of commands used to
debug CMS.

¢ Chapter 5. Debugging the SFS Server Machine, containing a description of
methods used to collect information to debug the SFS server machine.

* Chapter 6. Debugging GCS, which contains a description of tracing and
dumping facilities used to debug GCS problems.

¢ Chapter 7. Debugging TSAF, which contains a description of methods used to
collect information to debug TSAF.

¢ Chapter 8. Debugging AVS, which contains a description of methods used to
collect information to debug AVS.

e Appendix A. Problem-Specific Checklists, which contains a checklists of
information you should gather before calling IBM for help with abends, loops,
wait states, and other problems.

¢ Appendix B. Control Registers, which contains a description of the control
register allocation and assignments.

¢ Appendix C. Stand-Alone Dump Formats, which contains a description of the
stand-alone dump tape format, DASD format, and printer format.

LY24-5241-01 © Copyright IBM Corp. 1986, 1988 Preface il
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Appendix D. GCS Control Blocks, which contains the layouts of some GCS
control blocks and key fields that are used for identifying problems in a
VM/SNA environment.

Summary of Changes, which contains a summary of the enhancements made to
this manual since the last edition was issued.

Glossary of Terms and Abbreviations, which explains or defines the terms,
acronyms, and abbreviations that appear in this manual.

Bibliography, which lists prerequisite and corequisite publications.

Index, which lists the topics in this manual alphabetically and points to the
pages where they are discussed.
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VM/SP manages the resources of a single computer such that multiple computing
systems appear to exist. Each “virtual computing system,” or virtual machine, is the
functional equivalent of an IBM System/370. Therefore, the person trying to
determine the cause of a VM/SP software problem must consider these separate
areas:

e The Control Program (CP), which controls the resources of the real machine

e The virtual machine operating system running under the control of CP, such as
CMS, GCS, TSAF, or AVS

¢ The problem program, which executes under the control of a virtual machine
operating system.

Refer to:

e Chapter 2, “Debugging the Virtual Machine” on page 47 for information on
how to debug problems within a virtual machine, and “Commands that Trace
Events in Virtual Machines” on page 54 for information on how to debug
application programs.

e Chapter 3, “Debugging CP” on page 71 for information on CP.

¢ Chapter 4, “Debugging CMS” on page 131 for information on CMS.

e Chapter 5, “Debugging the SFS Server Machine” on page 145 for information
on the SFS (Shared File System) Server Machine.

e Chapter 6, “Debugging GCS” on page 155 for information on GCS (the Group
Control System.

¢ Chapter 7, “Debugging TSAF” on page 227 for information on TSAF (the
Transparent Services Access Facility).

e Chapter 8, “Debugging AVS” on page 235 for information on AVS
(APPC/VM VTAM Support).

For information explaining how to use Interactive Problem Control System (IPCS)
for debugging, refer to the VM/SP Interactive Problem Control System Guide and
Reference.

If a problem is caused by a guest operating system, refer to the publications
pertaining to that operating system for specific information.

If it becomes necessary to apply a Program Temporary Fix (PTF) to a component of
VM/370 or VM/SP, refer to the VM/SP Installation Guide for information on
applying PTFs.

How To Start Debugging

A good approach to debugging is:
1. Recognize that a problem exists.
2. Identify the problem type and the area affected.

3. Analyze the data you have available, collect more data if you need it, then
isolate the data that pertains to your problem.

4. Determine the cause of the problem and correct it.

When running VM/SP, you must also decide whether the problem is in CP, the
virtual machine, or the problem program.

2 VM/SP Diagnosis Guide LY24-5241-01 © Copyright IBM Corp. 1986, 1988
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( "~ Does a Problem Exist?
The most common problems occurring on your VM/SP system or virtual machine

are:

e Abend (abnormal end)

¢ Unexpected or incorrect results
e Loop

e Wait state.

| Abend: The most obvious indication of a problem is the abnormal termination
| (abend) of a program. An abend occurs when an error condition that cannot be
| resolved by the system causes a program to terminate prematurely. Whenever a
| program abnormally terminates, a message is issued. This message provides

| information that can help you isolate the problem.

: | Unexpected or Incorrect Results: Another obvious indication of a problem is
( unexpected or incorrect output or results. If your output is missing, incorrect, or in
a different format than expected, some problem exists.

| Infinite Loops: A loop is a set of instructions that is executed repeatedly as long as
| a certain condition is present. Infinite loops are caused when the condition that is
| supposed to be satisfied in the loop is never reached. If your program takes longer
| to execute than anticipated, it might be in a loop. If your output is repeated more
| than expected, your program may be in a loop.

! Wait States: A VM/SP system or virtual machine is in a wait state between the time
| the system asks for data and begins to receive it. No other processing can occur in a
| system or virtual machine that is in a wait state. When the system or virtual

| machine is in a disabled wait state, it accepts no incoming data. When the system or
| virtual machine is in an enabled wait state, it continues to accept incoming data.

| Enables wait states occur frequently, and are quite easily resolved or resolve

| themselves. Disabled wait states are not easily resolved and almost always a sign of
| a serious problem, but often a message is issued alerting you to a disabled wait. If

| your program is taking longer than expected to execute, the virtual machine may be

| in a wait state.

-

| Other problems: Your system is not limited to the problems listed above. Other
| problems, that are not easily determined, may appear to slow the system’s

| performance or cause unproductive processing time. These can be caused by poor
| system tuning or problems with your hardware.

Identifying the Problem
| Identifying problems is not always easy. Abnormal termination is sometimes
indicated by an error message, and unexpected results become apparent once the
output is examined. Looping and wait state conditions may not as easy to identify.

Table 1 on page 13 helps you to identify problem types and the areas where they
may occur.

| Immediate signs of problems within a user’s virtual machine are:

( | ¢ Return Codes
| ¢ Error Messages.

LY24-5241-01 © Copyright IBM Corp. 1986, 1988 Chapter 1. Introduction to Debugging 3
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Return Codes: A return code is a number generated by the software associated with
a computer instruction. This return code describes to your program the condition
that arose when your machine tried to carry out the instruction. Based on this
condition, the return code influences your program in determining how subsequent
processing of your overall task should proceed.

You must design your program to respond to specific return codes in specific ways.
Your VM/SP system—its system programming—is no different. Depending upon the
return code received from an instruction in its system software (or, for that matter,
in an application program that you are running on VM/SP) your system is
programmed to react in a certain way.

The severity of return codes differs. Some conditions are handled more smoothly
than others.

For an explanation of the meaning of individual return codes, consult VM/SP
System Messages and Codes. Many return codes are also recorded in the VM/SP
CMS User’s Guide.

Messages: A message is a sentence or phrase transmitted by VM/SP that describes
a situation or problem that the system encountered while processing an instruction
or command. Like a return code, it describes a situation and influences a reaction to
it. Unlike a return code, which is generated for the benefit of a running computer
program, a message is issued for the benefit of the person who wrote the program or
issued the command.

VM/SP has thousands of messages and is programmed to generate a particular
message when a given situation or problem occurs.

VM/SP messages consist of these parts:

¢ The message identifier
¢ The message text.

A message identifier is a combination of letters and numbers that uniquely identifies
a message. The message text is the set of words that indicates your problem. The
message text may contain message variables, which are spaces filled with important
data, making the message more informative.

The message identifier consists of four fields: a prefix, a module code, a message
number, and a severity code. The prefix corresponds to the component that issued
the message. Here are the message identifier prefixes with their corresponding
VM/SP components:

* DMK -- CP
¢ DMS -- CMS
¢ CSI -- GCS
¢ DMM -- IPCS
¢ ATS -- TSAF
* AGW -- AVS.

The module code indicates which module generated the message. The message
number is associated with the condition that caused the message to be generated.
The severity code is a letter that indicates what kind of condition caused the
message. Not every severity code applies to every component, but the following list
contains all the possibilities:

4 VM/SP Diagnosis Guide LY24-5241-01 © Copyright IBM Corp. 1986, 1988
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* A -- Immediate action required
¢ I -- Information message

¢ R -- Response

¢ W -- Warning or system wait

e E -- Error

e S -- Severe error

¢ T -- Terminating error.

You may receive the following message if you fail to issue the CPTRAP command
correctly. Use this example to identify the parts of a message.

DMKTRPO20E Userid missing or invalid

Messages can help identify problems, both large and small. Be aware of the
messages you receive when your system is experiencing problems For an
explanation of individual messages, consult VM/SP System Messages and Codes.

Where to Find Evidence

Depending on the severity of the problem, or abend, you must take action to
identify and correct the problem. You may have to use one of the following sources
to find exactly where a major problem occurred:

¢ A Dump

* A Nucleus Load Map (NUCMAP)

e Registers

e The Program Status Word (PSW)

¢ The Channel Status Word (CSW)

e The Channel Address Word (CAW)

¢ The Console Log

¢ A Trace

e The Program Event Recording Facility (PER).

Dumps: A dump is a record of the contents of your machine’s storage at a given
moment. A dump can appear either on-line or printed on paper. You are interested
in finding the moment when malfunctions, errors, or problems begin.

Depending upon the type of dump you request and where the dump comes from, it
can include the data contained in the following:

e Virtual storage, which is a byte-by-byte record of the contents of a virtual
machine’s storage in hexadecimal notation. The dump provides an EBCDIC
translation of this data.

¢ Real storage, which is a byte-by-byte record of the contents of your VM/SP
system’s real storage.

¢ Control blocks.

* General-purpose and floating-point registers.
¢ Control registers.

* The time-of-day clock.

e The processor timer.

e The program status word (PSW).

Chapter 1. Introduction to Debugging 3
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There are several types of dumps that you can request, depending ou the information
that you want.

¢ A CP dump. This can be a dump of your entire VM/SP system or just the
storage directly “owned” by CP.

¢ A stand-alone dump. Sometimes, a problem can be so severe that your system
can’t even produce a CP dump on its own. So, every VM/SP system is equipped
with a special program that will produce a dump of real storage, regardless of
how severe the problem is. We call it a “stand-alone” dump because the
program that produces it stands alone or independent of the rest of the system
programming. Since it is independent of the system programming, any problems
there will not prevent the dump from being created.

¢ A dump limited to any single virtual machine running in your VM/SP system.
For example, you can request a dump of the virtual machine containing CMS,
RSCS, or any guest operating system that resides in VM/SP.

¢ A dump of a communication controller’s storage. A communication controller is
a device that manages and controls the operation of a computer network,
including the routing of data therein. Such a device contains what is called a
communication controller program, a dump of which can be useful when dealing
with computer network problems.

A dump is useful when dealing with a problem in your VM/SP system. A dumpis a
picture of the system’s (or virtual machine’s) memory at the moment of malfunction
or error. The problem is likely to be somewhere in the picture.

Dumps are especially helpful in dealing with infinite loops, wait states, and abends.
Moreover, the information contained in a NUCMAP complements the information
in a dump. When you create a dump, it is wise to obtain a NUCMAP. Refer to the
material in the section titled “NUCMAP or Nucleus Load Map.” See

also “Creating a Dump” on page 20 .

NUCMAP or Nucleus Load Map: A nucleus load map (NUCMAP) is a record that
contains the following information.

e A list of the storage addresses of all control sections (CSECTs). A control
section or CSECT is that part of a program that the programmer defines as a
relocatable unit. It is a block of code that can function properly in any part of
storage. All elements of a CSECT are loaded into adjoining locations in
storage.

e The storage addresses of all modules loaded into the CP nucleus, CMS nucleus,
or GCS nucleus. The CP nucleus contains that portion of CP present in main
storage. Similarly, the CMS or GCS nucleus is that portion of CMS or GCS
present in virtual storage.

e A list of all modifications performed on the modules in the nuclei. This includes
all the maintenance that IBM has performed on the modules and all the
modifications your organization has made to them.

TN

\_/

. S
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1 These activities are performed by the system programmer or system operator using the MAINT virtual machine.
This is the virtual machine that is used to install, service, and maintain your VM/SP system. The VM/SP
Installation Guide explains these activities.
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( | One NUCMAP exists for CP, another for CMS, and another for GCS. NUCMAPs
' | are often called load maps, particularly by the Interactive Problem Control System
| (IPCS).

| VM/SP creates a NUCMAP each time CP or CMS is built—that is, when your
| system is first installed or after it is repaired or modified.! So, the NUCMAPs are
| kept up-to-date.

| NUCMAPs are useful particularly when you are dealing with an infinite loop.
| NUCMAPs also complement the information found in a dump. When you use one,
| you should have the other handy.

[ NUCMAPs can be found in the following locations:

| ¢ The CPNUC MAP file, on the MAINT virtual machine’s disk at virtual address
(" | 194, contains the CP NUCMAP.

| e The CMSNUC MAP file, on MAINT’s disk at virtual address 193, contains the
| CMS NUCMAP.

| e The GCSNUC MAP is stored on the GCS virtual disk at address 595.

| Registers: A register is an arca of storage specially set aside in your processor.
| Your machine is equipped with 16 general purpose registers, four floating-point
| registers, and 16 control registers.

| General purpose registers contain numeric or alphabetic values being manipulated by
| the user program currently running. Floating-point registers are used to hold

| numeric values associated with some exponent. These are usually very small or very
| large numbers—for example, 45.6 x 102, While general and floating-point registers

| contain data directly related to the execution of a user application program, control

| registers are used to calculate and keep track of certain values pertaining to the

| operation and management of the VM/SP system.

| Your machine uses a register to store a piece of data that it is using right now. A
| register can contain a numeric or alphabetic value, an address, or an instruction that
l | the computer is currently using to do some small step in your overall task.

| A register holds a piece of data only as long as it is needed. The traffic in and out

| of any given register can be quite heavy. Depending on the problem, a great deal

| can be learned by examining the contents of your system’s registers if a malfunction,
| error, or problem occurs.

| The contents of your system’s registers are included in any dump that you might
| request. It is also possible to examine the contents of your registers by issuing
| various commands and during a trace.

| Program Status Word: The program status word (PSW) is an area in storage that
| indicates your system’s general status. The PSW is a doubleword (or 64 bits) in
| storage that is divided into several fields. Concentrate on these fields:

- | Bit 6 Indicates whether your system will accept (or is enabled for) input
( | interrupts. If this bit is set to 0, your machine is not enabled for input.
‘ | If this bit is set to 1, your machine will accept input interrupts.

LY24-5241-01 © Copyright IBM Corp. 1986, 1988 Chapter 1. Introduction to Debugging 7
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Bit 14 Indicates whether your VM/SP system is in a wait state. If this bit is
set to 0, your system is not in the wait state, and execution can
proceed normally. If this bit is set to 1, your system is in a wait state.

If bit 14 is set to 1, the setting of bit 6 indicates whether the wait state
is enabled (1) or disabled (0).

Normally, your system indicates that it is in a wait state by either
displaying the word “WAIT” on the system display terminal or by
activating the system console’s WAIT light.

Bits 40-63  Contains the address of the next instruction your machine is set to
execute.

Examining the current PSW periodically may help you identify a loop. If the PSW
instruction address always has the same value, or if the instruction address has a
series of repeating values, the program probably is looping.

You can determine the contents of the PSW by using the CP DISPLAY command
with the PSW option. You can also determine the PSW by looking at a dump.

Channel Status Word: A channel is a device that manages and directs the flow of
data between your VM/SP system’s main storage and a storage device (printer,
DASD, terminal, or tape). A channel status word (CSW) is a doubleword of storage
describing the condition of a storage device and the channel to which it is attached.

The CSW contains fields that indicate, among other things:
¢ The general status of the channel. For example, is the channel idle or busy?

e The general status of the input/output device. For example, is the device
operating normally or has some problem occurred? If there is a problem, what
kind is it? What is the input/output interrupt status of the device?

¢ The condition under which the last input or output operation was completed.
¢ The type of input or output operation underway.

¢ Whether conditions have developed that prevent the normal flow of data
through the channel.

The information in a CSW is usually complete once the I/O interrupt associated with
the operation in question has occurred. This information can be helpful in tracking
down problems involving unexpected output results and input/output errors.

You can determine the contents of the CSW by using the CP DISPLAY command
with the CSW option. You can also determine the CSW by looking at a dump.

Channel Address Word: The channel address word (CAW) is a fullword in your
VM/SP system’s storage that contains the address of the channel program as well as
control information for that program.

A channel program is a special program that manages the operation of a channel.
The information in a CAW can be helpful in tracking down problems involving

unexpected output results and input/output errors. The channel program itself can
be located and examined for possible errors.
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You can determine the contents of the CAW by using the CP DISPLAY command
with the CAW option. You can also determine the CAW by looking at a dump.

Console Log: A console log is a record of everything that has appeared on the
screen at a certain virtual machine’s console. This includes all commands, messages,
return codes, and results.

When problems arise in the system, we are generally interested in the console log for
the system operator’s console. The log includes:

¢ All messages and return codes that have been sent to the operator.
¢ All commands and instructions that the operator has entered at his console.
¢ All responses that the operator has made to requests for action by the system.

The console log can describe the sequence of events that lead to a malfunction,
error, or problem from the system’s point of view.

But it is not always just the system operator’s console log that might help you. For
example, if you are having a problem with RSCS, then the console log for the RSCS
virtual machine might help.

At the system operator’s console, the recording of the console log is automatic and
takes place at all times. To get a console log at other consoles you must issue the
following command to begin the recording. The best place for this command is in
the profile for the virtual machine in question. That way, you know a console log is
always being recorded. Or, you can always issue the command from the command
line and have it in effect temporarily, such as,

cp spool console start
Issue
cp close console

to create a console log of the information recorded up to this point and puts the file
in your virtual printer. Recording continues until you log off the system or explicitly
stop it with the CP SPOOL CONSOLE STOP command.

Traces: A trace is a chronological record, usually printed, of every “major event”
that has taken place within your VM/SP system or within a virtual machine running
there. Each “major event” corresponds to a program or a set of instructions that
your system or virtual machine has executed, each representing a major
accomplishment in an overall task. The trace shows how each event affected virtual
storage, registers, the PSW, and other aspects of your system.

A trace is invaluable when trying to track down a problem, particularly in the case
of wait states, infinite loops, and unexpected output. Often, traces themselves
suggest solutions to the problem. In a trace, you see the overall effect of every event
that occurred before and after the problem arose.

VM/SP automatically maintains what is called the CP internal trace table. This
table is a record of all events that have taken place in CP, and is described in the
section titled “CP Internal Trace Table” on page 74.

An internal trace table is also maintained for GCS. Consult the “Internal Tracing
Facilities” on page 157 for more information. )

Chapter 1. Introduction to Debugging 9
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VM/SP and GCS provide several commands you can issue to generate a trace of

your own.

below.

TRACE

PER

CPTRAP

ITRACE

ETRACE

Each has certain characteristics that appeal to certain needs, as explained

A CP command that traces general virtual machine activity. This
command records trace data at a terminal, a virtual printer, or both.
For more information, check the VM/SP CP General User Command
Reference.

A CP command that monitors events in a virtual machine. The PER
command monitors such events as instruction fetching, successful
branching, or a change in a register or storage address. For more
information, check the VM/SP CP General User Command Reference
and VM/SP CP System Command Reference. Also, review the sections
of this book titled “The Program Event Recording Facility (PER)” on
page 11 and “Using the CP PER Command” on page 59.

A CP command and facility that stores certain diagnostic information in
a virtual reader file. This information includes the entries in the CP
internal trace table plus other data gathered from CP and various virtual
machines. For more information, check “Debugging with the CPTRAP
Facility” on page 95 and the VM/SP CP System Command Reference.

A GCS command that enables or disables the recording of events in the
GCS internal trace table. Rather than record events taking place in the
system as a whole, the GCS internal trace table records events within a
virtual machine or virtual machine group. For more information, check
“Using the ITRACE Command and GTRACE Macro” on page 158 and
the VM/SP Group Control System Command and Macro Reference.

A GCS command that actually records a given event in the GCS internal
trace table. The ETRACE command works closely with the CPTRAP
command. For more information, check Chapter 6, “Debugging GCS”
on page 155 and the VM/SP Group Control System Command and Macro
Reference.

There are even more tracing tools for those interested in the Systems Network
Architecture (SNA). VTAM and NCP provide SNA users with several types of
traces. These traces can record events that take place at several points in a network
as data travels from a virtual machine, through VTAM and NCP, to a SNA device.
Among those items you can trace in a SNA environment are:

¢ Buffer contents

¢ Input/output events

e Line activity

e SMS buffer use

¢ Transmission group activity

¢ Internal VSCS and VTAM events.

Detailed information on all of this is available in the VTAM Diagnosis Guide and
the VTAM Diagnosis Reference.

Symptom Records: Your VM/SP system contains a component called the
Interactive Problem Control System (IPCS). Fundamentally, IPCS helps you report,
diagnose, and manage any problems you have with VM/SP.

10 VM/SP Diagnosis Guide
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( ) | Anyone who is involved in VM/SP problem-solving should be familiar with IPCS.
| For details, refer to the VM/SP Interactive Problem Control System Guide and
| Reference.

| For now, it is useful to review one IPCS concept—the symptom record. A symptom
| record is a collection of data conveying basic information about some VM/SP
| software failure. It includes the following:

| e The component, release, and service level of your VM/SP system. These items
| identify your VM/SP system software to the IBM Support Center.

| ¢ The model number and serial number of your particular processor. These items
| identify your system hardware to the IBM Support Center.

| e The date and time of day that the symptom record was created.
| ¢ The type of dump of which the symptom record has become a part.

( | The symptom record is located within the first two kilobytes of any dump that is
| produced.

| ¢ The error code associated with the problem or error at hand.

i ¢ The ID of the failing component—for example, 5749DMKO00. (This particular
| ID refers to CP.)

| ¢ The name of the program module within the failing component wherein the
| error or problem occurred.

{ | ¢ The contents of all the registers.

e The register PSW difference. This designates which register might recently have
been used as a base register. This information helps locate where the error is
likely to be in storage.

The importance of this information goes beyond merely conveying information
about a single problem. The IBM Support Center also uses this information to
determine whether a certain problem is related to one that has already been
reported. If it is, then you and IBM know more about the problem than you did
before. Moreover time, money, and effort are conserved. Obviously, if PROBLEM
X and PROBLEM Y are related, it would be wasteful to treat them as though they
were separate and unrelated. Since these relationships are not always immediately
obvious, we look to the symptom record.

| The Program Event Recording Facility (PER): PER helps you monitor three
l important events that take place in a virtual machine.

* Instruction fetch. Whenever you ask your system to execute an instruction, it
has to locate the program needed to execute it. We call this action an instruction
fetch. In a problem situation, it may be helpful to know what instruction was
fetched at a certain moment. If it’s the wrong one, you may have found the
error.

* Successful branch. A program branches when it executes an instruction other
than the next sequential instruction. PER helps you trace when and to where a
branch occurs. If you suspect that a problem is being caused by a branch to the
wrong place or at the wrong time, PER can help.

| o Storage alteration. As we’ve said, the contents of areas of storage change
[ frequently in a computer. PER helps you monitor the contents of any register
| or address at any time. In a problem situation, you can monitor the value of
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any key register or area of memory to make sure that it is correct. If it isn't,
then you might have found the problem.

Use the PER command to invoke the PER facility. The PER command has many
options that allow you to specify exactly what event you want to monitor. Other
options let you specify what you want to happen once the event has occurred—that
is, do you want the event traced, do you want a dump, or do you want the virtual
machine to wait. Still other PER options allow you to define the event very
narrowly to avoid having to handle an unnecessarily large amount of data.

For detailed information on the PER command, check the VM/SP CP General User
Command Reference and VM/SP CP System Command Reference. Also refer to
“Using the CP PER Command” on page 59.

Analyzing the Problem
Once the type of problem is identified, its cause must be determined. There are
recommended procedures to follow. These procedures are helpful, but do not
identify the cause of the problem in every case. Be resourceful. Use whatever data
you have available. If the cause of the problem is not found after the recommended
debugging procedures are followed, it may be necessary to undertake the tedious job
of desk-checking.

The section “How To Use VM/SP Facilities To Debug” on page 20 describes
procedures to follow in determining the cause of various problems that can occur in
CP or in the virtual machine. See “Commands that Trace Events in Virtual
Machines” on page 54 for information on using VM/SP facilities to debug a
problem program.

Figure 1 on page 14, Figure 2 on page 15, and Figure 3 on page 16 summarize the
debugging process from identifying the problem to finding the cause.
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Table 1. VM/SP Problem Types
Problem Where
Type Abend Occurs Distinguishing Characteristics
Abend CP abend For a complete discussion of reasons for abends and system
| CMS abend programmer’s actions, see the CP, CMS, GCS, TSAF, and AVS
GCS abend abend codes charts in VM/SP System Messages and Codes.
TSAF abend
AVS abend
Virtual machine When OS or DOS abnormally terminates on a virtual machine,
abend (other the messages issued and the dumps taken are the same as they
than CMS) would be if OS or DOS abnormally terminated on a real
machine.
CP may terminate or reset a virtual machine if a unrecoverable
channel check or machine check occurs in that virtual machine.
The system operator will receive a message at the processor
console. Also, the virtual user will be notified by a message that
his virtual machine was terminated or reset.
Unexpected CP If an operating system, other than CMS, executes properly on a
Results real machine, but not properly with CP, a problem exists.
| Inaccurate data on files, such as spool files, is an error.
If a program executes properly under the control of a particular
Virtual machine operating system on a real machine, but does not execute
correctly under the same operating system with CP, a problem
exists.
Wait CP For a complete discussion of CP, and loader wait state codes,
see VM|SP System Messages and Codes.
Loop CP disabled loop | The processor console wait light is off. The problem state bit of
the real PSW is off. No I/O interrupts are accepted.
Virtual machine The program is taking longer to execute than anticipated.
disabled loop Signaling attention from the disabled loop terminal does not
) cause an interrupt in the virtual machine. The virtual machine
operator cannot communicate with the virtual machine’s
operating system by signaling attention.
Virtual machine Excessive processing time is often an indication of a loop. Use
enabled loop the CP QUERY TIME command to check the elapsed
processing time. In CMS, the continued typing of the blip
characters indicates that processing time is elapsing. If time has
elapsed, periodically display the virtual PSW and check the
instruction address. If the same instruction, or series of
instructions, continues to appear in the PSW, a loop probably
exists.
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= Does a problem exist? =
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[l ' ihe message: —— Excessive time has elapsed. =

DMKDMP908I SYSTEM
FAILURE; CODE - code
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alarm rings, this is a CP. . ANY PENDING light on, a CP disabled wait
The system dumps to disk or to UNEXPECTED state exists. The CPU console light ;O

4

A

the printer if the SET DUMP OOE RESULTS will be on
command has been issued. —-P@ .
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2 If the CPU console wait light is on, the
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FAILURE; CODE - code

PROCESSOR nn it i
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DMKDSP452W CP entered;

DMSABN148T System abend xxx DOMKPROASIW Cp ENTEREED:;

called from ystor PROGRAM INTERRUPT LOOP

appears on the terminal, this is a . p :
—————" No problem exists appears on the terminal, there is a
CMS ABEND. w 2 disabled wait or an interrupt loop
in the virtual machine.

4 If an ABEND message from the
virtual machine appears on the ter- I pressing the ATTN key once does not

minal, this is an ABE!\JD ig'the. ope|r- cause an interrupt, there is a disabled
atmg:‘ system controlling this virtual 5 loop in the virtual machine.
machine. E

If processing has ceased in the virtual

2 If the messages:

3 If the message:

&

((j)therwife, ?“‘ %BOENl'g condition machine without reaching end-of-job,
0es not exist. 1 the virtual machine is in an enabled
wait state and no 1/0 interrupt n
Unexpected Results? = has occurred. » { DJ
1 If an operating system which executes 7 If processing time exceeds normal

on a real machine fails to execute expectations the virtual machine
properly under VM/SP, there are may have an enabled loop.
unexpected results in CP. w

. Otherwise,
If a program which executes under the
control of an operating system on a real

machine fails to execute correctly with
the same operating system under VM/SP, é

there are unexpected results in the
virtual hi 5g

[l !f the program’s output is inaccurate or
Il missing, there are unexpected results in
the problem program.

If the output is redundant check
for a loop. Pl 2
Otherwise, check for a wait or loop.
\
2

Figure 1. Does a Problem Exist?
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Debug Procedures for a Wait
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CP Disabled Wait

Use ALTER/DISPLAY console mode (if available), to display real
PSW and CSW. Also, display general and extended control
registers and storage locations X'00’ - X'10".

Force a SYSTEM RESTART (If not successful, do Stand-Alone Dump)
to cause a CP ABEND dump to be taken.
This automatically re-IPL’s CP, if dumping to disk.

CP Enabled Wait

Force a SYSTEM RESTART (if not successful, do Stand-Alone
Dump) to cause a CP ABEND dump to be taken.

Use the dump to check the status of each VMBLOCK. Also, check
RCHBLOK, RCUBLOK, and RDEVBLOK for each device.

Virtual Machine Disabled Wait*

Use CP commands to display the PSW, CSW, general registers,
and control registers.

Use the CP DUMP or CP VMDUMP command (or CMS DUMP subcommand)
to take a dump.

Virtual Machine Enabled Wait*

Take a dump using the CP DUMP or CP VMDUMP command, using the
correct FORMAT option.

Debug Procedures for a Loop

CP Loop

Use ALTER/DISPLAY console mode (if available), to display real PSW.
Also, display general and extended control registers and storage
locations X'00” - X'10".

Trace the instruction loop on the processor and force a

SYSTEM RESTART (if not successful, do Stand-Alone Dump) to
cause a CP ABEND dump to be taken.

Examine the CP internal trace table to see where the loop is.

Virtual Machine Disabled Loop*
Use the CP TRACE or CP PER command to trace the foop.

Display the general registers and control registers via the CP DISPLAY
command.

Take a dump using the CP DUMP or VMDUMP command, using the
correct FORMAT option.

Examine the source code.

Virtual Machine Enabled Loop*
Trace the loop, using CP TRACE or CP PER.
Display the PSW, general registers, and extended control registers.

Take a dump using the CP DUMP or CP VMDUMP command, using the
correct FORMAT option.

Examine the source code.

*Applies to GCS and/or TSAF.

Figure 2. Debug Procedures for Waits and Loops
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Debug Procedures for Unexpected Results
Unexpected Results in CP
Check that the program is not violating any CP restrictions.

Check that the program and operating system running on the virtual
machine are exactly the same as those that ran on the real machine.

Use the CP TRACE command to trace CCWs, SlOs, and interrupts. Look
for an error in CCW translation or interrupt reflection.

If disk 1/0 error, use the CP DDR (DASD Dump Restore) program to
print the contents of any disk.

Unexpected Results in a Virtual Machi

Check that the program executing on the virtual machine is exactly the
same as the one that ran on the real machine.

Make sure that operating system restrictions are not violated.

Use CP TRACE to trace all /0 operations.

a_
o | o mms

Debug Procedures for an ABEND

CP ABEND

Find out why CP abended. Examine the PROPSW, INTPR,
SVCOPSW, and CPABEND fields in the PSA from the dump.

Identify the module that caused the ABEND.

Examine the SAVEAREA, BALRSAVE, and FREESAVE areas of
the dump.

If 1/0 operation, examine the real and virtual 1/0 control blocks.

CMS ABEND

Determine reason for ABEND from code in ABEND message DMSABN148T.

Enter debug environment or use CP console function mode to use the
commands, to display the PSW, and to examine low storage areas:
LASTLMOD and LASTTMOD
LASTCMND and PREVCMND
LASTEXEC and PREVEXEC and DEVICE
look at the last instruction executed.
Take dump if needed.

Virtual Machine ABEND (other than CMS)*

@ @
me m m

Examine dump, if there is one.
Use CP commands to examine registers and control words.

Use CP TRACE or CP PER to trace the processing up to the point where
the error occurred.

<
Hﬂé l

*Applies to GCS and/or TSAF.

Figure 3. Debug Procedures for Unexpected Results and an Abend

Data Needed Before Calling IBM for Assistance
Note: This section contains general information for all VM/SP-based operating
systems.

If you should need to call your IBM Support Center for assistance, it is very
important for you to have the following information:

¢ Problem Inquiry Data Sheet

e List of all applied maintenance for the module(s) involved

¢ Operator’s console log

o Verification that all known errors against the PUT have been applied
¢ NUCMAP for the failing system.
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Problem Inquiry Data Sheet

The Problem Inquiry Data Sheet must be accurately filled-in to ensure that you get
the correct solution from IBM. It might be a good idea to make copies of the
Problem Inquiry Data Sheet (see Figure 4 on page 19), to have blank sheets
available in case you have to call IBM.

System Information: When completing the Problem Inquiry Data Sheet, the
QUERY CPLEVEL command should be used to help you to determine:

* Operating system
¢ Release level
e Service level

of your system.

For example, if you were on a VM/SP system and you entered:

query cplevel

you could get something that looked like this:

Make sure that you record system information (first output line from the query cplevel
command) on the Problem Inquiry Data Sheet.

CPU Information: The QUERY CPUID command should be used to help you to
determine what to enter for the CPU Serial on the Problem Inquiry Data Sheet.

If you entered:
query cpuid
you could get something that looked like this:

This is the 16-digit processor identification associated with the virtual machine.
Ignore the FF. The ten digits that follow the FF are the CPU Serial (first six digits
representing the processor identification number and the next four digits representing
the processor model number). Ignore the last four digits of this 16-digit field.

Note: The system release level, service level, and CPU serial number could also be
obtained via IPCS from the Problem Record or through the SYMPTOM
subcommand of IPCSSCAN if a dump was created for the problem. See the VM/SP
Interactive Problem Control System Guide and Reference for more information about
IPCSSCAN and SYMPTOM.

Data Sheet Fields: The Problem Inquiry Data Sheet consists of the following fields:

Customer
Enter your business” name.
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Date
Enter today’s date.

Problem #
Enter the problem number that IBM will assign to you when you call.

Access Code
Enter the customer number that the IBM marketing representative gave to you.

CPU Serial
Enter the 10-digit number from using the QUERY CPUID command, as
described above.

Severity

Enter 1, 2, 3, or 4. The severity codes mean:

1
You are unable to use the program, resulting in a critical impact on your
operations.

2
You are able to use the program, but you are severely restricted.

3
You are able to use the program with limited functions which are not
critical to overall operations.

4

You have found a way to circumvent the problem.

Operating System, Service Level, and Release Level
Enter the system information exactly as displayed in the first line of output from
the QUERY CPLEVEL command.

Failing Component
Enter suspected component where problem exists. (For example, CP, CMS,
TSAF, etc.)

Problem/Inquiry Description
Enter reason for calling the IBM Support Center.

Keywords
Indicate words which may best describe the problem, using the provided
checklist.

Documentation Available
Indicate available documentation, using the provided checklist.

Problem Tracking
Enter a log of your activity on the problem, including dates, names, and activity.

Resolution APAR #
Enter APAR number assigned to problem (if defect related).

PUT Tape PTF #
Enter PUT tape number on which the PTF for the resolution APAR resides.

Other
Enter other pertinent information to this problem.
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Sheet 1 of ____
Customer: Date: Problem #:
Access Code: CPU Serial: Severity:
| Operating System, Service Level, and Release Level:
| (Output of QUERY CPLEVEL Command)
Failing Component:
Problem/Inquiry Description:
Keywords:
Abend: Module: Wait State Code:
Label: Label: Label:
Loc: Loc: Loc:
Loop Addresses:
Incorrect Output (INCORROUT):
Message:
Performance:
Documentation Available:
Storage Dump _ User's Routine _ Console Log ___
Program Listing __ System Log _ PUT Level -
Storage Map _ Diagnostic Output __ Service Level ___
Test Data - TP CONFIG List(s) ___ VMLOAD List _
Problem Tracking:
Date Name Activity
Resolution PUT Tape
APAR # PTF # Other

Figure 4. Problem Inquiry D:
calling IBM.
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How To Use VM/SP Facilities To Debug

Once the problem and the area where it occurs are identified, you can gather the
information needed to determine the cause of the problem. The type of information
you want to look at varies with the type of problem. The tools used to gather the
information vary depending upon the area in which the problem occurs. For
example, if the problem is a loop condition, you will want to examine the PSW. For
a CP loop, you have to use the operator’s console to display the PSW, but for a
virtual machine loop you can display the PSW via the CP DISPLAY command.

The following sections describe specific debugging procedures for the various error
conditions. The procedures tell you what to do and what debug tool to use. For
example, the procedure may say dump storage using the CP DUMP command. The
procedure does not tell you how to use the debug tool. Refer to “Summary of
VM/SP Debugging Commands” on page 39 and “Debugging Commands” on

page 132 for a description of the debugging tools and commands available to you.

Before examining some of the concrete problems you might encounter in your
VM/SP system, review the following procedures that may help you when your

system is malfunctioning:

e Creating a Dump

¢ Locating the CP Internal Trace Table in a Dump.

Creating a Dump

The places a dump can originate in a VM/SP system are:

e InCP

* In a virtual machine in which CMS, or another VM/SP component, or a guest

operating system is running

e In a communication controller.

Obtaining a Copy of a CP Restart Dump

Whenever CP abends, it automatically creates a dump. Unless told to do otherwise,
your system sends the dump to the virtual reader in the operator’s virtual machine.?
You can then place the dump on a read/write file mode of the operator and send it

to a printer.

As an alternative, you can specify in advance other destinations for the CP restart
dump. Use the SET DUMP command to indicate where you prefer these dumps be
sent whenever one is generated. You can specify a printer, a tape, or a DASD
device. The VM/SP CP System Command Reference describes the SET DUMP

command in detail.

If the SET DUMP command specifies that the dump be sent to a printer, then all
you must do is locate the printer and remove the print-out.

2 The person to receive the dump can also be specified in the DMKSYS module when your system is first installed.
Use the SYSDUMP operand of the SYSOPER macro instruction to do this.

20  VM/SP Diagnosis Guide
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If the SET DUMP command specifies that the dump be sent to a tape device, be
certain that the appropriate reel of tape is mounted. Then, check to be sure that the
tape device on which the reel is mounted is attached to your system. Remember the
VM/SP restriction that requires the entire dump to fit on a single reel of tape. Next,
issue the following command to identify the printer file to your system. The name
you must give to the file is INMOVE.

FILEDEF INMOVE PRINTER (RECFM FM LRECL 131)

Next, issue the following command to identify to your system the tape file
containing the dump. The name you must give to this file is OUTMOVE.

FILEDEF QUTMOVE TAFZ {DEN 1680 RECFM U LRECL 132)

Finally, print the dump using the following command

MOVEFILE &

TNMOVE

The printer should begin producing the dump shortly.

However, if the SET DUMP AUTO command is in effect, thereby specifying that
the dump be placed in CP spool space, then you must use the Interactive Problem
Control System (IPCS) to process the dump, place it on a read/write file mode, and
print it.

Use the IPCSDUMP command to process the dump. Then, use the IPCSPRT
command to print the dump. Consult the VM/SP Interactive Problem Control
System Guide and Reference for detailed information on using these instructions.

Obtaining a Copy of a Stand-Alone Dump

We introduced the concept of a stand-alone dump in the section titled “Dumps” on
page 5. Obtaining a stand-alone dump, while not difficult, is a bit too involved to

detail here. Refer to “Stand-Alone Dump Facility” on page 123 for details of this

procedure.

Obtaining a Copy of a Virtual Machine Dump

Before you produce a dump of the contents of a virtual machine, consider what that
machine contains. If it contains a guest operating system (such as MVS, VSI, or
VSE), then consider using the dump facility provided by that particular system. The
quality and quantity of the data in the dump will probably be higher than that
obtained using VM/SP dump commands. Review the manuals pertaining to the
operating system in question.

If a virtual machine contains a VM/SP product or component (such as RSCS or
GCS), there are several commands you can use to create a dump.

As you know, when an abend occurs in CP, a dump is produced automatically. But
there may be times when you want a dump of the system when one is not produced
automatically. You might choose the CP VMDUMP command, which produces a
virtual storage dump of any virtual machine running in VM/SP (including a GCS
virtual machine like RSCS). The VM/SP CP General User Command Reference
describes the VMDUMP command in detail. Note that the VMDUMP command is
an authorized command. This means that only authorized users can issue it.

Just like CP, GCS produces a dump automatically whenever an abend occurs. And,

as with CP, you may want a dump of GCS when one is not produced automatically.
You might decide on the GDUMP command, a general use GCS command. Check
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the VM/SP Group Control System Command and Macro Reference for a details of

this command.

The dump created by either the VMDUMP or the GDUMP command may be

viewed using IPCS.

The CMS Debugging Facility can help you obtain a dump of a virtual machine
running in CMS. Review the material on the CMS DEBUG command in the
VM/|SP CMS Command Reference and the VM/SP CMS User’s Guide.

Obtaining a Copy of a Communication Controller Dump
If a model 3704 or 3705 communication controller fails or operates erratically, the
contents of its storage should be dumped and examined. If you previously issued the
NETWORK AUTO command, your system produces this dump automatically when

it discovers trouble.

If this automatic feature is not enabled and you decide that you need a dump of a
communication controller, perform the activities that follow, using the virtual
machine authorized to use the NCPDUMP command.3

First, create the dump file with the following command. Substitute the real
hexadecimal address of the communication controller for raddr. When you issue the
NETWORK command, the control program in the communication controller is
destroyed. You must reload this program later.

NETWORK DUMP raddr

Next, print the dump by issuing the following command:

NCPDUMP

Finally, reload the control program of the communication controller with the
following command. Substitute the real hexadecimal address of the communication
controller for raddr; substitute the name of the control program image you want

reloaded into the device for ncpname.
NETWORK LOAD raddr ncpname

For more information on obtaining a storage dump from a communication
controller, refer to the VM/SP Operator’s Guide.

Locating the CP Internal Trace Table in a Dump
The CP internal trace table is the place where CP keeps a detailed record of every
major event that takes place in your real machine. This table is useful, particularly
when trying to discover the events that led to an error in CP.

The CP internal trace table contains information on such things as interrupts,
input/output activity, storage allocation, and many of other things. The section “CP
Internal Trace Table” on page 74 offers detailed information on the contents of the

CP internal trace table.

3 This virtual machine was identified in the DMKSYS module when your system was first installed. The
identification is made with the SYSDUMP operand of the SYSOPER macro instruction.
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The address of the CP internal trace table is stored at address X'0C'. Each event
and its effect are recorded in a 16-byte event record. When the entire table is filled,
CP “wraps around” to the top of the table and begins recording there, overlaying
what was recorded previously.

Address X'10' contains the address of the byte following the end of the trace table.
Address X'14' contains the address of the 16-byte area where the next event record
will be recorded. To find the address of the last recorded event record, merely
subtract X'10' from the contents of address X'14'. When you view a dump using
IPCS, there is no need to go to the trouble of finding all these addresses. IPCS gives
you a TRACE subcommand that formats each trace table entry for you. Refer to
the VM/SP Interactive Problem Control System Guide and Reference.

A copy of the CP internal trace table always accompanies a CP restart dump. This
is the dump that CP automatically produces whenever it terminates and then restarts
itself. For that matter, CP produces this dump when you manually restart the
system.

The following types of abnormal terminations (abend) can occur in VM/SP:

e CP

¢ CMS

¢ GCS

e TSAF

e AVS

e Virtual machine.

Whenever a program abnormally terminates, a message is issued. This message

provides information that can help you correct the problem. Table 2 on page 24
lists the possible abend messages and identifies the type of abend for these messages.
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Table 2 (Page 1 of 3). Abend Messages

Message

Type
of
Abend

Description

(Alarm rings)
DMKDMP9OO8I SYSTEM FAILURE;
CODE - code PROCESSOR nn

CP

CP abend, system dumps to DASD, printer,
or tape. Restart is automatic.

DMKCKP90OW SYSTEM RECOVERY FAILURE;
PROGRAM CHECK

DMKCKP9O1W SYSTEM RECOVERY FAILURE;
MACHINE CHECK

DMKCKP902W SYSTEM RECOVERY FAILURE;
FATAL I/0 ERROR NUCLEUS AREA

DMKCKP902W SYSTEM RECOVERY FAILURE;
FATAL I/0 ERROR WARM AREA

DMKCKH910W SYSTEM RECOVERY FAILURE;
INVALID WARM START AREA

DMKCKH911W SYSTEM RECOVERY FAILURE;
WARM START AREA FULL

DMKCKF922W System recovery failure;
invalid spooling data

CP

If the checkpoint program encounters a
program check, a machine check, a fatal
I/O error, or an error relating to a certain
warm start area or warm start data
conditions, a message is issued indicating
the error and CP enters the wait state with
code 007 in the PSW.

DMKCKT903W System recovery failure;
volid volid allocation area
cylinder cylinder

DMKCKT903W System recovery failure;
volid volid allocation area
page page

DMKCKT912W System recovery failure;
volid volid not mounted

DMKCKV912W System recovery failure;
volid volid not mounted

DMKCKS915E Permanent I/0 error on
checkpoint area

DMKCKT916E Error allocating spool
file buffers

DMKCKV916E Error allocating spool
file buffers

DMKCKV917E Checkpoint area invalid;
clear storage and cold start

CP

If the checkpoint start program encounters
a severe error, a message is issued
indicating the error and CP enters the wait
state with code 00E in the PSW.

DMKWRMOO3W System recovery failure;
volid volid allocation error
cylinder cylinder

DMKWRMIO3W System recovery failure;
volid volid allocation error
page page

DMKWRM904W System recovery failure;
invalid warm start data

DMKWRMI12W System recovery failure;
volid volid not mounted

- DMKWRM920W No warm start data;
checkpoint start for retry

DMKWRMI21W System recovery failure;
unrecoverable I/0 error

Cp

If the warm start program encounters a
severe error, a message is issued indicating
the error and CP enters the wait state with
code 009 in the PSW.
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Table 2 (Page 2 of 3). Abend Messages

Type
Message of ‘Description
Abend
| DMKDMP908I SYSTEM FAILURE; Cp CP abend, system dumps to DASD, printer,
i CODE - code PROCESSOR nn or tape. The system stops; the operator
DMKCKP960I System warm start must IPL the system to start again.
data saved
DMKCKP961W System shutdown complete
Optional Messages: CP If the dump program encounters a program
check, a machine check, or a fatal I/O
DMKDMP9O5W SYSTEM DUMP FAILURE; error, a message is issued indicating the
PROGRAM CHECK error. CP enters the wait state with code
DMKDMP906W SYSTEM DUMP FAILURE; 003 in the PSW.
MACHINE CHECK
DMKDMP9@7W SYSTEM DUMP FAILURE; If the dump cannot find a defined dump
FATAL 1/0 ERROR device and if no printer is defined for the
dump, CP enters a disabled wait state with
code 004 in the PSW.
DMKMCH610W MACHINE CHECK; CP The machine check handler encountered an
SUPERVISOR DAMAGE cpuid unrecoverable error with CP.
DMKMCT610W MACHINE CHECK;
SUPERVISOR DAMAGE cpuid
DMKMCH611W MACHINE CHECK; SYSTEM CP The machine check handler encountered an
INTEGRITY LOST cpuid error that cannot be diagnosed; system
DMKMCT611W MACHINE CHECK; SYSTEM integrity, at this point, is not reliable.
INTEGRITY LOST cpuid
DMKMCH612W MACHINE CHECK TIMING CP An error has occurred in the timing
FACILITIES DAMAGE facilities. Probable hardware error.
DMKMCT6201 MACHINE CHECK; ATTACHED CP A malfunction alert, clock error or
PROCESSOR NOT BEING USED instruction processing error occurred on the
attached processor. The system continues
to run in uniprocessor mode.
DMKMCH622W MACHINE CHECK; MULTIPLE CP On a 303x processor, an error affecting one
CHANNEL ERRORS or more channels in a channel group has
DMKACR622W MACHINE CHECK; MULTIPLE occurred. CP enters a disabled wait state
CHANNEL ERRORS with code 001 in the PSW.
DMKCCH603W CHANNEL ERROR CP There was a channel check condition from
DMKACR603W CHANNEL ERROR which the channel check handler could not
recover. CP enters the wait state with code
002 in the PSW.
DMKMCH622W MACHINE CHECK; MULTIPLE Cp There was a group error machine check

CHANNEL ERRORS

from which the machine check handler
could not recover. CP enters a wait state
with code 001 in the PSW.
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Table 2 (Page 3 of 3). Abend Messages

Message

Type
of Description
Abend

DMSABN148T System abend xxx
called from vstor

CMS CMS abend, system will accept commands
from the terminal. Enter:

#CP VMDUMP O-END FORMAT CMS DSS

to create a dump spool file in your reader.
Re-IPL CMS and then enter:

IPCSDUMP

to format the dump.

DMS5FE3034E File pool server system error
occurred - modulename nn

SFS An internal error occurred within the file
Server | pool server. A dump is taken according to
the dump option chosen in the start-up
parameters. This is a system error. (If the
file pool server ends abnormally, a
mini-dump is displayed.)

CSIABD232E Abend xxx-yyy occurred
during abend ESTAE processing

GCS During the ESTAE abend processing an
abend occurred.

CSIABD233E Abend xxx-yyy occurred
during abend TASKEXIT processing

GCS During the TASKEXIT abend processing
an abend occurred.

CSIABD234E Abend xxx-yyy occurred
during abend Resource Manager
processing

GCS Specified ABEND occurred while
processing a GCS resource. Termination
processing completed but all resources may
not be cleaned up. Check dump for more
details.

CSIABD235E Abend xxx-yyy occurred
during abend internal processing

GCS Specified ABEND occurred during the
processing of another ABEND.
Termination processing did not complete.
Check dump for more details.

Others
Refer to OS and DOS publications
for the abnormal termination messages.

Other | When OS or DOS abnormally terminates
on a virtual machine, the message issued
and the dumps taken are the same as they
would be if OS or DOS abnormally

terminated on a real machine.

Note: For TSAF or AVS abends, see the VM/SP System Messages and Codes.
The following descriptions provide guidelines for debugging each type of abend.

CP Abend

When CP abnormally terminates, a dump is taken. This dump can be directed to
tape or printer, or dynamically allocated to a direct access storage device. The
output device for a CP abend dump is specified by the CP SET DUMP command.
See VM|SP CP System Command Reference for a description of the SET DUMP

command.

Use the dump to determine why CP terminated and then determine how to correct
the condition. See “Reading CP Abend Dumps” on page 78 for detailed
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information on reading a CP abend dump. You can view the dump interactively,
using IPCS.

Reason for the CP Abend: CP will terminate and take an abnormal termination
dump under three conditions:

1. Program Check in CP

Examine the program old PSW (PROPSW) and the program interrupt code
(INTPR) fields in the Prefix Storage Area (PSA) to determine the failing
module.

2. Module Issuing an SVC 0

Examine the SVC old PSW (SVCOPSW) and abend code (CPABEND) fields in
the PSA to determine the module that issued the SVC 0 and the reason it was
issued.

CPABEND contains an abnormal termination code. The first three characters
identify the failing module (for example, abend code TRC001 indicates
DMKTRC is the failing module).

3. Operator forcing a CP system restart on Processor Console

Examine the restart old PSW (RSRTOPSW) field in the PSA to find the location
of the instruction that was executing when the operator forced a CP system
restart. The operator forces a CP system restart when CP is in a disabled wait
state or loop. (Refer to your processor manual for the appropriate method to
force a CP system restart.)

Note: The same conditions that cause an abnormal termination on a uniprocessor
configuration cause an abnormal termination on an attached processor.

Examine Low Storage Areas: The information in low storage specifies the status of
the system at the time CP terminated. Status information is stored in the PSA. You
should be able to tell the module that was executing by looking at the PSA. Refer
to the appropriate save area (SAVEAREA, BALRSAVE, or FREESAVE) to see
how that module started to execute. The PSA is described in VM/SP CP Data
Areas and Control Blocks.

Examine the real and virtual control blocks to find the status of I/O operations.
Figure 6 on page 84 shows the relationship of CP control blocks.

Examine the CP internal trace table. This table can be extremely helpful in
determining the events that preceded the abend. See “CP Internal Trace Table” on
page 74 for a description of how to use the trace table.

If you are using IPCS to view the dump, you can use the TRACE subcommand.
For details, see the VM/SP Interactive Problem Control System Guide and Reference.

The values in the general purpose registers can help you to locate the current
IOBLOK and VMBLOK and the save area. Refer to “Reading CP Abend Dumps”
on page 78 for detailed information on the contents of the general purpose registers.

If the program old PSW (PROPSW) or the SVC old PSW (SVCOPSW) points to an
address beyond the end of the resident nucleus, the module that caused the abend is
a pageable module. Refer to “Reading CP Abend Dumps” on page 78 to find out

how to identify that pageable module. Use the CP load map that was created when
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the VM/SP system was generated to find the address of the end of the resident 7
nucleus. L

CMS Abend
When CMS abnormally terminates, any abend exit routines established via the
ABNEXIT macro receive control. These exit routines allow you to bypass CMS
abend recovery and continue processing elsewhere. If no routine exists or the exit
routine returns to CMS, the following error message appears on the terminal:

DMSABN148T System abend xxx called from vstor

where xxx is the abend code and vstor is the address of the instruction causing the
| abend. The DMSABN module issues this message. Then, CMS waits for a
command to be entered from the terminal.

Because CMS is an interactive system, you will probably want to use its debug
facilities to examine status. You may be able to determine the cause of the abend
without taking a dump.

The debug program is located in the resident nucleus of CMS and has its own save

I and work areas. The debug program itself does not alter the status of the system

| knowing that routines and data cannot be overlaid unless you specifically request it.
Likewise, you can use the CP commands in debugging knowing that you cannot
inadvertently overlay storage because the CP and CMS storage areas are completely
separate.

Reason for the CMS Abend: First determine the reason CMS abnormally
terminated. There are four types of CMS abnormal terminations:

1. Program Exception

Control is given to the DMSITP (CMS Interrupt Handler) routine whenever a
hardware program exception occurs. If no SPIE or STAE exits have been
specified, DMSITP issues the message:

DMSITP141T exception exception occurred at vstor in
routine routine

and invokes DMSABN (the abend routine). The possible programming P
exceptions and related abend codes are listed in the VM/SP System Messages o
and Codes, under 141T.

2. ABEND Macro

Control is given to the DMSSAB routine whenever a user routine executes the
ABEND macro. The abend code specified in the ABEND macro appears in the
abnormal termination message DMSABN155T.

3. Halt Execution command (HX)

Whenever the virtual machine operator signals attention and types “HX,” CMS
terminates and types “CMS.”
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( - 4. System Abend

A CMS system routine can abnormally terminate by issuing the DMSABN
macro. The first three hexadecimal digits of the system abend code appear in
the CMS abend message, DMSABN148T. The format of the DMSABN macro
is:

[ label ] DMSABN
code ,TYPCALL= SvCe
(reg) BALR
label
is any valid Assembler language label.
: code
( is the abnormal termination code (X'0' through X'FFF") that should appear in
the DMSABN148T system termination message.
(reg)
is the register containing the abnormal termination code.
TYPCALL =

specifies how control is passed to the abnormal termination routine, DMSABN.
Routines that do not reside in the nucleus should use TYPCALL=SVC to

‘ generate CMS SVC 203 linkage. Nucleus-resident routines should specify

( ' TYPCALL =BALR so that a direct branch to DMSABN is generated.

If a CMS SVC handler abnormally terminates, that routine can set an abend flag
and store an abend code in NUCON (the CMS nucleus constant area). After the
SVC handler has finished processing, the abend condition is recognized. The
DMSABN abend routine types the abend message, DMSABN148T, with the abend
code stored in NUCON.

What to do when CMS Abnormally Terminates: After an abend, two courses of
- action are available in CMS. As an alternative to the CMS methods, by signalling
( attention, you can enter the CP command mode and use CP’s debugging facilities.

Two courses of action available in CMS are:

1. Issue the DEBUG command and enter the debug environment.

The most common problem you might encounter is an abnormal termination
resulting from a program interruption. When a program running on a CMS
virtual machine abnormally terminates (abends), you receive, at your terminal,
the message:

DMSITP141T exception exception occurred at vstor in routine routine

and your virtual machine is returned to the CMS environment. From the
message you can determine the types of program checks (operation, privileged
operation, execution, protection, addressing, etc.) and, often, the instruction
( address in your program at which the error occurred.

Sometimes this is enough information for you to correct the error in your source
program, recompile it and attempt to execute it again.
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When this information does not immediately identify the problem in your /‘/ ™

program, you can begin debugging procedures using VM/SP. To access your N
program’s storage areas and registers you can enter the command:

debug

immediately after receiving the abend message.

2. Issue a CMS command other than DEBUG, and the abend routine, DMSABN,
performs its abend recovery and then passes control to the DMSINT routine to
process the command just entered.

The abend recovery function:
1. Clears the console input buffer and program stack.
Terminates all VMCF activity.
Reinitializes the work area stack for reentrant CMS nucleus modules.

Reinitializes the SVC handler, DMSITS, and frees all stacked save areas. S

A A

Clears the auxiliary directories, if any. Invokes “FINIS * * *” to close all files,
and to update the master file directory.

Frees storage, if the DMSEXT module is in virtual storage.
Zeroes out the MACLIB directory pointers.
Frees the CMS work area, if the CMS subset was active.

Frets the RLDDATA buffer, used by the CMS loader to retain relocation
information for the GENMOD process, if it is still allocated. S

10. Issues the STAE, SPIE, TTIMER, and STAX macros to cancel any outstanding
OS exit routines. Frees any TXTLIB, MACLIB, or LINK tables.

11. Calls with a purge PLIST, all nucleus extensions that have the “SERVICE”
attribute defined.

° x® =N

12. Drops all nucleus extensions that do not have the “SYSTEM” attribute. Also
drops any nucleus extensions that are in type user storage.

13. Drops all SUBCOM SCBLOCKS that do not have the “SYSTEM?” attribute.
14. Frees console path and device entry control blocks.
15. Drops all storage resident execs that do not have the “SYSTEM” attribute.

16. Clears all immediate commands that are not nucleus extensions with the
“SYSTEM?” attribute; returns all associated free storage.

17. Calls DMSCLN to zero out the userword of the SRPI command.

18. Calls DMSWITAB to delete all windows and vscreens that do not have the
“SYSTEM” attribute.

19. Resets the storage keys for the whole virtual machine, except the nonshared
pages, according to FREETAB. Saves the setting for KEYPROTECT.

20. Zeroes out all FCB, DOSCB, and LABSECT pointers.

21. Frees all storage of type user. £
22. Restores the setting for KEYPROTECT. N
23. Zeroes out all interrupt handler pointers in IOSECT.
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(~ 24. Turns the SVCTRACE command off.

25. Closes the virtual punch and printer; closes the virtual reader with the HOLD
option.

26. Reinitializes the VSE lock table used by CMS/DOS and CMS/VSAM.
27. Zeroes out all OS loader blocks, and frees the FETCH work area.

28. Cleans up the CMS IUCV environment based on the existence of the CMS id
block.

29. Clears all ABNEXIT set and returns storage.

30. Computes the amount of system free storage that should be allocated and
compares this amount with the amount of free storage actually allocated. Types
a message to the user if the two amounts are unequal.

. 31. Issues a STRINIT and releases any pages remaining in the flush list via a call to
( DMSPAGFL, if all storage is accounted for.

After abend recovery has completed, control passes to DMSINT at entry point
DMSINTAB to process the next command.

When the amount of storage actually allocated is less than the amount that should
be allocated, the message

DMSABN149T nnn (HEX xxx) doublewords of system storage
have been destroyed; re-IPL CMS

( appears on the terminal. If the amount of storage actually allocated is greater than
the amount that should be allocated, the message

DMSABN150W nnn (HEX xxx) doublewords of system storage
were not recovered

| A Debugging Procedure: When a CMS abend occurs, use the CP commands to
| examine the PSW and specific areas of low storage. You can also use the CMS
| DEBUG command to examine the PSW and the register contents. For instructions
on how to use the CP commands, see “Summary of VM/SP Debugging Commands”
( ou page 39 and “Commands that Trace Events in Virtual Machines” on page 54.

The following procedure may be useful in determining the cause of a CMS abend:

1. Display the PSW. (Use the CP DISPLAY command or CMS DEBUG
command.) Compare the PSW instruction address with the current CMS load
map to determine the module that caused the abend. The CMS storage-resident
nucleus routines reside in fixed storage locations.

Also check the interruption code in the PSW.

2. Examine areas of low storage in your virtual machine. The information in low
storage can tell you more about the cause of the abend:

Field Contents

LASTLMOD  Contains the name of the last module loaded into storage via
the LOADMOD command.

( ‘ LASTTMOD  Contains the name of the last module loaded into the transient
area.
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PREVEXEC
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Contains the name of the last command issued from the CMS
or XEDIT command line. If a command issued in a CMS
EXEC abnormally terminates, this field contains the name of
the command. When a CMS EXEC completes, this field
contains the name “EXEC.” EXEC 2 and System Product
Interpreter do not update this field.

Contains the name of the next-to-last command issued from
the CMS or XEDIT command line. If a command issued in a
CMS EXEC abnormally terminates, this field contains the
name “EXEC.” When a CMS EXEC completes, this field
contains the last command issued from the CMS EXEC.
EXEC 2 and System Product Interpreter do not update this
field.

Contains the name of the last CMS EXEC procedure issued
from the CMS or XEDIT command line. EXEC 2 and System
Product Interpreter do not update this field.

Contains the name of the next-to-last CMS EXEC procedure
issued from the CMS or XEDIT command line. EXEC 2 and
System Product Interpreter do not update this field.

Identifies the device that caused the last I/O interrupt. The low
storage areas examined depend on the type of abend.

These fields are contained in NUCON. See VM/SP CMS Data Areas and
Control Blocks for more details of NUCON.

. Once you have identified the module that caused the abend, examine the specific

instruction. Refer to the source code listing if available.

. If you have not identified the problem at this time, take a dump by issuing the

VMDUMP command. Refer to “Reading CMS Abend Dumps” on page 136
for information on reading a CMS dump. If you can reproduce the problem, try
the CP or CMS tracing facilities.

For information on SFS abends, see Chapter 5, “Debugging the SFS Server
Machine” on page 145.

GCS Abend

For information on GCS abends, see Chapter 6, “Debugging GCS” on page 155.

TSAF Abend

For information on TSAF abends, sce VM/SP Connectivity Planning, Administration,
and Operation andChapter 7, “Debugging TSAF” on page 227 .

AVS Abend

For information on AVS abends, see VM/SP Connectivity Planning, Administration,
and Operation and Chapter 8, “Debugging AVS” on page 235.
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Virtual Machine Abend (Other than CMS)
The abnormal termination of an operating system (such as OS or DOS) running
under CP appears the same as termination of the operating system on a real
machine. Refer to publications for that operating system for debugging information.
However, all of the CP debugging facilities may be used to help you gather the
information you need. Because certain operating systems (such as, OS/VS1, OS/VS2,
and DOS/VS) manage their virtual storage themselves, CP commands that examine
or alter virtual storage locations should be used only in virtual =real storage space
with systems such as, OS/VS1, OS/VS2, and DOS/VS.

The VMDUMP command dumps virtual storage to a specified virtual machine’s
reader spool file. The IPCS component of VM/SP may be used to process the file
created by the VMDUMP command. For details, see the VM/SP Interactive
Problem Control System Guide and Reference.

If you choose to run a stand-alone dump program to dump the storage in your
virtual machine, be sure to specify the NOCLEAR option (which is the default)
when you issue the CP IPL command. At any rate, a portion of your virtual storage
is overlaid by CP’s virtual IPL simulation.

If the problem can be reproduced, it may be helpful to trace the processing using the
CP TRACE or CP PER commands. Also, you can set address stops, and display
and alter registers, control words (such as the PSW), and data areas. The CP
commands can be very helpful in debugging because you can gather information at
various stages in processing. A dump is static and represents the system at only one
particular time. Debugging on a virtual machine can often be more flexible than
debugging on a real machine.

VM/SP may terminate or reset a virtual machine if a non-recoverable machine check
occurs in that virtual machine. Hardware errors usually cause this type of virtual
machine termination. The following message:

DMKMCH6161 MACHINE CHECK; USER userid TERMINATED cpuid

appears on the processor console.

If the message:
DMKMCT6211 MACHINE CHECK; AFFINITY SET OFF

appears, then a machine check has occurred on the attached processor, and the
attached processor is no longer being used. The virtual machine is placed into
console function mode and can be made to continue processing on the main
processor by the entry of a BEGIN command.

Channel checks no longer cause the virtual machine to be reset as they did in early
releases of VM/370. If the problem appears to be associated with attempts to
recover from a channel check, see the channel model-dependent functions described
in the VM/SP Planning Guide and Reference.
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The type of errors classified as unexpected results vary from operating systems
improperly functioning under CP to printed output in the wrong format.

Unexpected Results in CP

If an operating system executes properly on a real machine but does not execute
properly with CP, a problem exists. Also, if a program executes properly under
control of a particular operating system on a real machine but does not execute
correctly under the same operating system with CP, a problem exists.

First, there are conditions (such as time-dependent programs) that CP does not
support. Be sure that one of these conditions is not causing the unexpected results in
CP. Refer to the VM/SP Planning Guide and Reference for a list of the restrictions.

Next, be sure that the program and operating system running on the virtual machine
are the same as those that ran on the real machine. Check for the same: 4

* Job stream
¢ Copy of the operating system (and program)
¢ Libraries.

If the problem still is not found, look for an I/O problem. Try to reproduce the
problem, while tracing all Channel Command Words (CCWs), SIOs, and interrupts
with the CP TRACE or CP PER commands. Compare the real and virtual CCWs
from the trace. A discrepancy in the CCWs may indicate that one of the CP
restrictions was violated, or that an error occurred in CP.

Unexpected Results in a Virtual Machine

Loop

When a program executes correctly under control of a particular operating system
on a real machine but has unexpected results executing under control of the same
operating system with VM/SP, a problem exists. Usually you will find that
something was changed. Check that the job stream, the operating system, and the
system libraries are the same.

If unexpected results occur (such as TEXT records interspersed in printed output), PN
you may wish to examine the contents of the system or user files. Non-CMS users '
may execute any of the utilities included in the operating system they are using to
examine and rearrange files. Refer to the utilities publication for the operating
system running in the virtual machine for information on how to use the utilities.

CMS users should use the DASD Dump/Restore (DDR) service program to print or
move the data stored on direct access devices. The DDR program can be invoked
by the CMS DDR command in a virtual machine controlled by CMS.

CMS users should refer to the VM System Facilities for Programming for
instructions on using the DDR command.

The real cause of a loop is usually an instruction that sets or branches on the
condition code incorrectly. The existence of a loop can usually be recognized by the P
ceasing of productive processing and a continual returning of the PSW instruction {
address to the same address. If I/O operations are involved, and the loop is a very L
large one, it may be extremely difficult to define, and may even include nested loops.

It is probably most difficult to determine looping when caused by a wild branch.
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The problem in loop analysis is finding either the instruction that should open the
| loop or the instruction that passed control to the set of looping instructions. To
| help you find the problem in a loop, you may want to spool your console to record
| the instructions.

CP Disabled Loop
The processor operator should perform the following sequence when gathering
information to find the cause of a disabled loop:

1. Trace the CP instruction currently executing in the processor. In an attached
processor (AP) or multiprocessor (MP) system, trace both processors.

2. Force a CP system restart to cause an abend dump to be taken.
3. Save the information collected for the system programmer or system support
personnel.
After the processor operator has collected the information, the system programmer
or system support personnel should examine it:

1. Use the instructions traced by the operator and the load map to determine the
modules that may be involved in the loop.

2. If the cause of the loop is not apparent, examine the CP internal trace table in
the dump to determine the modules that may be involved in the loop.

3. Other information in the dump, such as:

* PSW

¢ General purpose registers

¢ Control registers

Storage locations X'00' through X'100'

L ]

can be used to determine the condition that caused the loop.

Virtual Machine Disabled Loop
When a disabled loop in a virtual machine exists, the virtual machine operator
cannot communicate with the virtual machine’s operating system. That means that
signalling attention does not cause an interrupt.

Enter the CP console function mode.

1. Use the CP TRACE or CP PER commands to trace the entire loop. Display
general purpose and extended control registers using the CP DISPLAY
command.

2. Take a dump using the CP DUMP or CP VMDUMP command. The IPCS
component of VM/SP may be used to process the file created by the VMDUMP
| command. For details, see the VM/SP Interactive Problem Control System
| Guide and Reference.

3. Examine the source code, if available.

Use the information just gathered, along with listings, to try to find the entry into
the loop.

If the operating system in the virtual machine itself manages virtual storage, it is

usually better to use that operating system’s dump program. CP does not retrieve
pages that exist only on the virtual machine’s paging device.
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Virtual Machine Enabled Loop

Wait

CP Disabled Wait

The virtual machine operator should perform the following sequence when trying to
find the cause of an enabled loop:

1. Use the CP TRACE or CP PER commands to trace the entire loop. Display the
PSW and the general purpose registers.

2. If your virtual machine has the Extended Control (EC) mode and the EC
option, also display the control registers.

3. Use the CP DUMP or CP VMDUMP command to dump your virtual storage.
The IPCS component of VM/SP may be used to process the file created by the
VMDUMP command. For details, see the VM/SP Interactive Problem Control
System Guide and Reference.

4. Consult the source code to search for the faulty instructions, examining
previously executed modules if necessary. Begin by scanning for instructions
that set the condition code or branch on it.

S. If the manner of loop entry is still undetermined, assume that a wild branch has
occurred and begin a search for its origin.

No processing occurs in the virtual machine when it is in a wait state. When the
wait state is an enabled one, an I/O interrupt causes processing to resume. Likewise,
when CP is in a wait state, its processing ceases.

To help identify a wait, you could also periodically issue the command:
#cp indicate user

to display the execution characteristics of the program in terms of resources used.
Compare the following resources:

e SIO, which is the total number of nonspooled I/O requests issued
e READS, which is the total number of page reads that have occurred
e WRITE, which is the total number of pages written.

When these resources don’t change, the wait state probably exists.

A disabled wait state usually results from a hardware malfunction. During the
Initial Program Load (IPL) process, normally correctable hardware errors may cause
a wait state because the operating system error recovery procedures are not
accessible at this point. These conditions are recorded in the current PSW.

CP may be in an enabled wait state with channel 0 disabled when it is trying to
acquire more free storage. Examine EC register 2 to see whether or not the
multiplexer channel is disabled. A severe machine check could also cause a CP
disabled wait state.

The following three types of severe machine checks can cause CP to terminate or
cause a CP disabled wait state:

¢ Unrecoverable machine check in CP
* Machine check that cannot be diagnosed
* Timing facilities damage.
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A machine check error cannot be diagnosed if either the machine check old PSW or
the machine check interrupt code is invalid. These severe machine checks cause CP
to terminate.

If a severe machine check or channel check caused a CP disabled wait state, one of
the following messages appears:

DMKCCH603W CHANNEL ERROR
DMKMCH612W MACHINE CHECK; TIMING FACILITIES DAMAGE
DMKMCT612W MACHINE CHECK; TIMING FACILITIES DAMAGE

If an unrecoverable machine check occurs in CP, a message:
DMKMCH610W MACHINE CHECK; SUPERVISOR DAMAGE cpuid

-~ O -~
DMKMCT610W MACHINE CHECK; SUPERVISOR DAMAGE cpuid

appears on the processor console. CP is terminated and enters wait state 001 or wait
state 013.

If the machine check handler cannot diagnose a certain machine check, the integrity
of the system is questionable. A message:

DMKMCH611W MACHINE CHECK; SYSTEM INTEGRITY LOST cpuid

— Oof -

DMKMCT611W MACHINE CHECK; SYSTEM INTEGRITY LOST cpuid

appears on the processor console. CP is terminated and enters wait state 001 or wait

state 013.

Hardware errors are probably the cause of these severe machine checks. The system
operator should run the CPEREP program and save the output for the installation
hardware maintenance personnel.

If the generated system cannot run on the real machine because of insufficient
storage, CP enters the disabled wait state with code X'00D' in the PSW. The
insufficient storage condition occurs if:

¢ The generated system is larger than the real machine size
- or -

* A hardware malfunction occurs which reduces the available amount of real
storage to less than that required by the generated system.

The message:
DMKCPJ9521 nunnnnK system storage

appears on the processor console. CP continues, but you should check to make sure
the system is operating normally.
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If CP cannot continue because consecutive hardware errors are occurring on one or
more VM/SP paging devices, a message:

DMKPAG415E CONTINUOUS PAGING ERRORS FROM DASD rdev

‘appears on the processor console and CP enters the disabled wait state with code
X'00F' in the PSW.

If more than one paging device is available, disable the device on which the
hardware errors are occurring and IPL the system again. If CP is encountering
hardware errors on its only paging device, move the paging volume to another
physical device and IPL again.

Note: This error condition may occur if the CP paging volume was not properly
formatted.

The following procedure should be followed by the processor operator to record the
needed information:

1. Using the alter/display mode of the processor console, display the real PSW and
CSW. Also, display the general purpose registers and the control registers.

2. Force a CP system restart to get a system abend dump.

3. IPL the system.

Examine this information and try to find what caused the wait. If you cannot find
the cause, try to reconstruct the situation that existed just before the wait state was
entered.

CP Enabled Wait
If you determine that CP is in an enabled wait state, but that no I/O interrupts are
occurring, there may be an error in the CP routine or CP may be failing to get an
interrupt from a hardware device. Force a CP system restart at the operator’s
console to cause an abend dump to be taken. Use the abend dump to determine the
cause of the enabled (and noninterrupted) wait state. After the dump is taken, IPL
the system.

Using the dump, examine the VMBLOK for each user and the real device, channel,
and control unit blocks. If each user is waiting because of a request for storage and
no more storage is available, there is an error in CP. There may be looping in a
routine that requests storage. Refer to “Reading CP Abend Dumps” on page 78 for
specific information on how to analyze a CP dump.

Virtual Machine Disabled Wait
CP does not allow the virtual machine to enter a disabled wait state or certain
interrupt loops. Instead, CP notifies the virtual machine operator of the condition
with one of the following messages:

DMKDSP450W  CP entered; disabled wait PSW psw
DMKDSP452W  CP entered; external interrupt loop
DMKPRG453W  CP ENTERED; PROGRAM INTERRUPT LOOP

and enters the console function mode. Use the CP DISPLAY command to display
and obtain the following information on the terminal:

¢ PSW
¢ CSW
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¢ General purpose registers
¢ Control registers.

Introduction to Debugging

Then use the CP DUMP or VMDUMP command to take a dump. The IPCS

component of VM/SP may be used to process the file created by the VMDUMP
command. For details, see the VM/SP Interactive Problem Control System Guide
and Reference.

If you cannot find the cause of the wait or loop from the information just gathered,
try to reproduce the problem, this time tracing the processing via the CP TRACE or
CP PER command.

If CMS is running in the virtual machine, the CMS debugging facilities may also be
used to display information or trace the processing.

) Virtual Machine Enabled Wait
If the virtual machine is in an enabled wait state, try to find out why no 1/O or
external interrupts have occurred to allow processing to resume.

CP treats one case of an enabled wait in a virtual machine the same as a disabled
wait. If the virtual machine does not have the “real timer” option, CP issues the

message:

DMKDSP450W  CP entered; disabled wait PSW psw

Since the virtual timer is not decreased while the virtual machine is in a wait state, it
cannot cause the external interrupt. A “real timer” runs in both the problem state
and wait state and can cause an external interrupt which allows processing to
resume. The clock comparator can also cause an external interrupt.

Summary of VM/SP Debugging Commands

Table 3 summarizes the VM/SP commands that are useful for interactively
debugging a problem that currently exists. The commands are classified by the
function they perform. For the proper syntax of the command and a complete list
of operands, refer to the appropriate command reference listed in the chart below.
For the component (CP, CMS, IPCS) of each command in this list, refer to the
corresponding book title.

| Table 3 (Page 1 of 7). Summary of VM/SP Debugging Commands

| Function Command Task Refer to
| Stop ADSTOP Stop execution at a specified location VM|SP CP General
execution User Command
PER
Reference
[ Resume BEGIN Use the BEGIN command to: VM|SP CP General
execution . R ) h User Command
Resume execution where program was Reference
interrupted
- ¢ Continue execution at a specific location
( | Dump data DUMP Dump the contents of specific storage VM/[/SP CP General
l VMDUMP locations User Command

Reference
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Table 3 (Page 2 of 7). Summary of VM/SP Debugging Commands

Function

Command

Task

Refer to

Show virtual
data

DISPLAY

Use the DISPLAY command to display:

¢ Contents of storage locations in
hexadecimal.

¢ Contents of storage locations (in
hexadecimal and EBCDIC)

e Storage key of specific storage locations
in hexadecimal

¢ General purpose registers

¢ Floating point registers

¢ Control registers

¢ Contents of current virtual PSW in
hexadecimal format

¢ Contents of CAW

¢ Contents of CSW

VM|SP CP General
User Command
Reference

Display real
CP data

DCP

Use the DCP command to display:

¢ Contents of processor storage locations
(in hexadecimal)

¢ Contents of processor storage locations
(in hexadecimal and EBCDIC)

¢ Contents of storage locations in IPL
processor (in hexadecimal)

¢ Contents of storage locations in non-IPL
processor (in hexadecimal)

¢ Contents of storage locations in IPL
processor (in hexadecimal and EBCDIC)

¢ Contents of storage locations in non-IPL
processor (in hexadecimal and EBCDIC)

VM/[SP CP System
Command Reference

Display
addresses of
CP control
blocks

LOCATE

Use the LOCATE command to display a:

e Specified user
* Virtual device
¢ Real device

VM|SP CP General
User Command
Reference

Store virtual
data

STORE

Use the STORE command to store:

¢ Specified information into consecutive
storage locations without alignment

¢ Specified words of information into
consecutive fullword storage locations

¢ Specified words of information into
consecutive general purpose registers

¢ Specified words of information into
consecutive floating- point registers

¢ Specified words of data into consecutive
control registers

¢ Information into PSW

¢ Information in CSW

¢ Information in CAW

VM|SP CP General
User Command
Reference
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Table 3 (Page 3 of 7). Summary of VM/SP Debugging Commands

Function

Command

Task

Refer to .

Store real CP
data

STCP

Use the STCP command to store:

Specified words of information into
consecutive processor storage locations
Specified words of information into
consecutive IPL processor storage
locations

Specified words of information into
consecutive non-IPL processor storage
locations

Specified information into consecutive
storage locations without alignment
Specified information into consecutive
storage locations without alignment (in
IPL processor)

Specified information into consecutive
storage locations without alignment (in
non-IPL processor).

VM/SP CP System
Command Reference

Trace
execution

TRACE

Use TRACE to trace:

.

Trace all instructions, interrupts, and
branches

SVC instructions and interrupts
1/O interrupts

Program interrupts

External interrupts

Privileged instructions

All user I/O operations

Virtual and real CCWs

All user interrupts and successful
branches

Instructions

End tracing activity.

VM|SP CP General
User Command
Reference

PER

Use the PER command to trace:

Trace SVC instructions and interrupts
All user I/O operations

Successful branches

Instructions

Specific privileged instructions
Instructions that alter storage
Instructions that alter general purpose
registers

Instructions that alter specific bits at
specific storage locations

End tracing activity.

VM/SP CP General
User Command
Reference and VM/SP
CP System Command
Reference
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PN
Table 3 (Page 4 of 7). Summary of VM/SP Debugging Commands L \
Sl
Function Command Task Refer to
SVCTRACE| Use the SVCTRACE command to: VM|SP CMS
C d R
* Trace SVC interrupts ommand Reference
e End tracing activity.
Trace real MONITOR | Use the MONITOR command to: VM|SP CP System
machine . . Command Reference
events e Trace events in real machine
* Stop tracing events in the real machine.
CPTRAP Use the CPTRAP command to: VM[SP CP System
C d R
e FEnable a virtual machine to enter data in ommand Reference
CPTRAP file
¢ Specify selectivity in collecting CPTRAP N
data
¢ Define a CPTRAP debugging
environment
¢ Specify the user ID to receive CPTRAP
output
¢ Start and stop tracing
¢ Display tracing status
* Query tracing status.
Generate APAR Use the APAR command to automatically VM|SP Interactive TN
APAR generate a hard-copy APAR form to submit Problem Control 2
to IBM. System Guide and
Reference
Process dump | IPCSDUMP | Use the IPCSDUMP command to move a VM|SP Interactive
and create a dump file from the reader to a CMS file. Problem Control
problem Depending on the type of dump, IPCS may System Guide and
report try to associate a map with the file. Reference
IPCSDUMP also systematically collects
information from the user to include in the N
dump’s problem report. S
<
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Table 3 (Page 5 of 7). Summary of VM/SP Debugging Commands

* END
¢ HELP
¢ HEX
¢ HX

« QUIT

¢ SELECT
* TIMESPAN.

Function Command Task Refer to

Format IPCSPRT Use the IPCSPRT command to format VM|SP Interactive
and/or print and/or print dump files or CPTRAP files. Problem Control
dump files or IPCSPRT has a subcommand environment System Guide and
CPTRAP for processing CPTRAP files. The IPCSPRT | Reference

files subcommands are used to specify:

e Types of trace entries to be printed
* Time range of trace entries to be printed,
¢ Format of trace entries to be printed.

IPCSPRT has the following subcommands:

¢ FORMAT

* PROCESS
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Table 3 (Page 6 of 7). Summary of VM/SP Debugging Commands
Function Command Task Refer to
Examine IPCSSCAN | Use the IPCSSCAN command to VM/SP Interactive
dump and interactively view dumps and CPTRAP files. Problem Control
CPTRAP IPCSSCAN has a subcommand environment System Guide and
files that has the following subcommands: Reference
interactively REUSE ucv

? LOCATE

+ or - LUNAME

&name MAPA

AREGS MAPN

ARIOBLOK MREGS

BOTTOM MRIOBLOK

C OSPOINT

CHAIN PRINT

CMS QUIT

CMSPOINT REGS

CORTABLE RIOBLOK

DISPLAY SCROLL

DOSPOINT SELECT

DOWN SYMPTOM

DUMPID TACTIVE

END TIME

FDISPLAY TLOADL

FORMAT TOP

G TRACE

GDISPLAY TSAB

HELP UpP

HEX USERMAP

HX VIOBLOK

IDENTIFY VMBLOK

IPCSMAP VMLOADL.
Process MAP Use the MAP command to process nucleus VM/|SP Interactive
nucleus load load maps for use by IPCSDUMP. Problem Control
maps System Guide and

Reference

Update PRB Use the PRB command to update the VM/|SP Interactive
problem STATUS, FUNCTN, SEV, or Problem Control
status DUP/APAR/PTF fields in a symptom System Guide and

summary record associated with a given Reference

problem number.
Create or add | PROB Use the PROB command to enter a problem VM|SP Interactive
to problem report without using IPCSDUMP (no dump Problem Control
report files exist) or to append information to an System Guide and

existing problem report. PROB, through a Reference

prompting technique, systematically collects

information about the problem.
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Table 3 (Page 7 of 7). Summary of VM/SP Debugging Commands

Function Command Task Refer to
List status of STAT Use the STAT command to list the current VM/SP Interactive
problems status, as found in the symptom summary Problem Control
file, for a given problem, a subset of System Guide and
problems, or all problems. Requests for the Reference
status of all problems produces a file named
STATALL LOCAL that you can print. All
other requests are displayed on the terminal
for immediate viewing.
List, dump, TRAPFILE | Use the TRAPFILE command to list, dump, VM/SP Interactive
or print set or print set of CPTRAP files for a specific Problem Control
of CPTRAP problem number. TRAPFILE can either be System Guide and
files for a invoked by the APAR command or by the Reference
specific user.
problem
number
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The Control Program (CP) provides interactive commands that control the system
and enable the user to control his virtual machine and associated control program
facilities. The virtual machine operator using these commands can gather much the
same information about his virtual machine as the operator of a real machine
gathers using facilities on the processor console.

Several of these commands (for example, STORE or DISPLAY) examine or alter
virtual storage locations. When CP is in complete control of virtual storage (for
example, as in the case of CMS and GCS) these commands execute as expected.
However, when the operating system in the virtual machine itself manipulates virtual
storage (for example, as in the case of OS/VS1, OS/VS2, or DOS/VS) these CP
commands should not be used.

This chapter presents an overview of the VM/SP commands used for debugging. It
supplements the preceding section which discussed debugging procedures and
techniques. Instructions for using the commands discussed in this section are in the
following:

o VM/SP CP General User Command Reference
e VM|SP CP System Command Reference

e VM/SP Interactive Problem Control System Guide and Reference.

The following categories of commands are discussed:

¢ Commands that display or dump virtual machine data

Commands that set and query system features, conditions, and events
e Commands that trace events in virtual machines

¢ Commands that alter the contents of storage.

Commands that Display or Dump Virtual Machine Data

DUMP

Commands that display or dump virtual machine data are: DUMP, VMDUMP,
DEBUG, DISPLAY, DCP, and DMCP. See the VM/SP CP General User
Command Reference and the VM|SP CP System Command Reference for more
information on these commands.

The DUMP command spools the following information to your virtual printer:

¢ Virtual Program Status Word (PSW)

¢ General purpose registers

¢ Floating-point registers

e Control registers (if extended control mode processing is in effect)
e Storage keys

¢ Virtual storage locations.

For more information on control registers see Appendix B, “Control Registers” on
page 249.

When a program you execute under CMS abnormally terminates, you do not
automatically receive a program dump. If, after attempting to use CMS and CP to
debug interactively, you still have not discovered the problem, you may want to
obtain a dump. You might also want to obtain a dump if you find that you are
displaying large amounts of information, which is not practical on a terminal.
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VMDUMP

DISPLAY

Issue the command:

cp vmdump O-end format cms dss

Then use IPCS to format and view the dump (see the VM/SP Interactive Problem
Control System Guide and Reference).

You can selectively dump portions of your virtual storage, your entire virtual storage
area, or portions of real storage. For example, when you're debugging, to dump the
virtual storage space for a specified address range that may contain your program,
you would enter:

cp dump t20000-20810

The second value depends upon the size of your program. Prefacing the location
you want dumped with a “T,” gives you an EBCDIC translation of the dump.

The DUMP command allows you to request EBCDIC translation with the
hexadecimal dump.

The VMDUMP command dumps virtual storage to a specified reader spool file.
VMDUMP provides the same dump information that the DUMP command
provides but in a different format. For example, if a byte of storage contains X'00',
DUMP records it in printable format, X'FOF0'; VMDUMP records it as it appears
in storage, X'00'. The IPCS component of VM/SP may be used to process the file
created by the VMDUMP command (but cannot process the output from the
DUMP command). For details, see the VM/SP Interactive Problem Control System
Guide and Reference. For a description of the format and contents of the
VMDUMP records, see “VMDUMP Records: Format and Content” on page 89.

The DISPLAY command displays at your terminal the following kinds of control
information:

e Virtual storage locations

o Storage keys

¢ General purpose registers

¢ Floating-point registers

¢ Control registers

e PSW

¢ Channel Address Word (CAW)
¢ Channel Status Word (CSW).

When you use the display command, you can request an EBCDIC translation of the
display by prefacing the location you want displayed with a “T.”

cp display t20000.10

This command requests a display of X'10' (16) bytes beginning at location
X'20000'. The display is formatted with an address (20000) followed by four
fullwords to a line, a storage key if you are on a page boundary, and the EBCDIC
translation at the right. This is similar to what you would see in a dump.

You can also use the DISPLAY command to examine the general purpose registers,
floating-point registers, and control registers. For example, the commands:
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cp display g
cp display gl
cp display g2-5
cp display y
cp display x7

result in displays of all the GPRs, of GPR1, of a range of GPRs 2 through 5, of all
the floating point registers, and of control register 7.

The DISPLAY command also displays the PSW, CAW, and CSW:

cp display psw
cp display caw
cp display csw

The DCP and DMCP commands of CP are privilege class C and E commands and
are used to display real storage locations. The DCP command displays at your
terminal the contents of real storage locations. The DMCP command spools the
contents of real storage to your virtual printer. For more information on either of
these commands, please refer to the VM/SP CP System Command Reference.

With the DISPLAY command, you can display virtual storage at your terminal in
either of the following formats:

¢ Four-byte groups, aligned on fullword boundaries, hexadecimal format, with
four fullwords per line

e 16-byte groups, aligned on 16 byte boundaries, hexadecimal format, with four
fullwords plus EBCDIC translation per line.

For the first format, enter the DISPLAY command as:
display 1026-102c

you receive the response:

For the second format, enter the command as:
display t1026-102c

and the response is:

You can also specify the area of storage to be displayed by entering a hexadecimal
byte count such as:

display 1024.12

The response displays 20 bytes as follows:
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XXXXXXXX  XXXXXX

Byte Alignment on Terminal Output
The previous responses illustrate the byte alignment that takes place in each of the
two display formats.

If the first location to be displayed is not on the appropriate 4 or 16 byte boundary,
it is rounded down to the next lower boundary that applies.

If the last location to be displayed does not fall at the end of the appropriate 4 or 16
byte group, it is rounded up to the end of that group.

. If you enter:
‘ display k1024-3200

the storage keys that are assigned to each 2K segment of the specified storage area
are displayed. Contiguous 2K segment with identical storage keys are combined; for
example, the response could have been:

( To display all storage keys, enter:
display k
If your virtual machine is in extended control mode (ECMODE ON), you can
interrogate any of the control registers:

display x1 4 a

and receive the response:

l However, the same command entered while your virtual machine has ECMODE
| OFF results in the response:

As each operand in the command line is processed, VM/SP determines that
ECMODE is OFF and replaces any reference to a control register with ECR 0, the
only control register available in Basic Control (BC) mode.
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With the DUMP command you can dump the contents of all available registers, the
PSW and the storage keys, along with any specified area of virtual storage, to the
virtual machine’s spooled printer. The printer format for storage locations is 8
fullwords per line plus the EBCDIC translation on the right.

To print only the registers, the PSW, and the storage keys, you need only enter:
dump 0

To also print an area of virtual storage, you can specify the beginning and ending
hexadecimal locations:

dump 1064-10ff

You can also specify the beginning location and the number of bytes to be dumped;
both values are entered in hexadecimal:

dump 1064.9b

If you are printing a series of dumps, you can identify each one by including its
identification on the DUMP command line, following an asterisk:

dump 1000-2000 * dump no. 1

To print the dump data on the real printer you must first close the virtual printer.
Issue the command:

close printer

and the dump data spool file is placed on an appropriate system printer queue.

You can use the VMDUMP command that dumps storage for virtual machines.
VMDUMP provides IPCS with header information to identify the owner of the
dump; it also maintains dump information, writes the dump to a class V reader
spool file, and IPCSDUMP formats the dump.

When you enter at the terminal:
vimdump 150-200

or
vimdump 400:500

CP dumps the contents of virtual machine storage at the hexadecimal addresses
between X'150' and X'200' or between X'400' and X'500', respectively.

If you enter:
vmdump 150.50

CP dumps the contents of virtual storage starting at X'150' for a total of X'50'
bytes.
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Commands that Set and Query System Features, Conditions, and

Events

LY24-5241-01 © Copyright IBM Corp. 1986, 1988

The SYSTEM and SET commands set system-controlled functions and events; the
QUERY command allows you to determine the status of those settings.

The SYSTEM command is a privilege class G command that simulates the RESET
and RESTART functions on a real computer console. It can also be used to clear
storage.

All functions of the SET command are described in detail in the VM/SP CP General
User Command Reference. Some operands of the SET command useful for
debugging are MSG, SMSG, WNG, EMSG, and IMSG. The messages resulting
from these settings may be useful to you while you are debugging. You may also
want to use the RUN operand.

The SET MSG function determines whether you receive messages sent by other users
via the MSG command.

The SET SMSG command turns on or off a virtual machine’s special message flag.
If the virtual machine has issued DIAGNOSE code X'68' (AUTHORIZE), this flag
determines whether the virtual machine accepts or rejects messages sent via the
SMSG command -- when the flag is on, messages are accepted.

The SET WNG function determines whether you receive warning messages from any
class A or B user.

The SET EMSG function controls error message handling. The EMSG operand
gives you the ability to specify that you want message code, message text, or both to
be displayed at your terminal. You can also specify that no messages be displayed
(except in the case where you have spooled your console output). With EMSG on,
you receive the error message numbers and the modules issuing the messages, which
may be helpful to you if you are experiencing problems.

The SET IMSG command controls whether certain informational responses issued
by some CP commands are displayed at the terminal or not. Also, the SET IMSG
command determines whether you receive messages from CP when other users spool
reader, printer, or punch files to your virtual machine.

When you are debugging, it is useful to have all messages displayed at your terminal.

The SET RUN command controls whether the virtual machine stops when the
attention key is pressed.

The QUERY command displays the status of features and conditions set by the SET
command for your virtual machine. When you logon, the MSG, IMSG, and WNG
operands of the SET command are set ON; the SMSG operand is set OFF; the
EMSG operand is set to TEXT. The RUN operand is set OFF. To verify these
settings, use the QUERY SET command.
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Commands that Trace Events in Virtual Machines "/

This section discusses the ADSTOP, TRACE, and PER commands. The TRACE
command traces virtual machine events. The PER command selectively traces the
execution of the instructions that cause specific events. The SVCTRACE command
provides additional information about SVCs that the TRACE command does not
provide. See “Using the SVCTRACE command” on page 132 for more
information.

Stopping Virtual Machine Execution at a Specific Address

The ADSTOP command stops the execution of a virtual machine at a specific
address; BEGIN causes the virtual machine to resume execution. See the VM/SP
CP General User Command Reference for more information concerning the
ADSTOP and BEGIN commands.

To stop execution of your virtual machine at a given address in virtual storage, use ! ’
the ADSTOP command and specify the hexadecimal address of a virtual instruction. o
The command:

#cp adstop 3000

stops the virtual machine when the instruction at hexadecimal location 3000 is the
next instruction to be executed. When the machine stops running, you receive the

message:

and your terminal is placed in CP console function mode. At this point, you can
enter other CP debugging commands to display and alter storage or to trace certain
instructions. When you want to resume running your virtual machine, enter:

begin

Unlike the hardware address stop, ADSTOP is turned off when:

¢ Requested address is reached

¢ Next ADSTOP command is issued
e JPL or a system reset is performed
ADSTOP OFF command is issued.

While ADSTOP is on, the SVC portion of virtual machine assist is not executed.
When ADSTOP is turned off, SVCs are again handled by virtual machine assist.

The address stop should be set after the program is loaded but before it executes.
When the specified location is reached during program execution, execution halts
and the CP command environment is entered. You may then enter other CP
commands to examine and alter the status of the program.

Set an address stop at a location where you suspect the error in the program. You

can then display the registers, control words, and data areas to check the program at

that point in its execution. This procedure helps you locate program errors. You ”
may be able to alter the contents of storage in such a way that the program will 'y
execute correctly. You can then correct the error you have detected and, if -
necessary, compile and execute the program again.
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( To successfully set an address stop, the instruction must be in first-level storage of
‘ the virtual machine at the time the ADSTOP command is issued.

Using the CP TRACE Command

You can trace the following kinds of activity in a program using the CP TRACE
command:

e Instructions (privileged and PSW)
e Branches
¢ Interrupts
— Program
— External
- I/O
- SVC
¢ I/O and channel activity.

( See the VM/SP CP General User Command Reference for more information
concerning the TRACE command.

When the TRACE command executes, it traces all your virtual machine’s activity;
when your program issues a supervisor call, or calls any CMS routine, the TRACE
| continues. Trace output for the CP TRACE command is always produced before
| the instruction executes.

(— Tracing resumes when these two conditions are met:

¢ CP gains control, such as for a real I/O interruption, and

¢ Virtual machine encounters one of the specified activities to be traced, except for
successful branching.

Whenever you are recording trace output at your terminal, the virtual machine stops
execution and enters the CP console read environment after each output line. This is
the default mode of operation when, for example, you enter:

trace all

( o

trace svc program branch

If you only want to record the trace and not stop after each output line, add the
RUN operand as the last entry on the command line.

Continuing with the previous example, if, after specifying multiple activities to be
traced, you decide to stop tracing one or more of them, enter:
trace program branch off

and tracing is now confined to SVCs only.

To trace all activity with the output directed to the virtual printer, enter:
trace all printer
( | When you stop tracing, you must also issue the CLOSE command to release the
- | spooled trace output file for processing:

trace end
close printer
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If your virtual machine configuration contains only one printer, trace output is
intermixed with application output. Youshould define another virtual printer with
an address lower than the previously defined printer. Application output is still
directed to the original printer; however, trace output is always directed to the
printer with the lowest address.

While trace is running, portions of virtual machine assist are disabled. When the
trace is complete, they are enabled.

You can make most efficient use of the TRACE command by starting the trace at a
specific instruction location. You should set an address stop for the location. For
example, if you are going to execute a program and you want to trace all of the
branches made, you would enter the following sequence of commands to begin
executing the program and start the trace: (Remember, commands are represented
in lower case, responses are in uppercase.)

load progress

cp adstop 20004

start

DMSLIO740I Execution begins ...
ADSTOP AT 20004

cp trace branch

cp begin

Now, whenever your program executes a branch instruction, you receive information
at the terminal that might look like this:

This line indicates that the instruction at address X'2001E' resulted in a branch to
the address X'020092'. When this information is displayed, your virtual machine is
placed in the CP environment, and you must use the BEGIN command to continue
execution:

cp begin

When you locate the branch that caused the problem in your program, you should
terminate tracing activity by entering:
cp trace end

and then you can use CP commands to continue debugging.

Controlling a CP Trace
There are several things you can do to control the amount of information you
receive when you are using the TRACE command, and how it is received. For
example, if you do not want program execution to halt every time a trace output
message is issued, you can use the RUN option:

cp trace svc run

Then, you can halt execution by pressing the Attention key when the interruption
you are waiting for occurs. You should use this option if you do not want to halt
execution at all, but merely want to watch what is happening in your program.
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(ﬂ ‘ Similarly, if you do not require your trace output immediately, you can specify that
it be directed to the printer, so that your terminal does not receive any information
at all:

cp trace inst printer

When you direct trace output to a printer, the trace output is mixed in with any
printed program output. If you want trace output separated from other printed
output, use the CP DEFINE command to define a second printer at a virtual
address lower than that of your printer, usually at 00E. For example:

cp define printer 006

Then, trace output will be in a separate spool file. CMS printed output always goes
to the printer at address 00E.

When you finish tracing, use the CP CLOSE command to close the virtual printer
file:

( cp close e

or
cp close 006
If you want trace output at the printer and at the terminal, you can use the BOTH
option:
cp trace all both
B Suspending Tracing
‘ If you are debugging a program that does a lot of I/O, or that issues many SVCs,
and you are tracing instructions or branches, you might not wish to have tracing in

effect when the supervisor or I/O routine has control. When you notice that
addresses being traced are not in your program, you can enter:

cp trace end

and then set an address stop at the location in your program that receives control
when the supervisor or 1/O routine has completed:

: cp adstop 20688
( begin

Then, when this address is encountered, you can re-enter the CP TRACE command.

What To Do When Your Program Loops
If your program seems to be in a loop, you should first verify that it is looping, and
then interrupt its execution and either:

e Halt it entirely and return to the CMS environment, or

¢ Resume its execution at an address outside of the loop.

An indication of a program loop may be what seems to be an unreasonably long
processing time.

You can verify a loop by checking the PSW frequently. If the last word repeatedly
contains the same address, it is a fairly good indication that your program is in a
loop. You can check the PSW by using the Attention key (except with 3270 type
( “ terminals) to enter the CP environment. You are notified by the message:

cp
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that your virtual machine is in the CP environment. You can then use the CP
command DISPLAY to examine the PSW:

cp display psw
and then enter the command BEGIN to resume program execution:
cp begin

If you are checking for a loop, you might enter both commuands on the same line
using the logical line end:

cp display psw#begin

When you have determined that your program is in a loop, you can halt execution
using the CMS Immediate command HX. To enter this command, you must press
the Attention key once (except with 3270 type terminals) to interrupt program
execution, then enter:

hx

If you want your program to continue executing at an address past the loop, you can
use the CP command BEGIN to specify the address at which you want to continue
execution. For example,

cp begin 20cd0

Or, you could use the CP command STORE to change the instruction address in the
PSW before entering the BEGIN command. For example,

cp store psw 0 20cdO#begin

Debugging with CP After a Program Check
When a program that is executing under CMS abends because of a program check,
the DEBUG routine is in control and saves your program’s registers, so that if you
want to begin debugging, you may use the DEBUG command. See the VM/SP
CMS Command Reference for the information you can receive from the DEBUG
command.

You can prevent DEBUG from gaining control when a program interruption occurs
by setting the wait bit in the program new PSW:

cp trace prog norun
You should do this before you begin executing your program. Then, if a program

check occurs during execution, when CP tries to load the program new PSW, the
wait bit forces CP into a disabled wait state and you receive the message:

All of your program’s registers and storage areas remain exactly as they were when
program interruption occurred. The PSW that was in effect when your program was
interrupted is in the program old PSW, at location X'28'. Use the DISPLAY
command to examine its contents:

cp display 28.8

The program new PSW, or the PSW you see if you enter the command DISPLAY
PSW, contains the address of the DEBUG routine.
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If in addition to instructions, you wish to trace instructions that alter registers, enter:

per g range 20000.560
To see which events you are monitoring, enter:

guery per

You will see the following:

STRUCT RANGE 020800
G RANGE 020000-0204FF

To change just the instruction trace element to PRINTER, you can enter: ( >

per instruct range 020000-0204ff printer run

To see which events you are currently monitoring, enter:

query per

You will see the following:

If you continue program execution by entering BEGIN you will receive information
at your terminal that might look like this:

This line indicates a BALR instruction at address X'020004' changed register 12 to .
X'40020006'. ( ‘

As with CP TRACE, you can specify the printer and/or run for any event.
However, CP PER has additional options that can be used with all events:

¢ The RANGE or FROM option can be used to set up multiple instruction
address ranges. This can increase the selectivity with which instruction execution
is monitored.

e The PASS option allows you to suppress a specific number of events between
displays.

e The CMD option can be used if you want to execute CP command(s) whenever
a given event occurs.

¢ The STEP option can be used to permit a specified number of events to be
displayed before the CP command environment is entered.

C
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If, after using CP to examine your registers and storage areas, you can recover from
the problem, you must use the STORE command to restore the PSW, specifying the
address of the instruction just before the one indicated at location X'28'. For
example, if the instruction address in your program is X'566' enter:

cp store psw 0 20566
cp begin

In this example, setting the first word of the PSW to 0 turns the wait bit off and
clears all other information in the first word, so that execution can resume.

Using the CP PER Command

The CP PER command can be used to trace all:

¢ Instructions

¢ Successful branches

Register alterations

Instructions executed in your virtual machine that alter storage.

See the VM/SP CP General User Command Reference and the VM/SP CP System
Command Reference for more information concerning the PER command.

The CP PER command has many options that allow you selectivity in choosing
which events are to be monitored. Trace output for the CP PER command is always
produced after the instruction executes. The RANGE keyword of the CP PER
command can be used to set multiple address stops. Note also that address stops set
using the PER command remain in effect until you turn off the trace element set up
by the PER command. There is no need for the program to already be in storage
before setting address stops with the CP PER command.

Setting up multiple address stops with PER is accomplished by using RANGE as an
option to the INSTRUCT keyword. The instruction-addr-range, in this case, is a
single value corresponding to the address of the instruction where program execution
is to be halted.

For example,
per instruct range 20000
causes program execution to halt after the instruction at location X'20000' executes.

per instruct range 20000 range 20400

causes a program to halt after an instruction at either location X'20000' or
X'20400" executes.

Note: Although output is produced only after the instruction at X'20000" or
X'20400" executes, the hardware causes a PER interrupt for every instruction
executed in the range X'20000' to X'20400'. This may degrade the performance of
the virtual machine.

The CP QUERY command with the PER option can be used to determine what
events are currently being traced. For example:

query per

may result in:
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Selectivity

Terminating PER

PER options can be used to increase selectivity. Using PER, it is possible to limit
tracing to a specific instruction or set of instructions. For example, to monitor only
LR instructions (operation code X'18'), enter:

per instruct data 18

When the NORUN option is in effect, program execution halts after each monitored
event. When using the RUN option, program execution continues after each event.
PER also has an execution rate between NORUN and RUN. This option is called
STEP. STEP specifies the number of events that should be displayed before
program execution halts and the CP command environment is entered. For
example, to halt program execution after 5 instructions in the range X'20000' to
X'204FF' have been executed, enter:

per instruct range 20000.500 step 5

When your program has been loaded and started, you will receive information at
your terminal that might look like this:

and then program execution would halt, and the CP command environment would
be entered.

Although the STEP option allows you to step through your program more quickly
without giving up all control, every monitored instruction is displayed. If many
instructions are executed before the problem occurs, the need arises to frequently
clear your screen. The frequency with which events are displayed can be changed by
using the PASS option. Ordinarily, every successful event is displayed. However,
using the PASS option makes it possible to specify how many monitored events
should be skipped before displaying one. For example, to skip the display of 100
instructions and display the 101st, enter:

per instruct pass 100

To end PER tracing with the current set of events, enter:

per end current

To end just the branch trace elements in the current set of events, enter:

per end branch
It is not always desirable to end all the trace elements of a particular event type.
When the current set of events being traced is displayed using the QUERY PER

command, each trace element is preceded by a number. This number can be used to
selectively end PER tracing.

To see which events you are currently monitoring, enter:

query per
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You may see the following:

If you no longer want to monitor instructions that alter register 7 but want to
continue monitoring register 5, enter:

per end 3

To terminate all PER tracing, enter:

per end all

This ends the current and all saved sets of events being traced.

Suspending PER
The PER SAVE subcommand can be used to save the current set of events being
traced. This saved set is saved only while the user is logged on.

To save the current set under the name TRACEI, enter:

per save tracel

The current set is still active. To suspend the PER tracing, enter:

per end current

PER tracing is no longer active. The set of events is saved under the name
TRACEL. You can now execute normally, or create another current set using PER
commands. This new set (or sets) of events can also be saved.

To resume PER tracing with the original set, enter:

per get tracel

A copy of set TRACE]! is still saved under the name of TRACE1. Changes made to
TRACEI! while it is the current set have no effect on this saved copy.

To end the saved set TRACEI, enter:

per end tracel

If you save a set under the same name as an existing set, the current set replaces the
old set unless you specify the append option.

Additional Program Debugging Using PER
TRACE can be used to trace program interrupts. However, the trace information is
displayed after the interrupt has occurred and cannot always be used to determine
the cause of the problem. PER, used in conjunction with TRACE, can greatly
reduce the difficulty of finding the cause of the problem. If the problem is an
operation exception, it may have been caused by a bad branch instruction.
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The Branch Traceback Table

The first step is to trace program interrupts using TRACE:
trace prog

Run the failing program until the program interrupt occurs. When the program
interrupt occurs, the address of the instruction causing the interrupt is the address
that precedes the address of the instruction that is being displayed. For example:

Next end TRACE and allow the program to finish. Reload the failing program and
trace successful branches to the address of the bad instruction. For example:

per branch 24600

Note: The branch might be to an address before X'24600'. The branch might have
encountered a valid operation code. Therefore, it is sometimes necessary to use a
larger branch into address. For example:

per branch 245f0-24600

When the branch to the bad instruction occurs, the branch instruction as well as the
previous S successful branches are displayed. For example:

Note: If control is transferred to the bad address by a LPSW or an interrupt (for
example an SVC) PER BRANCH does not trace this event. Therefore, it is a good
idea to issue a TRACE PROG before starting the program. Then, if the program
interrupt occurs before any PER output is produced, the PER TABLE command
can be used to display the branch traceback table containing the last 6 successful
branches. The last entry in the table is the last successful branch instruction
executed before the program interrupt. While this is not necessarily the instruction
causing the problem, hopefully it is near the failing instruction. It is now possible to
restart the program using PER to trace the execution of instructions in the range
beginning with this branch instruction, and ending at the program interrupt address.

The PER COUNT Subcommand

Another method of finding the failing instruction is to use the PER COUNT
sub-command with ' TRACE. This method, as well as the use of the PER TABLE
command, is well suited for problems other than just operation exceptions. If the
program is abending with any sort of program exception, then load the failing
program, and issue the CP command:

trace prog
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followed by:
per instruct range 20000.500

(assuming the program is X'500' bytes in length) and then:
per count

Next start the failing program. No trace output from PER is produced while the
COUNT option is in effect. When the program interrupt occurs, issue the QUERY
PER command to display the current count:

query per

You may see the following:

This means that 2159 instructions were executed before the instruction that caused
the program interrupt. It is now possible to trace as many instructions leading up to
the program interrupt as desired. To trace the last 15 instructions before the
program interrupt, reload the failing program, and issue the following PER
command:

per pass 2144

the response is:

This command has two effects. First, it turns off the PER COUNT option, and
second it applies the PASS option to the current set of events. The current set now
contains:

1 INSTRUCT RANGE 020000-0204FF TERMINAL NORUN PASS 2144

Next start the failing program. The first 2144 instructions executed in the range
X'20000' through X'204FF' are not displayed. The 2145th instruction is displayed.
When the instruction is displayed, issue:

per pass

This command resets the PASS option to the default (display every instruction). The
current set now contains:

1 INSTRUCT RANGE 020000-0204FF TERMINAL NORUN

It is now possible to trace the last 15 instructions, and to use the DISPLAY
command to display storage and register contents.

PER COUNT can also be used in conjunction with more specific trace elements to
produce the desired results. For example, if a problem occurs as a result of the
execution of an SVC 202 and the failing program issues many SVC 202s before
failing, it may not be productive to use TRACE.
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An alternative is to use PER to set up a set of events that traces only SVC 202s
(operation code X'0ACA"') and to use PER COUNT to count the occurrences.
First, load the failing program and then issue:

per instruct Qaca range 20000.560
per count

and start the program. When the failure occurs, issue a QUERY PER to check the
count.

query per

You may see the following:

The program can then be traced after using the PER PASS option as above to get
close to the problem.

The PER Command Option
The PER CMD option can be used to execute any CP command (except SLEEP)
whenever a particular event occurs. For example:

per instruct range 20000.580 run
per store 204f0-204ff range 200008.5060 run cmd display 204f0-204ff

traces the execution of every instruction in the range X'20000' through X'204FF"
and displays the contents of storage at X'204F0' through X'204FF' every time any
storage within the range X'204F0' through X'204FF" is altered by an instruction in
the range X'20000' through X'204FF".

Also, the CMD option can be used to cause execution of a program to continue at a
specific address whenever a particular event occurs. For example:

per instruct range 20008.588 printer
per branch O run cmd begin 24728

causes program execution to continue at location X'24F28' whenever a branch to
location 0 occurs. The execution continues after the instruction is displayed. If,
when program execution is resumed at location X'24F28"', a subsequent branch to
zero occurs, execution again begins at location X'24F28'. This can result in a loop.
The CMD option can also be used to prevent this. For example, if LINEDIT is on,
and the escape character is set to " and the line end character is #, then:

per instruct 20000.500 printer
per branch O run cmd per end branch"#begin 24128

turns off the branch trace element and causes program execution to continue at
location X'24F28" after the instruction is displayed. The current set would then be:

1 INSTRUCT RANGE 020000-0204FF PRINTER RUN
The commands associated with each trace element are executed whenever the event

described by the trace element occurs. The commands are executed in the order in
which they appear in the set of events. Therefore, if the current set is:
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1 INSTRUCT TERMINAL RUN CMD cmdl#cmd2
2 BRANCH TERMINAL RUN CMD cmd3
3 G TERMINAL RUN CMD cmd4#cmd5

and an instruction is executed that alters a register, but does not cause a successful
branch, then the CP commands cmdl, cmd2, cmd4, and cmdS5 are executed (in that
order).

Note: If a CP command is entered while commands are being executed by PER, the
output from the commands may be interleaved.

Once the command option has been specified for a particular trace element, the
command option remains in effect until the trace element is turned off. However,
the command can be changed. For example, if the current set contains:

1 BRANCH TERMINAL RUN CMD DISPLAY G15
2 G TERMINAL RUN CMD DISPLAY PSW

the command associated with the branch trace element can be changed to DISPLAY
G14-15 by issuing:

per branch terminal run cmd display gl4-15

or both commands can be changed to DISPLAY G14-15 by issuing:
per cmd display gl4-15

Storage Alteration
PER can be used to trace the alteration of storage in the user’s virtual machine. If
PER STORE is specified, then whenever an instruction places a value into storage,
that event is traced. It is not necessary that this value be different from the previous
value.

It is also possible to monitor the alteration of storage to a specific value. For
example:

per store into 20100 data 112757

monitors instructions that cause the storage at location X'20100' to become
X'112757'. Note that these instructions are traced even if the value at location
X'20100"' was already X'112757" before the execution of the instructions.

It is also possible to monitor only alterations of storage when the storage value
actually changes. For example:

per mask into 20100 data ffffffffffffffff

monitors instructions that actually change one or more bytes in the doubleword field
starting at location X'20100'. PER MASK can also be used to monitor changes to
specific bits in storage. For example:

per mask into 20100 data 8040

monitors instructions that change the status of the first bit in the byte at location
X'20100"' or the second bit in the byte at location X'20101".
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(w GUESTR and GUESTV

. PER traces virtual machine activity in both second- and third-level storage. Using
the GUESTR and GUESTYV options, it is possible to choose which level activity will
be traced. For example, when debugging VM/SP within a virtual machine it is
sometimes helpful to limit trace output to either just second- or just third-level
activity. CP itself runs with Dynamic Address Translation (DAT) off. When CP
dispatches a virtual machine, the DAT bit in the PSW is on. Therefore, if CP is
IPLed into a virtual machine, then that CP is executing in second-level storage.
When CMS is IPLed on top of the second-level CP, then that CMS is executing in
third-level storage. If the command:

per i range 20000-21000

is issued, then both second- and third-level activity is traced (that is, both CP and
CMS). To only trace the CP activity (second level) in the range X'20000' through
X'21000', enter:

( per i range 20000-21000 guestr

To only trace the CMS activity (third level) in the range X'20000' through
X'21000', enter:

per i range 20000-21000 guestv

It is also possible to selectively trace specific activity in both second- and third-level
storage. For example, to trace successful branches and storage alterations of
location X'1024' in second-level storage and to trace branches to location

( X'20000', and alterations to register 7 in third-level storage, enter:

per branch store into 1024 guestr
per branch into 20000 g7 guestv

Commands that Alter the Contents of Storage

You can use the STORE and STCP commands to alter the contents of virtual
machine storage and real storage.

( ZAP and ZAPTEXT commands are used to alter TEXT libraries or TEXT decks
before the code is loaded and executed. :

STORE and STCP are described in the following paragraphs. See VM/SP
Installation Guide for information on ZAP and ZAPTEXT.

Altering the Contents of Virtual Machine Storage (STORE command)
Use the STORE command to alter the contents of specified registers and locations in
virtual machine storage. The contents of the following can be altered:

* Virtual machine storage locations
¢ General purpose registers
¢ Floating-point registers
¢ Control registers (if available)
( * Program Status Word.

The STORE STATUS command can save certain information contained in low
storage.
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When debugging, you may find it advantageous to alter storage, registers, or the
PSW and then continue execution. This is a good procedure for testing a proposed
change. Also, you can make a temporary correction and then continue to ensure
that the rest of execution is trouble-free. A procedure for using the STORE
STATUS command when debugging is as follows:

¢ Issue the STORE STATUS command before entering a routine you wish to
debug.

* When execution stops (because an address stop was reached or because of
failure), display the extended logout area. This area contains the status that was
stored before entering the routine.

¢ Issue STORE STATUS again and display the extended logout area again. You
now have the status information before and after the failure. This information
should help you solve the problem.

Altering Virtual Storage
You can alter the contents of your virtual storage, GPRs, floating-point registers,
control registers (if available), and the PSW with the STORE command.

Virtual storage can be altered in either fullword or byte units.

When using fullword units, the address of the first positions to be stored must have
either an L or no prefix:

~ store 1024 46a2

or
store 11024 46a2

results in X'000046A2' being stored in locations X'1024' through X'1027'.
store 1024 46 a2

on the other hand, implies storing 2 fullwords and results in the storing of
X'00000046000000A2' in locations X'1024' through X'102B"'.

If the starting location is not a multiple of a fullword, it is automatically rounded
down to the next lower fullword boundary. Each fullword operand can be from one
to eight hexadecimal digits in length. If less than 8 digits are specified, they are right
justified in the fullword unit and padded to the left with zeros.

You can store in byte units by prefixing the start address with an S.
store s1026 dld6ch

stores X'D1D6CS5' in locations X'1026'; X'1027', and X'1028'. Note that the
data storage is byte-aligned. If an odd number of hexadecimal digits is specified, CP
does not store the last digit, you receive an error message, and CP terminates the
function. For example, if you specify:

store 51026 dldéc

CP stores d1 at X'1026', and d6 at X'1027'; when CP attempts to store c, it
recognizes an incomplete hexadecimal digit, and does not store the last digit.

You can store data into one or multiple consecutive registers.
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( ' | General and control registers are loaded in fullword units that are right-justified and
| padded to the left with zeros. For example,

store g4 123456

loads GPR 4 with X'00123456".
store g4 12 34 56

loads GPRs 4, 5, and 6 with X'00000012', X'00000034', and X'00000056",
respectively.

Floating-point registers are loaded in doubleword units. Each doubleword operand
can be from 1 to 16 hexadecimal digits in length. If less than 16 digits are specified,
they are left justified in the doubleword unit and padded to the right with zeros. For
example:

( store y2 00123456789
loads floating-point register 2 with the value X'0012345678900000'.

You can use the STATUS operand of the STORE command to simulate the
hardware store status facility. Selected virtual machine data is stored in permanently
assigned areas in low storage. Your virtual machine must be in extended control
mode for the command:

store status

to be accepted. To place your virtual machine in extended control mode, issue the
( command:

set ecmode on

Be aware that this command resets your virtual machine and you must reload (IPL)
your operating system.

The data stored by the STORE STATUS command is summarized in the following

table:
( Virtual Address | No. of
Dec. Hex Bytes Data
216 D8 8 Processor Timer
224 EO 8 Clock Comparator
256 100 8 Current PSW
352 160 32 Floating-Point Registers (0,2,4, and 6)
384 180 64 General Purpose Registers (0-15)
448 1COo 64 Control Registers (0-15)

Note: If the operating system that is running in your virtual machine operates in the
basic control mode, these areas of low storage may be used for other purposes. You
should not use this facility under these conditions.
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Altering the Contents of Real Storage (STCP command)
| Use the STCP command to alter the contents of real storage. The STCP command
| can alter the old and new PSWs, but the user has to know where in storage these are
located.

70  VM/SP Diagnosis Guide LY24-5241-01 © Copyright IBM Corp. 1986, 1988



“Restricted Materials of IBM” Debugging CP
Licensed Materials — Property of IBM

Chapter 3. Debugging CP

Commands to Collect and Analyze System Information . ... ....... ... 73

Locating CP Control Blocks in Storage . . . ... ... ... ... ........ 73

Debugging CP in a Virtual Machine . .. ... .. ... ... ... ... ...... 73

CP Internal Trace Table . . ... ... ... ... ... .. ... . .......... 74

Abend Dumps . . . .. .. 77

How to Print a CP Abend Dump from Tape . .................. 78

Reading CP Abend Dumps . . . . .. .. ... ... . .. ... .. ... ... ... 78

Reason for the Abend . . ... ... ... ... . ... ... . ... .. ... . 79

Collect Information . .. .. ... ... .. ... .. .. 80

Register Use . . . . . .. . .. . . 80

Save Area Conventions . . . . . . . ... .. ... 81

- Virtual and Real Control Block Status . . . ... ..... ... ... ..... 83
( VMBLOK . . . 85
VCHBLOK . . ... 85

VCUBLOK . . 85

VDEVBLOK . . ... . . .. 86

RCHBLOK . . .. e 86

RCUBLOK . .. .. e 86

RDEVBLOK . . . . . 87

Identifying and Locating a Pageable Module . . .. ... ............ 88

Debugging an AP/MP System . . . . .. ... ... ... 88
( PSA .. ... e 88
Trace Table . . . ... . . ... . . . .. 88

Lockwords . . . . ... .. . ... 89

VMDUMP Records: Format and Content . . . ... ... ............ 89

Locating Logical Dump Records . . . .. .. ... ............... 91

Trapping Improper Use of CP Free Storage . . . ... .. .. ............ 93

CP FRET Trap Examples . . . ... ... ... ... ... ... ......... 94

| Debugging with the CPTRAP Facility . ... ... ... ... .. ... ... .... 95

| OVEIVIEW . . . . . 95

| Defininga Trap . . . . .. . . . .. . 96

(( | Directing Your CPTRAP Qutput . . ... ... .. ... ... .. ....... 96
| DASD Space Considerations for CPTRAP . . . ... ... ... ... .... 96

| Getting Tracing Started . . . . . ... .. ... ... . ... ... .. ... .. 97

| Turning Off Tracing . . . . ... ... . ... . .. ... ... 97

| Altering Tracing . . . . . . . .. .. ... 97

| Analyzing Data . . .. ... .. ... ... 97

| Ending Tracing . . .. ... . ... ... ... 97

| CPTRAP Command . . ... .. ... .. . s 97

| Recording I/O Activity in the CPTRAP File . . ... ... ... ... ...... 98

| Collecting I/O Activity Entries in the CPTRAPFile .. ... .. .. .. .. .. 98

| Type 10 Entries in the CPTRAP File . . ... ... ... ........... 99

| Recording CP Trace Table Entries in the CPTRAP File . . . . ... ... .. 100

| Collecting Trace Table Entries in the CPTRAPfile .. ........... 101

| Recording Virtual Machine Data in the CPTRAP File .. ... ... .... 104

| Collecting Entries in the CPTRAP File for Type GT Traps . .. ... .. 104

‘ | Recording CP Data in the CPTRAP File . . . .. .. ... ... ... ..... 110
( ] Using a DATA Type Trap to Record CP Data . . ... .......... 110
' | Obtaining CPTRAP Status . . . . .. ... ... . ... ... ... .. ..... 118

| Additional CPTRAP Considerations . . . . ... ... ... .......... 118

| Data Lost Situations . . . . . . . . . ... ... 118

LY24-5241-01 © Copyright IBM Corp. 1986, 1988 Chapter 3. Debugging CP 71




Debugging CP

72 VM/SP Diagnosis Guide

“Restricted Materials of IBM”
Licensed Materials — Property of IBM

Checkpointing . . . .. .. ... ... .. ... e 119
Running with Microcode Assist Active . . ... ... ... ... ...... 119
LOGOFF Considerations . . .. ........................ 119
Spool Space Considerations . . . . ... ... ... ... .. .. ....... 119
CP/Virtual Machine Interface Errors . . . . ... .. ... ... .. .. .. 119
Release Level Conflicts and Migration Considerations . ... ... .. .. 119
Displaying the CPTRAP Output . . . . ... ... ... ... .. ... ..... 120
370X Dump Processing . . . . . .. ... 120
Network Dump Operations . . . . .. ... ... ... ... ... .. ...... 120
NCPDUMP Service Program and How ToUse It . ... ... ... ... .. 121
Stand-Alone Dump Facility . . ... .. ... .. ... ... .. ... ... .. 123
OVEIVIEW . . . . . 123
Devices that You Can Use to IPL Stand-Alone Dump . ... ... ..... 123
Devices to which You Can Send Dump Output . . .. ... ... ....... 124
Stand-Alone Dump Program Generation . . .. ... .............. 125
Using the Stand-Alone Dump Facility . .. ... ... .......... ... 126
Configuring the Stand-Alone Dump . . .. ... ... ... ... ...... 126
Example for Configuring the Stand-Alone Dump . .. ... ... ... .. 128
Taking a Stand-Alone Dump . . ... ... ........ .. e 129
Processing the Stand-Alone Dump Data on Tape . .. ... ... ... .. 130

LY24-5241-01 © Copyright IBM Corp. 1986, 1988



“Restricted Materials of IBM” Debugging CP
Licensed Materials — Property of IBM

Commands to Collect and Analyze System Information

The following commands are used to collect and analyze system information when
debugging:

¢ MONITOR

¢ INDICATE

¢ QUERY SRM
* LOCATE.

The MONITOR command provides a data collection tool that samples and records
a wide range of data. The INDICATE command provides a method to observe the
load conditions on the system while it is running. The QUERY SRM command
provides observation facilities for analyzing internal activity counters and
parameters.

See VM/SP Administration, VM|SP CP General User Command Reference, and
VM|SP CP System Command Reference for more information on the MONITOR,
INDICATE, and QUERY SRM commands.

Locating CP Control Blocks in Storage
Use the class C or E LOCATE command to find the address of CP control blocks
associated with a particular user, a user’s virtual device, or a real system device. The
control blocks and their functions are described in the VM/SP CP Data Areas and
Control Blocks.

Once you know the location of the control blocks, you can examine the block you
want to look at. When you want to examine specific control blocks, use the DCP
command to display or the DMCP command to print the control blocks. A
discussion of the most important fields of the VMBLOK, VCHBLOK VCUBLOK,
VDEVBLOK, RCHBLOK, RCUBLOK, and RDEVBLOK are included in “Virtual
and Real Control Block Status” on page 83.

Debugging CP in a Virtual Machine

Many CP problems can be isolated without stand-alone machine testing. It is
possible to debug CP by running it in a virtual machine. In most instances, the
virtual machine system is an exact replica of the system running on the real machine.
To set up a CP system in a virtual machine, use the same procedure that is used to
generate a CP system on a real machine. However, remember that the entire
procedure of running service programs is now done on a virtual machine. Also, the
virtual machine must be described in the real directory. See VM Running Guest
Operating Systems for directions on how to set up the virtual machine.
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CP Internal Trace Table

CP has an internal trace table that records events that occur in the real machine.
The events that are traced are:

e External interrupts

e SVC interrupts

¢ Program interrupts

¢ Machine check interrupts

¢ [/O interrupts

¢ Free storage requests

¢ Release of free storage

¢ Entry into scheduler

¢ Queue drop

¢ Run user requests

e Start I/O

¢ Unstack I/O interrupts

¢ Storing a virtual CSW

e Test I/O

¢ Halt Device

e Unstack IOBLOK or TRQBLOK

¢ Network Control Program (NCP) Basic Transmission Unit (BTU)
¢ Spinning on a lock (AP or MP environment)
e SIGP issued

¢ (Clear Channel instruction

¢ JUCV communications

¢ SNA Console Communication Services (CCS)
¢ MSSF DIAGNOSE code X'80"

e Start I/O fast release

¢ Simulated I/O interruptions

¢ (Clear I/O

¢ Time stamp

o Test channel.

An installation may optionally specify the size of the CP internal trace table. To do
s0, use the SYSCOR macro in module DMKSYS. Information on using this macro
instruction is in the VM/SP Planning Guide and Reference.

If an installation does not specify the CP internal trace table size or the size specified
is smaller than the default size, VM/SP CP assigns the default size.
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10
Type of Event Module cm“‘ Format of Trace Table Entry
(hex) 1 2 3 4 5 [] 7 ] ] 10 11 12 13 14 15
External, omkext | o1 | xor sx00° Interrupt Code Extornal 01d PSW
sve vy Instruction sve
Interrupt DMKSVC 02 X'02 GPR 14 or GPR 152 Length CodeS Interrupt CodeS SVC 0ld PSW
r,::.’,',’u':l gm&my [X] X3 First 3 bytes of VMPSW l":.:;‘.':'::"o’:hs Interrupt Code Program Old PSW
e erupt |OMKMCH | 08 x4’ VMBLOK Address First 4 bytes of 8-byte Intesrupt Code Machine Check Oid PSW
VO erupt omior | 05 | xos |Meswe } o peice Addres 1/0 O1d PSW + 4 csw
2":‘,‘.‘;‘. (FREE) iDM_KFﬁE, 06 X06° VMBLOK Address GPR 0 at entry GPR 1 at exit GPR 14
Ret
Storn (FRET) [gmg;g; 0 xor VMBLOK Address GPR O at entry GPR 1 atentry GPR14
Enter o8 vm- | wmo- [ wmo- | wma. | vma. | wmr.
. pmksch | 08 x08 VMBLOK Address e I yMD | ¥MO- | YMOo | VMo | VML VMIOINT VMPEND GPR 14
Queue Drop DMKSCH | 08 X109’ VMBLOK Address VMEPRIOR Pl 4T VMQPRIOR VMUHS
Run User DMKDSP 0A X‘0A* 3x°00° RUNUSER value from PSA RUNPSW value from PSA
DMKAC!
Surt1/0 OMKCPM, 08 X8 cc ice Addh ForCC=1,CSW+4,
trt s Device Address 10BLOK Address CAW . Otherwise, this feld is 4X'00".
MKIOT?
MKMNT
Unstack . . i
VO Imerapt [OMKDSP |0 1 xact | x00 virtal | dress VMBLOK Address Virtual CSW
Virtual . i irtuat )
e o omkvss | o0 X0 [pratpuction]  Virtusl | gvess VMBLOK Address Virtual CSW
MKACS
DMKCAUT
. ) For CC=1,CSW + 4,
Test 10 DMKIDS oE XOF cc Device Address 10BLOK Address cAW O theswise. thi field s 4X°00".
DMKMNT
e
) , ) For CC = .
Halt Device BT ofF | xor | cc Device Address 10BLOK Address cAW B . 400"
108K o1 omkose | 10 X0 VMBLOK Add VMR- | VMO | VMO | VMO 10BLOK or TROBLOK Add Return A
YRG810K ress STAT STAT STAT STAT or ress Interrupt Return Address
3 1 00 coN- | CcoN. con- | con
NCU BTU DMKANH | 11 X1 | xoo CONSRID CONDEST CONRTAG con [ con- [ CONTCMD con. I con- l CONDCNT
Spinning on Lock JOMKLOK 12 xX12' VMBLOK Address Lockword Address Return Address Lockword Contents
SIGPIsued  |OMKEXT | 13 X3 Return Address x o0 | ce I P sor Address | £o1c4o" l Order Code Status of CC = 1
Clear Channel— fomkvss | 14 x| ce Device Address VMBLOK Address Virtual CSW
es " ies by Function Code (See VM System Facilities
Y mication [OMKIUA | 15 x15+ | Function | puih 14 or Unused 1UCVBLOK Address o7 P ymnﬂ;ing (SC24.52686) for details on IUCV trace |  IUCV Instruction Address
table format,|
SNA CCS DMKVCV | ¢ X‘16' L::-Tn See VM System Facilities for Pr jng (SC24-5286) for details on SNA CCS entri
DMKVCX Typ. ystem Facilities for Frogramming i Jor details on entries,
M ENOSE x50 |[OMKMHC | 17 x| ee o HCBLOK Address MSSF Command Word MSFBLOK Address
Start 1/0 g ) Far CC =1, CSW+4.
S e |oMxios | 18 x18 cc Device Address 10BLOK Address cAw B et i s 4X00
Simulated 1/0 oy . . DMKDID or DMKACS
Interrupt DMKIOT 19 X9 X'00 Device Address Address in GPR 12 at entry csw
Run User Throush i pmkose | 1A X1a° xor RUNUSER value from PSA RUNPSW value from PSA
oy . ForCC=1,CSW+4.
Clear 1/0 DMKI0S 1B X'18 cc Device Address 10BLOK Address CAW Otherwise, this field is 4X 00",
Resetting . vMR- | wmo- | wvmo- | wma | wws. | wms. | vms .
VM Pagest DMKPTS | 1€ x1ie VMBLOK Address STAT | sTAT | sTaT | STAT | wstat | weFii | weria | X0 GPR14
Logical \ ap vr- | wmo. | wmo. | wma | vma | vmt. | wms. | ovws.
Swap-Inb 0| xw VMBLOK Address STAT | STAT | sTAT | STAT | LEVeL | LEVEL| weti | wstar |  VMRSWPGS l SCBNWS
P orage  [OMKFRE | 1€ X1E’ VMBLOK Address GPR 0 at entry GPR 1 at exit GPR 14
P Storaged IB%FS% L R VMBLOK Address GPR O atentry GPR T at exit GPR14
ﬂ:."s“‘:mp |nm<mr 20 x20 Reserved Time-of-day Stamp
Test Channel  [OMKIOS | 21 x21 | cc [ oeviee Adures | 10BLOK Address CAW ] Not Used
T ] 3 g 5 3 7 s ? 0 Il 12 (] 0 [
Notes: 1. If the installation is running in AP or MP mode, the identification code will be ORed with a X"40° 4. For the SIGP instruction, trace table entry 13 byte 8 contains the function code for emergency

if the activity occurred on the non-IPL processor. If the installation is running ECPS, the identification

code is ORed with an X'80" if the activity occurred in microcode.

~

1f the interrupt code (bytes 6 and 7) is X'000C’, the contents of GPR 14 are displayed. For all other

interrupt codes, the contents of GPR 15 are displayed.

w

Bytes 2 through 15 of a code 11 trace record represent a Basic Transmission Unit, sent or received
by a 37XX. 1f CONSYSR/CONEXTR are zero, the BTU was transmitted to the 37XX. If they are

o

~e

non-zero, the BTU was received. |f CONTCMD equals X7700", this is an unsolicited BTU response.

Figure 5. VM CP Trace Table
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signal and external call order codes.
. For VM/SP HPO without ECPS, byte 4 contains the Interrupt Code and bytes 5, 6, and 7 contain
GPR 13, For SVC 8 and SVC 20, GPR 13 on exit. For SVC 12 and SVC 16, GPR 13 on entry.
. These trace table entries are for VM/SP HPO only.
. These modules are for VM/SP HPO only.
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For each 256K bytes (or part thereof) of real storage available at IPL time, one page
(4096 bytes) is allocated to the CP internal trace table. Each entry in the CP
internal trace table is 16 bytes long. There are CP internal trace table entries for
each type of event recorded. The first byte of each CP internal trace table entry, the
identification code, identifies the type of event being recorded. Figure 5 on page 75
describes the format of each type of CP internal trace table entry. See the VM CP
Trace Table (Poster) for a 20 inch by 26 inch poster of the CP internal trace table.
Also see the VM/SP Problem Determination Summary for a reference card that may
be easily carried that shows the CP internal trace table. The entry shown in

Figure 5 on page 75 for IUCV communications illustrates the general format of an
IUCV entry. See VM System Facilities for Programming for the formats of the CP
internal trace table entries for each IUCV function, and for a description of each
field in the CP internal trace table entry.

In addition, some CP internal trace table entries are generated by Extended Control
Program Support:VM/370 (ECPS:VM/370). The first bit of these entries is set to 1
to indicate the entry was generated by the hardware assist. For example, a CP
internal trace table entry of type X'86' (FREE) is the same as an entry of type
X'06'. The only difference is that the first entry was generated by the hardware
assist. ‘

The CP internal trace table is allocated by DMKSTA which is called by the main
initialization routine, DMKCPI. The first event traced, TRACSTRT, is placed in
the lowest CP internal trace table address. Each subsequent event is recorded in the
next available CP internal trace table entry. Once the CP internal trace table is full,
events are recorded at the lowest address (overlaying the data previously recorded
there). Tracing continues with each new entry replacing an entry from a previous
cycle.

Use the CP internal trace table to determine the events that preceded a CP system
failure. An abend dump contains the CP internal trace table and the pointers to it.
The address of the start of the CP internal trace table, TRACSTRT, is at location
X'0C'. The address of the byte following the end of the CP internal trace table,
TRACEND, is at location X'10'. The address of the next available CP internal
trace table entry, TRACCURR, is at location X'14'. Subtract 16 bytes (X'10"')
from the address stored at X'14' (TRACCURR) to obtain the CP internal trace
table entry for the last event completed.

The CP internal trace table is initialized during IPL. If you do not wish to record
events in the CP internal trace table, issue the MONITOR STOP CPTRACE
command to suppress recording. The pages allocated to the CP internal trace table
are not released and recording can be restarted at any time by issuing the
MONITOR START CPTRACE command. If the VM/SP system should
abnormally terminate and automatically restart, the tracing of events on the real
machine will be active. After a VM/SP IPL (manual or automatic), CP internal
tracing is always active.
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Abend Dumps
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There are three kinds of abnormal termination dumps possible when using CP. The
first kind occurs if the problem program cannot continue, it terminates and, in some
cases, tries to issue a dump.

The second kind occurs if the operating system for your virtual machine cannot
continue, it terminates and, in some cases, tries to issue a dump. In the virtual
machine environment, the problem program dump always goes to the virtual printer.
Depending on installation operating procedures, the virtual machine operating
system dump may also go to the virtual printer. A CLOSE must be issued to the
virtual printer to have either dump print on the real printer.

The third type of dump occurs when the CP system cannot continue. CP abend
dumps can be directed to a:

e Printer
e Tape
e DASD.

If the dump is directed to a printer, then the data is printed online and system
operations as well as virtual machine operations are suspended until the dump
operation finishes. This dump is unformatted.

If the dump is directed to a tape, the dumped data must fit on one reel of tape.
VM/SP does not support multiple tape volumes for dumps. The data on the tape is
in print-line format and can be processed by user-created programs or CMS
commands. See “How to Print a CP Abend Dump from Tape” on page 78 for an
example of how CMS can do this.

If the dump is directed to DASD, it is done by spooling the data to the virtual card
reader of a specific user ID. The user ID is either assigned during system generation
to a specific virtual machine user, or defaults to the printer. The dump spool file
can be manipulated by the user just like any other spool file, except that it can be
interpreted correctly only by the IPCSDUMP command (for more details see the
VM|SP Interactive Problem Control System Guide and Reference). By issuing the
class B QUERY DUMP command you can determine where the dump is being
directed.

The extent of the CP abend dump can be specified to dump:

e CP storage only
¢ CP and all real storage

to the selected device.
Use the CP SET DUMP command to specify the output device and extent of CP

abend dumps. Refer to the VM/SP CP System Command Reference for the format
of the class B SET DUMP command.
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How to Print a CP Abend Dump from Tape

If the CP dump unit has been specified as a tape drive, and one or more dumps have
been placed on the tape, use the following procedure to print the dumps:

1. Log on to the system with any user ID that has the capability of running CMS.
No other special privilege classes or options are required.

2. Attach a tape drive to the virtual machine as address 181 from an authorized
user.

3. Mount the tape that has the CP abend dumps.
4. IPL the CMS system.
5. Issue the following CMS commands, filling in the variable names:

FILEDEF ddnamel PRINTER (RECFM FM LRECL 132)
FILEDEF ddname2 TAP1 (DEN den RECFM U LRECL 132)
MOVE ddname?2 ddnamel

CP CLOSE PRT

Note: Refer to the FILEDEF command description in VM/SP CMS Command
Reference if you need help filling in the variable used in the example above.

Step 5 can be repeated for as many dumps as are on the tape. Note that the CP
dump routines write two tape marks at the end of each file. Therefore, to process
the next dump, the TAPE FSF command must be issued to position the tape for
reading the next dump file.

Reading CP Abend Dumps

Two types of printed dumps occur when CP abnormally ends, depending upon the
options specified in the CP SET DUMP command.

First, when the dump is directed to a direct access device, Interactive Problem
Control System (IPCS) must be used to format and print the dump. For IPCS use,
see the VM/SP Interactive Problem Control System Guide and Reference. IPCS
commands format and print:

¢ Control blocks

¢ General purpose registers

¢ Floating-point registers

¢ Control registers

e TOD (Time-of-Day) Clock

e Processor Timer

¢ Storage

e Ifin AP or MP mode, formats and prints both PSAs’ storage.

Storage is printed in hexadecimal notation, eight words to the line, with EBCDIC
translation at the right. The hexadecimal address of the first byte printed on each
line is indicated at the left.

If the CP SET DUMP command directed the dump to a tape or a printer, the
printed format of the printed dump will not contain formatted control blocks. If the % s
system was an attached processor or multiprocessor, all of the registers, etc., are
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printed for the abending processor. Also, each PSA is printed before printing main
storage.

Second, when CP can no longer continue and abnormally terminates, you must first
determine the condition that caused the abend, and then find the cause of that
condition. You should know the structure and function of CP. See VM/SP
Administration for information that will help you understand the major functions of
CP. The following discussion on reading CP dumps includes many references to CP
control blocks and control block fields. Refer to VM/SP CP Data Areas and
Control Blocks or for a description of the CP control blocks. Figure 6 on page 84
shows the CP control block relat