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SECTION

Overview H

1.1 Abstract

The rise in mini and micro computers led to proliferation of computer systems. With these inexpensive
computer systems each work group, and often person, could afford his own computational facility. This
proliferation of computer systems also increased the need for exchange of data between computers, and
the sharing of expensive resources. To address this need computer vendors produced their own proprietary
computer networking capability. Examples of this are HP’s DS network which pioneered distributed
processing, and IBM’s Binary Synchronous network, which was primarily hierarchical.

This approach worked well up to a point. It, however, had three limitations:

1) Proprietary networks did not communicate to other proprietary networks. Thus if users
bought computers from more than one vendor, inter-vendor communication was difficult at
best.

2) Once the network was implemented, it was expensive to rewire it as the computational need
of the user changed.

3) The proprietary nature of the networks precluded incorporation of new networking
technology.

To ameliorate this problem HP has adopted the International Standards Organization (ISO) Open Systems
Interconnect (OSI) model which allowed customers to get the benefit from their network. In contrast IBM
adopted its System Network Architecture (SNA), a closed architecture which obsoleted its older BSC
network.

This paper outlines a method of designing computer networks based on the ISO OSI model. It explains the
ISO model and develops criteria for selecting different hardware and software components from the model
to implement an efficient, flexible, and cost effective network based on computational and data traffic
needs. The paper shows how a network designed with such principles can allow heterogeneous
communications, changes in topology, and upgrading to newer technologies.

1.2 Organization of Paper

This paper addesses the need for developing networks which provide the benefits stated above. Section one
briefly explains the International Standard Organization Open Systems Interconnect model. Section two
examines the architecture of the OSI model, and the benefits of layering in providing modularity, and
expandability. In section three the advantages of using standard communication protocols are explained,
and this is expanded in section four which develops a model for selecting different communications
protocols. Sections five and six sum up with a case study of networking a multinational company, and a
summary of the paper.



SECTION
Open Systems Interconnect Model -

L2 |

With the advent of mini and personal computers, came lower prices and the proliferation of computers.
These computers were distributed in many sites, and a need arose to connect the computers together. The
International Standards Organization (ISO) developed the Open Systems Interconnect (OSI) model for
connecting computers to provide four services. They are:

Share information. Computer networks allows companies to share and distribute information
over the entire company, even if the company is geographically dispersed

High Reliability. Computer networks allow higher reliability by providing back up data and
processing power. If a disc drive or processor fails others are available to allow computation.

Load Sharing. Computer networks allow computation to occur at the site of the data, thus
allowing only pertinent transactions to be transmitted, and lowering communications cost.

Communications Network. Computer networks allow electronic mail between members of the
company.

This section examines the International System Organization (ISO) Open Systems Interconnect (OSI) model
for implementing computer networks which provide the above mentioned functionality. The objectives of
the layered model, and the functions of each layer are explained.

2.1 OSI Model

The ISO committee designed the OSI model in seven layers. With each layer the committee intended :

Clearly defined layers.
Each layer has a specific distinct task.

Modularity in decomposing the network.

The OSI model above has seven layers. Each layer communicates with the layer above and below. The
functions of the layers are:

Layer 1: The Physical Layer. The bottom layer is the physical layer which transmits raw bits
over a communications channel. The layer defines the medium, the voltage, the length of
electrical signal. The layer defines mechanical, electrical, and procedural interfaces.

Layer 2: The Data Link Layer. The data link interprets the signals transmitted on the
physical link, and ensures accurate transmission and receipt of data through error correction
or retransmission. For instance a noise burst can destroy data. The data link protocol requests
retransmission and acknowledges the data received.
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Open System Interconnect Model

Name of unit
exchanged

Application protocol
——————————————————————————— Application | Message

———————————————————————————— Message
Session protocol
——————————————————————————— Message
Transport protocot
e —— Message
C subnet boundsry

- )

—
--l Network h—-o[ Network e+ —

Internal subnet protocol

[ o
--I Data link |J —I Data link I--——- m Frame
| v |

Packet

I

Bit

{ Physica! Physical 1——

Host A \_

L— Network layer host -
Data link layer host
Physical layer host

OSI Model

e Layver 3: The Network Layer. The network layer controls the routing of data. It accepts the
data from a source converts them into packets and directs them to the right destination.

e Laver 4: The Transport Layer. The transport layer accepts data from the session layer and
ensures the data arrives at the destination in the correct sequence. This is specially important
in a host computer which establishes multiple sessions with other computers.

e Layer 5: The Session Layer. The session layer provides the user an interface into the network.
It establishes a connection between a user on one computer with a user or service on another
computer. This connection is known as the session. The session layer handles authentication,
and communication protocols employed in the lower layers.




Open System Interconnect Model

e Layer 6: Presentation Layer. The presentation layer presents the data transfered by the
network in an understandable format. This is specially important when the two computers
involved employ different internal data representations (eg 7 bit and 8 bit characters). The
layers also handle data compression and encryption for speed and security.

e Layer 7: The Application Layer The application layer defines the topmost layer of the OSI
model. This layer is defined by the users of the computers. The actual format of the layers
depend on the application of the network, and the people implementing them. For instance,
electronic mail may use message passing, while distributed data bases may use remote data
base access, and distributed processing may use inter-process communication.

This layering allows building of modular networks, which the user can modify easily to adapt to new
computational needs and technology.

21



22

SECTION

Advantage of Layering ’!|
3

3.1 Modularity

Since the layers in the OSI model pass well defined messages to the ones above and below, the OSI model
allows for modular decomposition of computer network commnunications. This modular decomposability
allows for individual, or group, of layers to be replaced easily by other layers providing the same
functionality of the layers replaced. This ability to replace layers makes changing of network topology,
communications protocol, and technology with minimum effect to other parts of the network and the
computer system. This section describes how modification of networks can be effected.

3.2 Changing Your Network

Firstly, modularity is useful in changing computer networks. For instance, suppose a user connects two
computer system using point to point synchronous connection on HDLC protocol. This line communicates
at S6KBPS, and adequately supports the communications need for the customer. As the users
computational needs grow, he purchases another computer and connects this to one of the other computers
This creates a problem since the user has to use one of his computers as an intermediate node between the
other two. This puts an extra communication burden on the intermediate computer. This is further
complicated because the users’ communication needs increase.

To resolve this problem, the user switches from a point to point network to a 802. 3 local area network.
With this the user replaces the binary sychronous cable with a coaxial cable, and the HDLC protocol with
the 802. 3 protocol.

3.3 Expanding the Network

Let us examine the case if the customer needs to expand his network. Suppose the user wishes to add a
computer to another site at a different location. The user then needs to exchange data between his
current computer facility and the new computer facility. The user can designate a computer at each site
to act as a communications gateway and use an dial up line to connect the two computer sites on an “as
required" basis.

To connect these two sites the user adds lower level HDLC communication protocol over a twisted pair.
This protocol works in conjunction with the existing upper layers or networking software, allowing the
user to utilize existing network software over both the local area and the wide area network. .In this
manner, from the user’s point of view, the local and the wide area computers seside on the same network,
the only difference being the speed of the line.



Advantage of Layering
3.4 Adopting New Technology

While the above examples illustrate addition, modification and substitution of the lower layers of the
network, network users can modify other layer with a similar approach. The user can expand this
approach to encompass new network technologies. For instance if the computer user decides to adopt a
mail network based on X.400, he can simply pass messages through the existing lower six layers to
implement a new mail system. Similarly if the user increases his data traffic between his remote computer
sites, and a new technology, such as optical fiber, offers him a higher data throughput, he can replace his
twisted pair copper line with an optical fiber line.

3.5 Advantages of Layering

Thus a layered networking protocol provides a number of advantages:.

1) Easy modification of network to suit actual data communications needs. Since the network is
layered, each layer can be replaced without major impact to the other layers.

2) Easy addition to exiting network to expand coverage. Additional links or services can be
added to the exiting network, thus providing more functionality when it is needed.

3) Easy incorporation of new networking technology. As new software and hardware
technologies become available, they can be added to the network without losing the existing
investment in the network.

4) Protection of investment. Because the network can be modified incrementally, existing
investment in software and hardware need not be scrapped to either change the network, or
adopt newer technology. This reduction of switching cost ensures networks can be cost
effectively developed for customer needs.
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SECTION

International Standards %

Once the user adopts the OSI layered communication protocol for networking, the user needs to decide
which specific protocol to implement. Many vendors offer their own protocol; some of the vendors
implement an OSI like layered communication protocol for their network. This approach allows users to
connect, to a large degree, computers manufactured by the same computer vendor. However, many users
apply computers manufactured by different computer vendor for different task. if the user should wish to
connect these computers from multiple vendors in a homogeneous information management system, he
will often find the different vendors do not provide the ability to connect to computers manufactured by
another vendor. The user then is left to his own resources to pass information between these various
computers.

4.1 Advantage of Standards

Adopting networking standards relieves this problem in three way, firstly, through a standard set of
protocols, computers manufactured by different vendors can communicate with each other. Secondly,
economies of scale ensure cheaper and more reliable networks, and thirdly, international standards tend to
exist longer than single vendor protocol, and thereby offer protection to the users investment.

4.2 Mulitivendor Connectivity

Adoption of international standards for all communication provides the user with one immediate benefit
- computers purchased from different vendors can communicate using the same protocol. While a vendor
proprietary protocol may allow more efficient communication between some of the machines of a given
vendor, communications between different vendors, and even different product lines of the same vendor
(IBM series 36 and Series 38) are more difficult. Adoption of internationally agreed upon protocol
standards (such as GM’s MAP) allow users with more connectivity between heterogeneous computers.

4.3 Product Longevity

Another benefit of adopting standard communication protocol is that, the communication protocol tends
to exist longer than a protocol supported by one vendor. This is because typically many vendors will
support an international standard, and products communicating via the protocol will exist for a time
longer than products supported by a single vendor. This is important from a user’s financial point of view,
as he can purchase communication products to supporting his existing application programs for a longer
time than application products using vendor proprietary products.

4.4 Lower Cost

Because multiple vendors support international standards, products supporting these standard protocols are
developedeby a relatively large group of companies. This results in competition between the suppliers and
a lower cost product for the user. Also, because standard communication protocols are supported by



International Standards

multiple vendors, the number of products available increases, the number of units in use increases,
resulting in more variety and lower cost due to economies of scale.

4.5 Tradeoff for Standards

While following a standard provides many benefits for the computer user, typically the standard lag the
leading edge technology by a few years. This implies that customers needing to use the latest technology
cannot be guaranteed of an international standard with the above mentioned benefits. For instance, fiber
optic communication has no established protocol which looks like becoming an international standard.

Similarly, if a user wishes to provide the fastest communication between two specific systems, he may wish
to bypass a standard protocol and develop a protocol which he can fine tune to provide the best
performance for his specific application.

The user has to evaluate whether these advantages outweigh the benefits of standardization and low cost.
In systems like real time fire control on military aircraft, the user may indeed decide a high performance
proprietary protocol provides the technological edge to ensure survival of the aircraft. However, the user
should realize, that developing proprietary protocol will be more expensive and more time consuming than
using standard protocol. In the majority of the cases the user will opt for standard protocols.
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Picking A Standard

Once the user commits to the OSI model for his computer communication, the question of what standards
to use for his application arises. HP aggregates the OSI model into three layers, and picks standard based
on these three layer. This makes choosing standards much simpler with three layers, and the network does
not lose much flexibility.

Starting from the bottom the layers are the link, incorporating layers 1 and 2 of the OSI model, the
transport, incorporating layers three and four of the OSI model, and the application incorporating layers §
through 7 of the OSI model.

5.1 Linking the Systems

To establish the computer network, the user must first connect the two systems together. This is the link
between the computer systems. It incorporates the lower two level of the OSI model. The user needs to
ask himself a number of questions when deciding the type of link over which he will connect his
computers.

1) Where does he plan to place his computers. The geography of his computer network
determines some of the options he has for connecting his computers. If all his computers are
in the same building within 1. 5 KM of each other, he can use IEEE 802. 3 local area network.
If they are in separate nearby building he can use IEEE 802. 4 broadband LAN. The user can
also use point to point connections, phone switches, and X.25 based data switches for local
connections. If distances are larger telephone lines, leased lines, public X.25 networks, and
satellites may provide the appropriate connections.

2) What are the performance requirements of the network. In other words what applications
does the user expect to run over the network. If the applications require high data transfer,
LANS would be appropriate for local connection, and fiber optic and satellite for remote
connection. If the user expects rapid response, a satellite connection would cause too much
delay.

3) How many systems does the user intend to connect in the network. If the user intends to
connect few systems, point to point connections may be the most effective method of
connecting the systems. If he wishes to connect many systems, LANSs, X.25 switches, and PBX
switches (for local connections) may be necessary. LANs, X.25, and PBX switches allow
multiple systems to coexist on the same network.

4) Price. How much is the user willing to pay for the network. The higher the performance and
functionality, typically, the higher the price.

The user needs to carefully analyze his current and future data communications requirements to develop
cost effective connections between his computer systems using the above mentioned guidelines.
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5.2 Transporting the Data

After the user establishes a connection between his computer systems, he needs to transport his data
between the systems so that the receiving computer can meaningfully interpret the data sent by the
transmitting computer.

Luckily the choices here are less. The user needs to determine reliability of the link he has chosen and
adopt a transport protocol which provides the most throughput. For instance an 802.3 LAN provides
more reliable data than a disc drive. Unfortunately there is only one major standard available today -
Transport Control Protocol/Internet Protocol (TCP/IP). TCP/IP was designed for relatively unreliable
communications links, and thus provides much higher error checking and correction than is necessary with
some of the modern links.

However, many vendors have adopted TCP/IP and it is key in connecting multi-vendor computer. Thus
till a better standard is designed by ISO (eg TP4), TCP/IP is the transport protocol of choice.

5.3 Network Applications

After the user develops 2 method for transferring data reliably from one computer to another, the next
task is to pick a set of applications which provide high degree of functionality. This layer covers layers 5,
6 and 7 of the OSI model. This layer provides the functionality of communicating between the computer
systems. Functions provided include:

o Inter Process Communication

Network File Transfer

e Remote Terminal Capability
o Remote Process Management
e Remote Data Base Access

e Network Management

Many implementations of the application layer offer variations of these services. This layer is offered
both in vendor developed packages, and in packages based on internationally developed standards. In
picking the set of protocols in this layer the user has to keep two thing is mind:

1) Are the protocol based on ISO. That is can the protocols communicate using layers 1-4 of
standard international protocols such as TCP/IP X.25, 802.3 etc. If this is not true then the
protocols cannot provide communications between multiple vendors. If the protocol is based
on international standard, the user can either buy implementations of the protocols on
different vendors or, in the case of computer vendor developed protocols, implement these
protocols on machines of another vendor.

2) Do these protocols allow modular decomposition. In other works can these protocols allow
applications developed on one machine to be distributed over multiple machines. Global
address spaces and interprocess communication protocols allow for this expansion capability.
Inter-process communication tends to be easier to implement than global address spaces. With
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IPC, the user can develop his application program in modules. As the user needs more
computation power, he can easily move modules to other computers on the same network, and
thereby increase his computational capability by utilizing multiple processors.

A number of international protocols are being developed for different application. They include the MAP
protocol for manufacturing environment, the TOP protocol for the engineering environment, and the
X. 400 protocol for the electronic mail environment. In addition vendors such as HP, DEC have developed
application protocols based on the OSI model.



SECTION

Designing a System %

The previous sections described the OSI model, the advantanges of designing a network based on this
model, and some guidelines for.selecting layers of these models. This section integrates the previous
sections by applying the principles developed before to a hypothetical company which needs distributed
computation. The section describes the company’s computational needs, its geography, and then designs a
network to serve the company

6.1 Company Computing Need

Let us assume we are dealing with a company named ABC. ABC designs, manufactures and sells
state-of -the-art widgits. To operate efficiently ABC divides its operations into four functional area,
Engineering, Manufacturing, Marketing and Sales, and Administration. Below are described the operations
and computational needs of each functional area.

e Engineering. The engineering organization designs the widgits with powerful Computer Aided
Design (CAD) workstations. These engineers need to share design between themselves to
efficiently design the widgits. They also need access to expensive plotters and disc drives to
plot and store the designs. The engineers also need input from the marketing organization for
new designs. They also would like to send the designs to the manufacturing operation quickly
so that designs can be manufactured and sold before the competition’s widgits.

automated factory. The orders are received from the sales force to a materials management
computer. This computer automatically plans production based on demand, and orders raw
materials and manages inventory. The orders are passed on to factory floor computers which
run the production process. Typically one production line is operated by multiple computers.
These computers build products based on designs sent to them by the CAD computers in the
engineering operation.

e Marketing and Sales. Marketing and sales are two different functions in ABC’s marketing
organization. The marketing organization performs traditional marketing function of
merchandising, forecasting, and product management. To accomplish this efficiently ABC has
provided its marketing staff with personal computers which support forecasting, data base
management, word processing and graphics. The marketing staff shares common data among
its staff. The sales organization was provided with portable computers. The sales force
determines price quotes with these computers and enters orders to the factory by these
computers.

consists of accounting, personnel, and report generation. They use a minicomputer, and need
data from all other operations on revenues, expenses, personnel, and capital outlays.
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6.2 Company Geography

ABC is arranged in three groups. The Engineering organization and manufacturing organization are
situated in adjacent buildings in one locations. Marketing and administration are located in another two
adjacent buildings in another city, and the sales offices are spread all over the continent.

o Engineering and Manufacturing. ABC’s engineering and manufacturing facilities are located
in an adjacent building. The engineers each have design workstations, and share a number of
high speed disk drives, printers, and plotters. The manufacturing floor is organized around
production lines. Each line is controlled by computers operating a number of PLCs. The
production line computers themselves are scheduled by a production planning computer.

building. The marketing organization is grouped into 4 to 6 man units. Each person in the
unit works on PC and needs to share his information with others in his workgroup.
Occasionally a person in one group needs to share information with people in other groups.
The administrative organization employs a central computer to manage corporate wide data
bases. The people in administrative organization use intelligent terminals to establish sessions
on the computer. The computer is maintained in a central computer room.

e Sales Office. ABCs sales offices are scattered all over the continent. Each sales office has a
small computer with a group of PCs. The main function of the computers is to generate
quotes, log orders, and keep track of customers. The sales office receives new parts lists every
week, and transmits orders every hour on an as-needed basis.

6.3 Picking The Network

Given ABC’s computational needs, communications traffic, and geography, the next task is to pick the
application software, the transport protocol, the connection technology. The application software is
determined by the functionality required from the network, the transport is determined by performance
and error recovery concerns, and link technology is determined by the geography of the systems.

6.3.1 Application Software

ABC needs to perform a number of functions over the network. In the engineering environment it needs
to pass files between the engineers and access data bases remotely. In the manufacturing environment the
different computers need to pass information to each other in real time to inform the other computers on
process control. In the marketing organization, the PC users need terminal access to the mini computers,
and file transfer capability. The sales office needs batch file transfer capability, to HQ to receive updates
and send orders. All functional groups need a mail capability to pass messages. Below are a list of
standard protocols and services ABC implemented on its network.

e MAP. For the manufacturing operation the protocol to follow the Manufacturing
Automation Protocol (MAP) being developed. This protocol is being developed for real time
computer networks on the factory floor. This provides remote terminal and file transfer
capability.

* X.400. For the corporate wide mail network, X.400 is the networking protocol being
developed by the CCITT for electronic mail. This packages the messages from any computer
and routes it to another computer.
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e Network File Transfer. This function is needed to transfer files and share information
between users on different computers.

o Remote Data Base Access. This function provides access to data on remote computers.

e Virtual Terminal. This allows users of one system to initiate sessions on a remote computer.

6.3.2 Transport Protocol

The standard industry transport protocol is TCP/IP. Company ABC picks TCP/IP since this allows them
the most flexibility in choosing the upper level application software, and lower level network link.

6.3.3 Link Technology

ABC needs a number of communication links. Each of these links is for a different communication need.

e Broadband LAN. The manufacturing environment needs a deterministic real time network
which allows high speed communication between production line computers. for this purpose
a broad band 802.4 LAN is appropriate. This LAN is extended to connect the manufacturing
planning computer to the production computers. The 802.4 LAN also reaches the next
building where the CAD computer reside. It connects to the engineering computer network
via a gateway.

e Baseband LAN. For the engineering CAD stations a 802.3 baseband LAN provides the same
high performance at a lower price than the broadband LAN. The workstations connect over
this 10 MBPS LAN to each other and a dedicated server which supports high speed disc drives,
printers, and plotters.

e Work Group Thin Lan. For the marketing organization, a local high speed network is
necessary. The network implemented by ABC supports workgroups of four to six people. The
network uses a small minicomputer which double as a file, print, and plot server. Eighty per
cent of group communication is among themselves. Twenty per cent is to other group. To
accomplish this ABC employs two LANs. The first is for the group. It is a thin 802.3 based
10 MBPS coaxial cable to connect the workgroup to each other. Each work group LAN in
turn connects to a campus wide thick 802. 3 coaxial cable. This backbone coaxial cable allows
the different groups to communicate among themselves.

e PBX. The minicomputer supporting the administrative staff also connects to the backbone
computer. The administrative group supports a large number of terminals. These terminals
connect to the mini computer via a telephone switch. The switch allows support of a large
number of terminal which all do not need to connect to the CPU at the same time.

e X.25. The sales offices around the continent are connected to head quarters via a public X. 2§
network. The X. 25 network allows flexible configuration, and a demand based network. ABC
is charged for actual data transfer between its remote computer systems.

e Point to Point Connection. The two main sites of ABC (marketing & administration and
engineering & manufacturing) transmit large amounts of data to each other. For this purpose,
ABC uses a direct telephone line.
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7

From the study of ABC corporation we saw how a company wide network can be designed using the ISO
OSI model. The different parts of the organization need different communications capability. This is done
by using the layered architecture and employing a multitude networking products based on the OSI
model. This allows ABC to:

e Share information between users.

e Provide higher reliability of information available.

o Share information between different computers.

e Communicate via electronic mail.
The OSI structure ensures the ABC has the capability to:

e Connect computers from multiple vendors.

e Design a flexible network with multiple technologies.

e Upgrade and modify the network easily.

e Protect ABCs investment in the computer network.

7.1 Blography
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X.25: WHAT TO DO AFTER THE NETWORK IS IN PLACE

Stephen J. Coya
MCI Digital Information Services, Washington, D.C., USA

Summarz

Many organizations are discovering the advantages of using X.25 packet
switching networks to support their data communication requirements.
However, it's not until the network is installed that the real "fun"
begins: connecting all the hosts and getting them to talk to each other.
This is especially true when hosts from different vendors are to be
connected to the network. While the OSI model provides a good theoretical
framework, many vendors have implemented this model in different ways. As
a result, diverse, and sometimes incompatible, protocols must be
accommodated and coerced into cooperation before they can communicate.

This paper will review the problems (and solutions) encountered
connecting HP3000s, HP1000s, and DEC VAX 11/785s together over a
nationwide private X.25 network. It will touch on the physical connections
to the packet switch (OSI Level 1), a special Transport Layer protocol
that had to be developed (0SI Level 4), and some of the problems
encountered with DSN/DS (combination of OSI Levels 3 and 4) and what we
had to do to make it all work.

Introduction

We knew from the start it would be interesting. Many companies have
made the transition to X.25 networks with relative ease, but this can
often be traced to systems where only one vendor host is involved. For
example, a network consisting of HP3000s and the selection of a network
switch vendor that supports such an environment. The MCI Mail system, an
electronic mail system with hardcopy support, was designed around the use
of VAX hosts for the mail application and HP3000s to process and print
hardcopy traffic on 2680A Laser printers, and we knew the hosts would be
connected to the network switches (PSNs) at 56 kilobits per second (kbps).
We drew network (cloud) and system diagrams, examined technical
specifications for the hosts and the switches, realized what could and
could not work, and reached for the bottle of aspirin!

I should mention that there were time constraints involved that did
not permit extensive experimentation or research, and the capabilities
that exist on today's equipment did not exist three years ago. The system,
designed in the latter part of 1982 was built in six months during 1983.
Even after details were worked out in joint design meetings, special plugs
and cables had to be developed on the fly as we tried to meet our target
date, which we did. ’
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Transport Layer (OSI Level 4)

The first "Gotcha" was getting information from the VAX hosts to the
HP3000s. All VAX hosts were located in a central facility while the HP3000
based print sites were set up across the country. Tape transfers were out
of the question, and the old standby, RJE, did not fit the overall system
design. When DSN/DS was initially developed, it was for point to point
communications between HP equipment. It was expanded to support X.25
interfaces, but still required the use of DS as a transport layer
protocol. So one still had to use DS to transfer files to an HP3000. Well,
DS was never implemented on VAX equipment, and we needed something that
would talk straight X.25 with the VAXen and DS with the HP3000s. Enter the
HP1000.

The HP1000 was inserted into the network diagrams between the VAX
hosts and the HP3000s (we also started using pencils instead of pens to
draw the diagrams). We used two LAPB modem cards and two physical
connections to the packet network. One modem card was set up to use
straight X.25 (DSN/X.25) to communicate with the VAX hosts. The second
card was configured to use DS (DSN/1000-IV) to communicate with the
HP3000s. Simple? Not quite. While the HP1000 could use DS to communicate
with the HP3000, there was no transport layer protocol to communicate with
the VAX.

The solution was to design a Simple File Transfer Protocol (SFTP) to
accommodate the need for a transport layer. This protocol was implemented
on the VAX equipment and on the HP1000s. As its name implies, it is a
simple protocol: no CRCs, just simple checksumming and byte counts. It was
also implemented on an IBM 4341 which was connected to the network and
served the application as the accounting and invoicing host.

So, we had finally identified the host equipment that would be
connected to the packet network and had designed a protocol that would
provide the OSI level 4 Transport Level between the VAX and HP1000
equipment., Back we go to the basics, 0SI Level 1, and connect the
equipment to the packet switches.

Physical Layer (0OSI Level 1)

OSI Level 1 pertains to physical connections, which pins are used for
what signals, and the electrical levels of those signals. Unfortunately,
there are a number of different standards that have been recommended and
implemented: RS232c, RS449/RS422, and V.35 were the ones we had to work
with (See figure on last page).

The packet switch nodes (PSN) supported RS449 physical connections.
The switches did not supply a clocking signal, and the hosts were to be
connected directly to the PSNs (no modems) at 56 kbps. I mention clocking
because at that time neither the HP1000, HP3000, or the VAX could supply
clocking at 56 kbps (if they could we didn't know about it). So we had to
connect three different hosts that support three different interfaces to a
packet switch that supported only one of the three.

The HP1000 was the easiest as it uses RS449 as a physical interface.
All we had to do was insert a RS449 Synchronous Modem Eliminator (SME)
between the HP1000 and the PSN to provide clocking at 56 kbps. Since then,
we have been successful in operating without an SME as the HP1000 will now
supply the clocking signal.
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The HP3000, however, uses V.35 as its physical interface. To establish
this connection, a V.35 cable from the INP is used which terminates in a
Winchester type connector. The next link is a cable which terminates on
one end with a Winchester connector (connected to the HP3000 INP cable),
and on the other end with a DB-37 connector. The DB-37 connector is wired
to conform to the RS449 specification, the electrical characteristics of
which conform to RS422 (RS422 is the electrical specification for signals
carried on an RS449 interface). The DB-37 connector is then plugged into a
SME. From the SME comes a cable to a special V.35/RS422 convertor that is
plugged directly into the HP3000's port on the PSN. Two down, one to go.

The VAX supports RS232 connections, which is rated at 19.2 kbps up to
75 feet. However, the interface from the VAX to the packet switch goes
through a KMS1l1l processor which has a rated speed of 56 kbps. A shielded
cable is used to connect the KMS1ll to a RS232/RS449 SME which is then
connected to the packet switch.

So we now have all the hosts connected to the network, transport
layers are in place, and we can transfer files where they need to go. All
done? Not yet - the system must be operated and strange things can happen!

To Flush or not

Our network supports data packets of up to 1024 bytes in length. When
data is to be transmitted from the HP3000 over the packet network, the DS
protocol sets up a buffer containing four 1024 byte packets. The packets
are sent one at a time to the local packet switch which acknowledges
receipt of each packet. After the fourth packet is transmitted and the
local PSN acknowledges receipt, the buffer is flushed and the next group
of 1024 byte packets are placed in the buffer. This looks acceptable on
paper, but in practice caused some problems.

As the packets traveled through the network on their way to the
destination PSN (the switch connected to the host to receive and process
the data from the HP3000; in this case, another HP3000), a network problem
caused a RESET to be generated by a packet switch. This RESET packet is
returned through the network to the originating HP3000, essentially
stating that something bad happened and requesting that the packet be
retransmitted. If the reset is received by the HP3000 before the fourth
packet has been acknowledged, the packet is located in the buffer and
retransmitted.

However, if the reset is received after the fourth packet has been
acknowledged, the buffer has been flushed and the packet is not available
to be retransmitted. When this happens, DS just sits there wondering what
to do. Recovery from this state required bringing down the DS connection,
bringing it back up, and starting the transmission all over again.

The problem was reported to HP, and our SE captured numerous dumps to
substantiate our claim, especially after HP informed us that 1) they
couldn't reproduce it and 2) the local PSN had acknowledged receipt of the
fourth packet, so it was a network problem, not an HP problem. That they
couldn't reproduce it was understandable; they'd need to replicate our
system switches, configuration, traffic patterns, line speeds, etc. Their
second claim was a little hard to live with as it wasn't a "network"”
problem, but a SYSTEM problem. HP's position was understandable albeit
cavalier. By the way, the occurrence of a RESET packet is part of the CCITT
X.25 recommendations.
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The solution? You won't believe it. We received a DS patch from HP
that essentially said "If network=01 (BBN), don't flush the buffer until
acknowledgment received from destination PSN."

Error Checking and DS

As I mentioned earlier, DS was written originally as a point-to-point
transport agent for the HP3000s. It was later modified to support X.25
connections as a short term solution until a better defined interface was
developed. It should be noted that error checking in DS is only done at
the packet level (not message level) with the local PSN.

Lets step back a moment and look at what a packet switch is: a
computer. It's a special purpose computer, but a computer none the less.
And what makes a computer work? Software. A packet switch contains an
operating system, tables, microcode, routing algorithms, etc. Guess what
happened when we upgraded the switch hardware and installed a new version
of the PSN software designed to run only on the upgraded software.

The new equipment and software was tested for some time in a test
mini-network we maintain that replicates our operational system, and we
verified its functionality, new capabilities, and features. Unfortunately,
there's one thing that cannot be tested in our mini-network: LOAD. The new
hardware was installed throughout our network and the new software was
propagated over some period of time. Two weeks after full propagation we
got burned!

There was an obscure bug in the PSN software release that caused an
"overlay" of data, overwriting the data contents of a packet in the memory
of the PSN. The PSN then calculated the checksum and sent it on through
the network. The "bad" data was not noticed by the HP3000 when received,
since error checking is done on a packet level and the checksum for the
packet was ok (as it was not calculated until after the overlay), and it
was accepted. The "clobbered" message was printed and no error was
encountered...but there was an error in the message, one that got through
the network unnoticed by any of the software!

The PSN software was backed out and is only now being repropagated as
the cause of the problem has been identified and corrected. I mention this
here because there IS a deficiency (or hole) with DS and X.25 networks in
that these errors are not discovered. What is needed is an end-to-end
protocol that can be implemented on both the originator and receiver of
the message so that error checking may be done on the message level
itself, not just at the packet level which we now see is inadequate. But
there is hope.

NS/3000

The latest release of communication software from HP will include,
among other features, straight X.25 support; decoupling the requirement of
DS as the transport layer protocol, though it will still be available and
probably widely used. As an alternative to DS, NS/3000 will support the
TCP/IP protocol which includes an end-to-end (host-to-host) checksumming
algorithm that can be turned on and off. This is message level checking,
not packet level, and data errors can be identified and recovered from by
the software.
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As TCP/IP has been implemented on VAX equipment (The Wollongong
Group), it is feasible to use this protocol to permit VAXen and HP3000s to
communicate directly with each other without the HP1000 being in the 1loop.
However, there are costs involved that must be considered before we make
the decision.

In our application, removing the HP1000s from the communication path
would eliminate a central focal point for real time monitoring and
controlling of the hardcopy system. On the other side of the coin, it
would remove a potential bottleneck as 24 VAXen now communicate with 20
HP3000s through three HP1000s.

The network impact of removing HP1000s must also be considered as this
would dramatically alter the flow of data over the packet switched network
as all vaXen and HP3000s would communicate over virtual circuits,
increasing the traffic and complexity of the network environment. A number
of network topology studies would have to be conducted to anticipate the
changes to the network, design host redeployment strategies, and determine
the network modifications required to accommodate these changes.

Another hurdle is that DEC has not officially "sanctioned" the
Wollongong Group implementation of TCP/IP. Indeed, DEC would prefer your
using DECNET in an all VAX environment, just as HP would prefer you using
DS in an all HP3000 environment. All this really means is that DEC is not
actively marketing TCP/IP, and users must ask about it specifically. Just
remember, user needs always outweigh vendor desires, especially since it
is the user doing the buying.

And finally, the benefits of implementing TCP/IP must be compared to
the costs. Error detection and recovery handling adds to the processing
requirements, which is one reason HP will permit this function to be
turned on and off (I do not know if the VAX implementation includes this
option or not). If the network and transport protocols are solid and the
encountered error rate is sufficiently low or within acceptable levels
within the current environment, the benefits of introducing end-to-end
error checking may not offset the costs incurred in modifying the system
to support the protocol. If data integrity is critical and there is a
history of damaged or incomplete messages/file transfers, the benefits may
outweigh the costs of implementation.

conclusion

In this paper, I have attempted to provide a little insight (and
humor) to the difficulties of bringing up a multi-vendor system on a
packet switching network; that there is more to do than wait for the
network to be installed before you just plug in the hosts. I included a
couple of "horror" stories to illustrate that the job isn't done when
everything has been connected and initial communication tests completed,
but that it is an on-going effort to operate, improve, and even upgrade
the system to support current and future requirements.

MCI believes in open architectures and makes no secret as to how the
MCI Mail system is implemented. In fact, a more detailed description of
our application and the network was the topic of another paper delivered
at the Madrid INTEREX conference. I have limited the length of this paper
and presentation so that there will be enough time to answer any questions
that might be raised, or to discuss other related topics; including the
experiences or plans of other organizations that might be building a
system from scratch as we did, or who might be planning a transition to a
X.25 network based system.
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THE ANATOMY OF AN X.25 BASED EMS APPLICATION
(AND HOW WE PRINT THE MAIL)

Stephen J. Coya
MCI Digital Information Services, Washington, D.C., USA

Summary

This presentation describes the architecture of a multi-vendor
electronic mail system (MCI Mail), concentrating on the innovative
Hardcopy Distribution System supported by HP1000s and HP3000s with 2680A
Laser Printers. The basic system consists of six Digital Equipment
Corporation (DEC) VAX clusters and three HP1000s located in a central
facility, and a number of HP3000 based print sites located across the
United States and Europe. The components of this system are connected by
private Bolt Beranek and Newman (BBN) X.25 packet switching network which
uses a combination of 9.6 and 56 kbps lines, largely derived from the MCI
Telecommunications Transmission System. There are three operational
centers, one of which monitors and controls the hardcopy system
exclusively.

This paper will include an overview of the network components and
system architecture, but will focus on the transmission and processing of
hardcopy bound mail. It will also describe our implementation of a
Graphics Design Center which supports the use of letterhead and signature
graphics, and will touch on our plans to provide a communications path to
support print sites located on foreign public data networks. The scope of
this paper does not provide for a detailed description of each and every
feature or capability of the electronic mail system.

This paper is divided into four sections covering the Packet Network,
the Electronic Mail System, the Hardcopy Distribution System, and the
support of "Off-Net" Print Sites. To facilitate the presentation, a
"simple” network configquration diagram is presented in Figure 1.

The Packet Network

The packet switching network is made up of five major components:
Packet Switch Nodes, PADs, the Network Authentication Server, the Server
Maintenance System, and the Network Operations Center. The switching
subsystem is made up of packet switch nodes (PSNs) which are
interconnected via MCI long-haul microwave or optical fiber trunks
operating at 9.6 or 56 kilobits per second.

Packet Switch Nodes

There are over 50 packet switches in our network, each of which can
support up to 30 host connections and 14 trunk lines, the total of which
is constrained to 44 or less. Each PSN can support a throughput rate of
approximately 300 packets per second, counting one for a packet which
enters and leaves the PSN. The network interfaces to service hosts and
PADs by way of the CCITT X.25 protocol, and utilizes the balanced Link
Access Protocol (LAPB) version of CCITT standard High Data Level Link
Control protocol (HDLC). Data rates up to 56 kilobits per second are
supported for host and PAD access to the PSN.

a
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In addition to the link level reliability provided between hosts and
PSNs, the inter-PSN protocols in the network permit adaptive alternate
routing in the event of network congestion, line or node failure. These
features preserve end-to-end virtual circuits even when intermediate nodes
or lines fail.

Packet Assembler/Disassembler (PAD)

The next component of the packet network is the PAD. This device
supports external access to the electronic mail system from dial-up and
hard-wired terminals, Personal Computers, Word Processors with
asynchronous dial-up support, Telex devices which use Direct Distance
Dialing, and other asynchronous access devices. There are approximately 60
PADs in the network, each of which support up to 64 devices operating at
speeds up to 19.2 kbps. Our system currently supports 110-1200 baud
asynchronous dial-up, and special hard-wired services at 4800 baud. For
our Document Processing service, special provision for the support of word
processors operating bisynchronously at 2400 baud is also provided.

Two special PAD variants, the Gateway PAD and Telex Switch PAD,
provide special purpose interfacing to domestic and international public
packet switch users, the Dow Jones News/Retrieval Service, and the Telex
user community.

Network Authentication Server

Access to the electronic mail system is controlled by a special
processor called the Network Authentication Server (NAS). There are three
NASes in our network to support both load sharing and reliability. Each
NAS has a database that contains information for all registered users of
the system, and PADS are able to access any NAS for purposes of user
authentication. The database contains login names, a one-way encrypted
password, the corresponding mailbox identifier, the network address of the
host serving the mailbox, and a table of user service privileges.

All users accessing the mail system begin by establishing a connection
from their device to a local access PAD. The access PAD prompts the user
for username and password. This information is sent, in an encrypted form,
to any one of the NAS servers, where the information is checked against
the database. Once a user is validated, the NAS provides the access PAD
with the network address of the user's mail host. The access PAD then
establishes a virtual circuit to that host, and the mail session begins.

The NAS databases are updated daily by means of a Server Maintenance
System which runs as an adjunct to the Order Entry System. On a daily
basis, changes to the registered user database which must be reflected in
the NAS, such as password changes, addition of new users, movement of
mailboxes among service hosts, removal of users, and changes in user
service privileges are communicated to each NAS using a private
application protocol between the host running the Server Maintenance
System and each NAS.
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Network Operations Center

The monitoring of the network is accomplished by another special
processor called the Network Operations Center (NOC) which uses a special
interface to the network to access internal processes operating in each
PSN. Each PSN reports periodically to the NOC the status of all attached
hosts and trunks, throughput, alarms, and abnormal conditions. The NOC is
also capable of monitoring the status of all network PADs. Statistics on
the use of PAD ports can be collected for analysis.

The NOC is capable of remotely controlling the reloading of
operational software into any of the packet switches. Consequently, the
propagation of new software or recovery from a node failure is readily
accomplished. The NOC can also distribute new releases of the PAD software
by downline loading the operational programs through the network.

The Electronic Mail System

A multi-cluster system, situated in a central facility, acts as the
focal point for the electronic mail system. Physically, the system is made
up of DEC VAX 11/780s and 11/785s which are organized into six clusters of
four processors each. Each cluster supports twenty four large (404 mbyte)
disks which are sharable among all processors in the cluster. The system
supports disk shadowing so that the 24 disks in one cluster are organized
as 12 shadow pairs. Any data written to one of a shadow pair is also
written to the other. A disk failure does not cause any loss of service
and a new disk can be installed without interruption of service.

Each processor is connected to a 10 mbps Ethernet to support high
speed transfers both within and between VAX clusters. Each VAX is also
connected to a packet switch and it is this connection that permits PAD
users to access the mail system and to accommodate communication between
these VAXen and with hosts not connected to the Ethernet.

The Mail System

Users may use the electronic mail system either interactively or in
batch mode. Interactively, there are two classes of service: basic and
advanced. The basic service is menu driven and supports the basic
creation, editing, reading and sending of electronic mail to other
electronic mailboxes, Telex users, or to one of the print sites for postal
or courier delivery. The advanced service is command driven and provides
users with more capabilities. All users, basic and advanced, have access
to the Dow Jones News/Retrieval service and may exchange messages with the
Telex community.

Each mail host has access to a copy of a relational database
containing all registered subscribers of the mail system. During message
creation when users enter addressee names, they are looked up in the
database and any ambiguities or failures to find matches are instantly
reported. The service permits a correspondent to be addressed by his
formal name, user name, or the unique mailbox identifier,.

The batch electronic mail service is requested by the user when
initially connecting to the mail system. This service gives access to a
subset of the interactive services and is oriented around the requirement
to support computer based interfaces to the mail system. The batch service
provides an exchange protocol permitting the caller's PC or mainframe to
stay in synchrony with the mail service, handshaking at each major step to

%ssg;e completion and to report any problems in a machine understandable
ashion.
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Each VAX -mail host also has an administrative subsystem that includes
an accounting facility which logs information about user sessions and
message deliveries (including hardcopy and telex). On a daily basis, every
VAX sends this accounting file over the network to an IBM 4341 which
functions as the accounting host. The administrative subsystem also
maintains logs of system activity, error messages including any user
encountered problems that may be detected by either the application
software or the operating system. It also accepts daily updates to the
user databases produced by the Order Entry system which is described in
the next section of this paper.

Order Entry and the COP

There are two "special purpose" VAXen in our central facility. One is
the Order Entry (OE) machine. The Order Entry system is the means by which
the registered user databases are maintained and it is through this system
that user information is added, deleted, or modified. The system provides
customer service personnel with full interactive access to the user
database permitting the entry and editing of user records. The system also
supports interactive access via the network to the accounting and
invoicing database maintained on the IBM 4341. The Order Entry system is
the originator of all database transactions to the EMS database and,
through the Service Maintenance System, to the NAS databases.

The second special purpose VAX is called the COP (which doesn't mean
anything...it functions as a traffic COP) whose purpose is to interface
the electronic mail system with the Telex community. Every registered user
of our mail system has a unique Telex number which is simply the mailbox
identifier preceded by the characters 650. A telex sent to one of these
650 numbers comes through the Telex switch which has a connection to the
Telex switch PAD mentioned earlier. This PAD is linked to the COP through
the packet network and a special process turns the incoming telex message
into an electronic mail message and delivers that message to the user's
INBOX. In addition to sending messages to other registered users and to
the hardcopy system, mail users may also send messages to domestic or
international telex machines. In this case, the system reformats the
message for injection into the MCI International Telex Store and Forward
AUTOSAFE system, which automatically transfers the call to the Telex
switch.

The Hardcopy Distribution System

One of the innovative features of the mail system is the ability to
send hardcopy or "paper" mail to specific message recipients. The Hardcopy
Distribution System is made up of four components: the Hardcopy Relay
Agent which runs on the VAX, the HP1000 which serves as an interface and
router, the HP3000 based print sites (called Digital Post Offices or
DPOs), and the Graphics Design Center which maintains the master graphics
database.

If a user wishes to send a hardcopy letter to another registered user,
the mail system will look up that recipient's registered address from the
EMS database which becomes the mailing address. If the recipient is not a
registered user of the service, or the registered recipient is not at the
"home" address, the originator has the ability to supply a postal address
for the recipient. The registered address of the message originator is
used as the return address.

~



Another special service offered by the mail system is the Telex World
Letter (TWL). This service permits Telex users to address and send telex:
messages from their devices that are to be printed at one of our HP3000
based print sites and delivered by the postal service. This service allows
telex users to take advantage of our hardcopy system w1thout being
registered as mail users.

Though the message is created on a VAX which serves the user as a mail
host, copies need to be transmitted over the packet network to the
appropriate print sites, based on the postal code of each recipient, where
the copies will be printed on a 2680A Laser printer. This requirement
caused some problems initially as HP3000s insist on using DSN/DS as the
[0OSI model] transport layer protocol and DS was not (and is not) available
on VAX equipment. The "normal®" methods of transferring data files between
VAXen and HP3000s were not acceptable: tape transfers were obviously not
appropriate due to time constraints and geographic separation of the DPOs
and VAX facility, and RJE sessions did not support the overall design
concept of the electronic mail system, and would have been both expensive
and inefficient.

The solution was to introduce HP1000s between the VAX and the HP3000.
The HP1000 has two modem cards installed, each of which is connected to a
PSN. One modem card is used to communicate with the VAX using the the
DSN/X.25 communication package and a simple file transfer protocol (SFTP)
transport layer developed internally to facilitate file transfers among
multi-vendor host computers. The other modem card uses DS/1000-IV to
communicate with the various print site based HP3000s, using DSN/DS as the
Transport Layer protocol.

The hardcopy system provides the user with the ability to specify that
a letterhead is to be printed on the first page of the message, and
whether or not a signature graphic is to be printed. Of course, this
requires that the user register the letterheads and signatures with the
mail system. The mail system will not permit a user to reference a
letterhead or signature graphic that is not associated with that user's
mail account.

Hardcopy messages can be delivered by one of three methods: the postal
service, courier for next day delivery, and courier for Four Hour, same
day delivery in some locations. When a user has created the message and
posts it, the mail system checks the country code, postal code, and
priority for each recipient. If the user has requested a delivery option
not available in the recipient's area, the system will not post the
message but will warn the user and permit the editing of the envelope.

Hardcopy Relay Agent

After the message has been posted by the user, a copy is delivered to
a special mailbox which is serviced by the Hardcopy Relay Agent (HCRA).
The HCRA processes only those recipients that are to receive the message
in hardcopy form. As a message may contain any number of recipients,
because there may be different delivery options specified for the hardcopy
recipients, and because the monitoring, tracking, and accounting must be
done for each copy, each postal recipient is handled as a separate unit.
Based on the combination of a recipient's postal code, country code, and
delivery option, the HCRA determines which print site is to receive and
print the message.
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All hardcopy traffic is transmitted from the Hardcopy Relay Agent to
the one of the Hardcopy Distribution System Interfaces (HP1000s), which in
turn transmit the print files to the appropriate remote print site. Each
print site has a primary HP1000 associated with it, and the VAX will
attempt to send all hardcopy messages to the primary HP1000. If the HP1000
is unable to accept the print files, the Hardcopy Relay Agent will send
the print files to an alternate HP1000. Each VAX may send hardcopy traffic
to any of the HP1000s, and each HP1000 can communicate with any HP3000
print site. Interestingly enough, each HP1000 believes it is the only
HP1000 in the network, but what it doesn't know won't hurt it. While the
hardcopy environment is capable of being supported by a single HP1000,
three are used for backup and load leveling purposes.

The HCRA knows the node names of each of the print sites, but not the
network addresses. Instead, each print site is initially associated with
one of the HP1000s and the DTE addresses of these HP1000s are known to the
VAX. An output queue process exists for each HP1000 in the network. The
HCRA takes each message and places it into one of 4£he output queues.
Within each output queue, the messages are maintained in priority order.

After the message has been sent from the VAX, acknowledgments are
returned from the remote print sites, permitting the HCRA to keep track of
successful processing of each hardcopy message. These acknowledgments are
used by the HCRA to generate accounting transactions, monitor the status
of individual messages, generate return receipt notifications (if
requested by the originator) and to maintain the status database of the
hardcopy system.

The Hardcopy Distribution System Interface

The Hardcopy Distribution System Interface (HP1000) serves as the
"router"™ of hardcopy traffic and provides operational personnel with an
overview of the state of the hardcopy environment.

When the connection to the HP1000 is opened by the VAX, all print
files are transmitted in one session over an X.25 virtual circuit using
SFTP. The HP1000 is responsible for examining each print file to determine
the target remote print site and the priority of the message. The HP1000
is capable of receiving print files from every VAX simultaneously, and
places these print files in the appropriate queues, based on the target
print site, and the priority of the message. These queues are maintained
internally in the memory of the HP1000, and thé queues may be viewed or
manipulated by authorized operations personnel. It is possible to move the
contents of one print site's queue to another, and it is possible to
instruct the HP1000 to always send a particular queue to an alternate
print site. Manipulating queues only effects the eventual print site that
will process and print the letter. The priority of the message is never
changed.

When the HP1000 has print files in its queue for a particular print
site, a connection to that print site is made, using DS over an X.25
virtual circuit. The HP1000 starts up the receiving process on the remote
HP3000 and transfers the contents of the queues in priority order,
receiving confirmation of successful transmission from the remote print
site for each print file transmitted. When the transmission of all print
files in every queue for the print site has been completed, the transfer
process is closed down and the connection is cleared.
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The processing of acknowledgments from the remote print sites are
handled in a similar way. The print site will open a connection, via DS,
and transmit all the acknowledgments to the HP1000. The HP1000 places the
acknowledgments in the appropriate queues, also maintained in memory, for
each VAX. Regardless of the print site that processed the print file,
acknowledgments are always returned to the VAX that originally sent it,
for monitoring and accounting purposes.

The HP1000 permits the operations staff to monitor the state of the
hardcopy environment and provides mechanisms to react to potential
problems or operational decisions, such as the rerouting or moving of
print files to alternate print sites., Monitors are also used by operations
to show the progress of file transmissions between the HP1000 and the EMS
hosts and the remote print sites. The monitors notify the operations staff
when problems are encountered in transmitting files to either the VAXen or
the remote print sites.

Laser Print Sites

The printing of hardcopy messages is performed at the remote print
sites. The application software runs on an HP3000 series 40 to which the
HP2680A Laser Printer is attached. Print site equipment also includes disk
and tape drives and operator terminals. The HP3000 and the Laser Printer
are configured with two mbytes of memory each.

The application which runs on the HP3000 has been designed in such a
way as to stream line much of the processing and printing activities,
minimizing the amount of operator intervention required, providing a real
time display of activity and status, and providing the capabil#ty to
control the flow of messages through the system. There are five major
processing modules that handle the messages to be printed, from receipt of
the message from the HP1000 through the actual printing and sending of an
acknowledgment back to the originating VAX. The design of the print site
software is illustrated in Figure 2.

Receipt of Print Files

When the HP1000 has messages in its queues for a particular print
site, the HP1000 logs on to that HP3000 and initiates a process to accept
the print files. During the transfer, all print files are transmitted in
queued priority to the HP3000. The receipt process on the HP3000 notifies
the preprocessing module of incoming print files, and sends
acknowledgments back to the HP1000 for each print file received. This
acknowledgment is not sent until the entire print file has been received
and stored on the HP3000.

If additional print files for the HP3000 are received at the HP1000
during the transmission, these files are injected into the queues and
transferred during the same session. When the entire transfer is
completed, the receipt process is closed down by the HP1000. The
application is designed to permit up to eight simultaneous transfers from
the HP1000s. The print site operator has the capability to disable any or
all of the HP3000 receipt processes to prevent any transfer from the
HP1000.
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Pre-processing of Print Files

The pre-processing module of the application examines the print file
contents for errors and graphic requirements, reformats the print file for
later processing and printing, and places the print file into a prespool
file. A prespool file is a collection of print files of the same priority.
Prespool files are used to optimize the efficiency and throughput of the
laser printer, and also to provide more controls to the remote print site
operations personnel.

The pre-processing module will continue to add print files to a
particular prespool file until the maximum number of print files has been
entered or until the configurable spool timer expires. When the prespool
file has been created, the pre-processor notifies the printing module,
which takes over the processing responsibility of the prespool file. If
necessary, the pre-processor immediately creates a new prespool file and
continues processing print files that have been received by the HP3000.
The pre-processing module dynamically allocates disk space to store the
prespool files. This process prevents the allocation of more storage than
is necessary to store the file, and also provides for the storage of very
large messages.

Another function of the pre-processing module is to examine the
araphic requirements for a given message to determine if the required
graphics are in the remote print site's local graphics database. If the
graphics are in the local database, processing continues. If the graphics
are not in the local database, a message is sent to the graphics retrieval
process.

Graphics Retrieval

When the pre-processing module encounters a print file requiring a
graphic not stored locally at the print site, the print file is placed in
a separate prespool file and the graphics retrieval module is notified
that a particular prespool file contains one or more print files requiring
a specific graphic. The graphics retrieval module establishes a virtual
circuit through the packet switching network to the Graphics Design
Center. The print site HP3000 logs onto the Graphic Design Center and
performs a remote database access against the master graphics database.
When the requested graphic record is located and extracted, it is stored
in the local database. The graphic retrieval module then informs the
printing module directly that the prespool file is ready for printing. If
for any reason the requested graphic is not available, the printing module
is notified to print a reject page for that particular prespool file.

The local graphics database is actually two files. The first file
contains the unique identifier, margin settings and other data, including
pointers to a position in the second file. The second file contains the
actual partitioned raster files of all graphics stored at the local site.
The local graphic database also contains the date the graphic was last
referenced and print site operators have the ability to delete entries
from the local database.
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Laser Printing of the Print files

The Laser Printing module accesses the prespool files, creates the
print spool files and submits them to the HP2680A laser printer. The
prespool files are processed and submitted to the laser in priority order.
In addition to the printing of text and either letterhead or signature
graphics, the laser printing module supports bolding, underscoring,
superscripting and subscripting, and the use of headers and footers within
the text of the message.

A spool file, containing the information needed to drive the laser
printer, is created for every prespool file submitted to the laser
printing module. The laser printing module prints a header and trailer
page before and after the letters in a prespool file. These pages contain
the name of the prespool file, the total number of letters within the
prespool file, and the unique identifier assigned to each recipient letter
by the HCRA.

Between the prespool header and trailer pages are the letters
-themselves. Each printed letter is preceded by an address page, which
contains the mailing address of the recipient and the originator's return
address. Following the last page of each letter is a print control page
which contains information about the message just printed. These control
pages are maintained at the remote print site for tracing and monitoring
purposes, and as required by law.

To facilitate the handling and monitoring of priority mail, and to
meet the requirements of the courier company, each priority message is
assigned a bill of lading number as it is received at the HP3000. Each
remote print site has a unique location code (three characters), and this
location code becomes the first three characters of the bill of lading
number. The bill of lading number appears beneath the recipient mailing
address on the address page. For overnight or courier mail, a destination
airport code is appended to the bill of lading number.

This module will also print REJECT header and trailer pages if it is
not able to print a letter. Between the reject header and trailer pages
will be a control page stating the reason for the reject (for example, if
no graphic was found by the graphic retrieval process). Any "problem”
messages will result in a REJECT header page followed by a control sheet
indicating the problem, followed by the trailer page.

Acknowledgments

Throughout the processing of a print file, entries are made to a
process database, including the status returned from the Laser Printing
module. This information is included in the acknowledgment sent from the
HP3000, through the HP1000, and back to the originating EMS host VAX. The
acknowledgments require remote print site personnel to assert an
accounting code and cause the acknowledgments to be transmitted. The
accounting code is used to indicate whether the letter 'is billable or not.
Acknowledgments are generated for a given prespool file. The operator may
set a global accounting code for each print file within the prespool file,
though they do have the ability to modify the accounting codes for
particular print files.

Receipt of a successful printing and billable acknowledgment by the
EMS host VAX causes the accounting transaction record to be generated and,
if requested by the message originator, will cause a return receipt
notification to be generated and posted.
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Remote site personnel also have the option of sending back an
acknowledgment that essentially requests the VAX to retransmit the print
file to an alternate print site. This capability facilitates the
processing of user mis-addressed mail which resulted in the print file
being transmitted to the default printer.

Acknowledgments are sent back to a primary HP1000, as configured at
each remote print site. If the network connection cannot be made to the
primary HP1000, or the HP1000 cannot accept the acknowledgments, this
module will attempt to send the acknowledgments to an alternate HP1000.
Should the module determine that is is unable to send the acknowledgments
to any of the HP1000s, a warning message is printed and displayed on the
HP3000 status screen. In any event, these acknowledgments are maintained
in a queue until successfully transmitted.

Operator Interface

The operator interface module controls the hardcopy application
software on the HP3000 and continually displays the "state of the world"
when not being used by remote site personnel. The operator interface
module consists of four separate screens (Command, Status, Acknowledgment
Processing, and Report Generation) which are used by the site personnel to
monitor the application and hardcopy processing activities, or to process
operator commands and requests.

The command screen is used by the remote print site operators to
control the application and perform operational tasks. This screen is used
to start and stop the entire application, pause or resume certain
processes, check and delete graphics from the local database, reprint
letters received, and to provide control over the acceptance of new print
units and the transmission of acknowledgments.

The Command Screen will also display information on the screen, either
by prespool file or print file, and permits detailed examination of the
displayed information. The command screen also simplifies such tasks as
performing maintenance dumps (system backups), the ability to change the
information or status of an acknowledgment and the ability to retransmit
an acknowledgment.

As many of the command screen options are very powerful, some
capabilities require the operators to enter their personal operator code
before the requested process is begun. Some of the capabilities require
the password of the remote print site supervisor.

The Status Screen is a real time display which is continually updated
as it receives status information from the various modules. The status
screen will display which connections to the HP1000s are open, which are
currently active, which pre-processing components are active., If active,
the name of the prespool files are displayed with the number of letters
currently contained by the prespool file. The Status Screen also displays
which prespool files are being processed by the laser printing process,
along with the total number of pages that have been printed.

A table in the corner of the status screen displays, by priority, a
historical record of the number of letters that have been received,
printed, rejected, and acknowledged. The table also shows how many graphic
retrieval requests have been made and completed. These counters are
maintained over time, even if the application is stopped and restarted.
Through the Command Screen, the supervisor has the ability to reset all or
some of the counters.



The Acknowledgment Processing Screen is the interface used by the
operators in generating and transmitting the acknowledgments. The operato
is required to enter the prespool file name, enter the global accounting
code, change the status for any number of print units within a prespool
file, and request that the acknowledgments be transmitted. To facilitate
the process, this screen displays all valid accounting codes and validate
the operator's entry.

The Report Generation Screen, as its name implies, is used to generat
reports which are printed on the laser printer. The operator may request
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report and specify how the information to be displayed is to be sorted and

the time period the report is to cover. The report generation screen is
also used to generate the courier manifests which include the bill of
lading numbers. This manifest accompanies the letters to be delivered by
the courier,

The Graphics Design Center

The Graphic Design Center, an HP3000 series 64, is the central
repository for all graphic information which may be used at the remote
laser print sites. This includes both letterhead and signature graphics.
An HP26096A Digital Camera System is used to optically convert these
letterheads and signatures into a digital dot-bit format for electronic
transmission and reproduction. Storage, retrieval, maintenance, and
transmission facilities are included within the Design Center to allow
access to the registered graphics from all laser print sites.

Each graphic is stored in the graphics database at the Design Center
and associated with a unique graphic identifier. This jdentifier is
assigned by a module of the Order Entry system. Once the graphics have
been created and entered into the master graphic database, the graphic
identifiers are added to the user's EMS database record. At this point,

these graphics may be referenced by the user when creating a message to be

printed at a remote laser print site.

_BEach mail account has a default letterhead. If only one letterhead is
registered, it is the default. If more than one letterhead is registered,
the user specifies which letterhead is to be the default. An account may
also have more than one signature registered, but it is not necessary to
designate one as the default signature. The user assigns a name to each
letterhead and signature and references them by their assigned names. The
mail system will substitute the actual graphic identifier associated with
the named graphic when the message is posted by the user.

When creating a message, the user specifies which graphic is to be
used by providing the name of the graphic in the handling field of the
message. If no specific reference is entered, the defaults are used. If a
letterhead has not been registered, there exists a system default
letterhead which appears on the laser printed message. There is no system
default signature. If no letterhead is desired, the, user may request a
"BLANK" letterhead.

All graphic information is stored in an IMAGE database. In addition to

the graphic identification number, the database contains internal
information such as the submission date, the creation date, margin
defaults, and the last access date.
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Inter-Network Hardcopy Support

As system usage increased, it was noted that more and more users were
sending hardcopy messages to recipients in foreign countries. As this
percentage grew, we were soon faced with the demand for print sites
located outside of the United States, specifically in Europe, to support
time critical processing and delivery of hardcopy messages. A print site
was established in Belgium, connected by a private leased line to one of
our domestic switches, and plans were developed to establish additional
print sites in other foreign locations. The use of dedicated international
circuits to link foreign- print sites to the domestic U.S. system is
expensive, however, and we were strongly motivated to make use of sharable
public packet net systems as an alternative means of supporting these
remote facilities.

These "off-net" print sites must still function as Digital Post
Offices, receiving hardcopy traffic, initiating graphic research requests
to the Graphics Design Center, and sending acknowledgments back to the
originating EMS host VAX located on the private network. In essence, a
link had to be established between our private network and a public
network.

Fortunately, our organization had just introduced a public packet
switching network (MCI DataTransport) and had established an X.75 Gateway
connection to our international packet switching network (MCII IMPACS)
which already had connections to a number of other public data networks.
All that remained was to link our private network and our public packet
networks.

X.75 only supports connections between public data networks, not
private networks, so X.25 links had to be established between the our
network and the public data network. This was accomplished by adding a
physical connection from the Graphics Design Center and from one of the
HP1000s to the public network switch (See Figure 3). From the public
network, traffic (print files) will pass through X.75 gateways to other
public networks, and from there to the final "destination® network. Once a
print file reaches the destination network, it will be delivered by the
network to the print site host at the destination DTE address.

An off-net print site must be connected to our public packet switching
network or to a network that can be reached by the public network through
a series of X.75 connections between consenting networks. All hardcopy
traffic destined for one of the off-net print sites is sent by the
Hardcopy Relay Agent to the inter-network HP1000 whose network print site
link (to HP3000s) is connected to the public network. The inter-network
HP1000 maintains a table of all off-net print sites, their Data Network
Identification Code (DNIC), which identifies the destination network, and
the DTE address.

The VAX-based Hardcopy Relay Agent still refers to the print site by
its node name only and does not need to know on which network the print
site is located or its DTE address. The destination print site is
determined by the country code and postal code of the recipient's mailing
address, though in the case of the off-net print site it will only key off
of the country code. If the destination print site is off-net, the
Hardcopy Relay Agent will transmit the print file to the inter-network
HP1000.
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From the inter-network HP1000, a virtual circuit is established
through our public data network, out the X.75 gateway(s) to the public DTE
address of the off-net print site. Once the connection is established, the
print files are transferred to the off-net print site for processing and
printing. When the print site processing is completed, acknowledgments
from the off-net print site follow the same path back through the X.75
gateway(s) to the inter-network HP1000. The HP1000 then establishes a
connection to the appropriate VAX and transmits the acknowledgments.

If an off-net print site receives a hardcopy message requiring a
graphic not available in the print site's graphic database, a Graphic
Research Request is initiated by the print site. This results in a
connection being established from the off-net print site on the
"destination" network through the X.75 gateways(s) to the Graphics Design
Center which is now connected to the public data network as well as our
private network. Once the connection is established, the off-net print
site performs a remote database access against the master database on the
Graphic Design Center, retrieves the necessary graphic information, and
closes down the connection. The graphic information is then placed into
the off-net print site's local graphic database for future use.

Mail Control

There are three operational centers supporting the mail application
and the network. Once of these, the Mail Control Center, is responsible
for monitoring and controlling the Hardcopy Distribution System. A central
facility is organized around a set of data terminals which are used to
access special software running on the VAX EMS hosts and on the HP1000s.
Mail Control personnel have special privileges that permit them to access
these programs through the network from the data terminals connected to
PADs.

When connected to the VAX Master Node (where the software is located),
Mail Control personnel are able to start or stop the Hardcopy Relay Agent
process on all or individual VAX hosts. They are also capable of viewing
the hardcopy process log files (and any error messages about problems in
processing hardcopy mail) and maintaining the postal code routing
databases. The software includes report and query options to display all
pending messages (those sent out but awaiting acknowledgments from the
print sites) and all queued messages, on a host by host basis.

When connected to an HP1000, Mail Control personnel can monitor and
control the various VAX and HP3000 queues maintained in memory. This
includes the moving of print files from one print site's queues to
another, entering instructions that will automatically reroute traffic
from one print site to an alternate print site, and stopping the flow of
traffic to individual HP3000s or VAXen. The software on the HP1000 permits
the addition or deletion of hardcopy hosts, changing node names or DTE
addresses, and closing down all packet network links.

A data terminal is connected (again via a PAD) to each HP1000 and
functions as a monitor, tracking the progress of file transmissions to and
from the HP1000. The software running this monitor displays inverse video
error messages and "beeps" whenever a problem is encountered establishing
a virtual circuit to either a VAX or HP3000.
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Conclusion

This paper has explored the basic architecture of most of the
components of our mail system in general, and the hardcopy system in
particular. It focused more on WHAT is done rather than HOW it is done.
There are a number of features and capabilities that were not mentioned at
all, such as our Custom Mail product and Response Plus services to support
large volume mailings of hardcopy messages. Even though some of the tools
were described, there was no mentioned of the operational aspects of
supporting the hardcopy system, how and why these tools are needed and
used, or what is involved in digitizing customer letterheads and
signatures. Unfortunately, time and size limitations prohibit a more
detailed explanation.

The MCI Mail system integrates a broad range of technologies and vendor
products into a coherent collection of practical and innovative services.
The system described in this paper has been in operation since 1983. A
number of implementation details have changed since them as we learned
from experience about operating the system and supporting new and "unique”
client requirements, but the basic architecture has remained stable.
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PACKET SWITCHED NETWORKS -
THE FUTURE OF DATA-COMMUNICATIONS ?

Joerg Groessler
Joerg Groessler GmbH, Berlin, West Germany

Summary

Packet Switched Networks (PSN) provide data communication on the basis of an international

standard data communication protocol (X.25). In addition to fail-proof data transfer it offers a .

method of establishing logical rather than physical connections.

Since PSN has been introduced, efforts have been undertaken to create new standards for all
kinds of tasks in data communications (terminal access, file transfer, remote job entry) using X.25
as their basic transportation method. The first result was PAD (packet assembly and
disassembly) which meanwhile is supported on all major computer systems worldwide (including
HP3000). Other standards are still discussed orin the status of a draft (e.g. file transfer).

After some time of confusion (basically about handling and pricing) users start to understand that
PSN opens them a world where various computer systems made by different vendors can talk to
each other on a very high level of communication (something like DS working on all kinds of
systems). Big companies solve their problem of communication between different computer
systems. Other Companies start to provide services (like database access, electronic mail) which
can be used by everybody having PSN access.

1. Basic Structure of PSN

In traditional data communication enviroments, data terminals (which stands for either a real
terminal or a host computer) are connected via telephone lines. Modems are required to
transform the digital signals which have a theoretically unlimited bandwidth to analog signals with
the bandwidth of a telephone line which is app. 3 Khz. Connections are done either by simply
dialing (using a handset) or by establishing a permanent connection (leased line).
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In Packet Switched Networks computers take care of establishing a connection between one
data terminal and another. The data terminal is connected via a modem to the exchange
computer (mostly using leased lines). Data is transmitted no longer in a steady flow but in
portions of so called packets. Each packet is provided with an address, which makes it possible
to have more than one logical connection open at a time (using the address in the packet the
exchange computer knows which logical connection part of the data belongs to).
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enviroment for an asynchronous data terminal. A virtual terminal which can be
controlled (speed, XON/XOFF, echo etc.) by standard functions (e.g. escape
sequences) regardless to what host computer it is connected.

Interface between data terminals and data communication units (modems) for
synchronous transmission within public networks.

as X.21 but using the V-Series of modems (e.g. V.22)

Interface between data terminals and data communication unit for terminals
using packet switched networks.

Interface between a data terminal and a data communication unit for an
asynchronous terminal using a PAD unit to access the packet switched network
within the same country. This standard can also be applied to local PAD units
which may be a programin a mainframe or a PC.

Method of exchange of data and control information between a PAD unit and a
data terminal working in packet mode (which typically is the host computer).

Communications interface between different packet switched networks.

International numbering scheme for public packet switched networks.

asynchronous

not packet-
oriented

DT - data terminal
DS - data set
PA - packet adapter

X256

synchronous
not packet oriented

public network
X.121
(DATEX-P
TELENET...)

any type of protocol

ps —] pa }—] ot |

X.21
X.21bis

host computer

additional
network

63



data

ale

communication

application
function

a
level 57 |4
t to remote data terminals
o
E °
= g level 4 14 .
=k
0...4095
‘ logical channels
level 3
[
2
2
2
8 level 2 logicalinterface HDLC
*
physical
interface
L level 1 data sot

data terminal




These are the main characteristics for packet switched networks:

© Automatic dialing with various .options (collect call, “closed user group" (access only
possible for a certain class of users), "call user datafield" (additional information about

the kind of connection)

error proof data transfer using HDLC protocol on level 2

flow control on level 3 (packet level)

interrupt as a bypass in the event of e.g. errornous flow control

e 6 0 ©

various levels of error handling (soft, hard etc.) using RESTART and RESET packets

——"_'I CALL-packet l___‘
«@——————— CALL-ACCEPTED-packet|
— DATA packet  |——————
[ oaTApacket |—-—p
- @———————— DATACONFIRM. packet |
—] DATA packet — |
@«—— | oatApacket }—-+

e

% <@——————  INTERRUPTpacket f——er] 3

[ [

£ |——————{INTERR.-CONFIRM packet} > -
[ @4———  (RESETpacke) |[——
————————— (RESET-CONF.packet) | >

[ @———————{  (RESTARTpacket) [————
L J(RESTART-CONF.packet) | ——————>
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PAD: a standard data terminal; a set of parameters (speed, echo on/off etc) can be tested and
manipulated by both end user and host computer. So far this is the only available standard for
levels4to 7.

X.3-parametors
ocho @on QOoff
autoLF @on Qo
XON/XOFF | Qon @off
break @on Ooft
speed 8600
chars/line 80

-
test and chango

of X.3-parameters

l line confol functions N

:) ¢ X.25 ’
data transfer mode

|7 exchangef of data packets
X.28 handling X.29 handling

4. HP3000 and PSN

Available for HP3000: DSN/X.25 (using an HP-specific protocol on levels 4 to 7), X.29 PAD
protocol which allows to run PAD sessions in MPE




5. Structure of a PAD Program

A PAD program would enable access to any host computers which support the X.28 PAD
protocol.

DATEX-P/
TELENET

PADprogram X.29

“‘mamiandpapl*

1==

Introducing special stuctures a PAD program could be used for much more than just running a
session on a remote computer: As long as there is no international standard for file transfer, PAD
could perform this function temporarily. Another interesting feature would be to ‘predefine’ PAD
sessions so that they canbe runin a job stream.
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The synchronous communications used for high speed, long distance data
communications are adversely affected by imperfect transmission channels.
These channels, made up of modems or their equivalent (DCE) and transmission
facilities (leased lines, dial-up Tines, microwave links, unloaded metallic
lines, fiber-optics, etc) introduce sporadic errors which are usually detected
by the communications protocol in use, causing re-transmission of at least the
block in error. These channels also introduce delays in the transmission of
data, which, though they may be quite small, prevent full utilization of the
apparent channel speed.

This paper examines the causes of these errors and delays, their measure-
ment and their effects on point-to-point communications 1links. MODEM test and
selection criteria are presented with emphasis on multiple parametric testing.

OUTLINE
Section I. Throughput over point-to-point links

A. Definition of throughput

B. Factors affecting throughput

MODEM (DCE) speed

Link error rate

MODEM turnaround time

Block size

Protocol

a. Half-duplex protocol

b. Full-duplex protocol

c. Protocol overhead characters
6. Path length
7. CPU/Interface servicing time

C. Calculation of throughput

D. Results
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Section II. MODEM (DCE) test and selection

A. MODEM economics

B. Measurement of MODEM quality
1. Live link testing
2. Impairment distribution on US Bell System
3. Simulated line testing

C. Comparative analysis

D. Results
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Section 1.
A. Definition of throughput

Number of bits correctly transmitted
Throughput = ----coommmmmi
Time to correctly transmit the bits

The unit of measure used to express throughput here will be bits-per-
second, abbreviated BPS.

B. Factors affecting throughput
1. MODEM (DCE) speed

In the U.S. synchronous MODEMS (Data Communications Equipment - DCE) are
available at speeds ranging from 1200 to 230,400 BPS. MODEM equivalents (Csuy
DSU or ISU) are available for use on strictly digital facilities at speeds of
2400, 4800, 9600, 19200 (with duo-plexer) and 56000 BPS.

Devices which attach to these DCE, namely Intelligent Network Processors
(INPs), Synchronous Single Line Controllers (SSLCs), cluster controllers and
multiplexers, etc. normally receive bit timing information from the DCE (i.e.
when to send a bit or when a bit may be sampled for received data) as opposed
to asynchronous equipment where the transmitting and receiving devices (Data
Terminal Equipment - DTE) pace the communications rate based on internal
clocking.

As a parameter taken alone, the faster the DCE speed, the higher the
throughput in direct proportion.

2. Link error rate
The imperfection of a data communications link is expressed as:

Bits in error
Error rate = -------eooo--
Bits transmitted

or

Blocks in error
Error rate = ----=--ceecooo--
Blocks transmitted

The most common error rate abbreviations are BER for the bit error rate
and BLER for the block error rate where a block is normally 1000 bits.

To measure the error rate of a channel, the DTE at the ends of the
point-to-point link are replaced by Bit Error Rate Test set (BERTs). A BERT
is capable of simultaneously transmitting and receiving a pseudo-random bit
stream (PRBS) of fixed length, usually 63, 511, 2047 or 4095 bits. Longer
tests are accomplished by simply repeating the fixed length PRBS. Receiver
synchronization takes place in a period set by the binary root of the PRBS,
(6 bit-times for 63-bit PRBS, 9 bit-times for 511-bit PRBS, 11 bit-times for
2047-bit PRBS, etc.) so it is not necessary to be terribly precise about



starting the test at both ends of the line at exactly the same time.

BERTs may be set to transfer a fixed number of bits (1000 bits - 1073,
10,000 bits - 10”4, 100,000 bits - 10~5, etc. to 1,000,000,000 bits - 10%9),
may be set to transmit for a fixed period (5, 10 and 15 minutes are commonly
used) or may be set to transmit continuously. By using a fixed number of
bits, the error rate may be expressed independently of the line rate and test
duration.

The Tink error rate is due to the combined imperfections in the com-
munications facility and the DCE connected to the facility. Impairments
which affect the error rate are composed of two types: Steady State and
Transient.

Steady State Impairments
. Attenuation (Amplitude) Distortion
. Background Noise
. Frequency Shift (Offset)
. Envelope (Delay) Distortion
. Phase Jitter
. Non-Linear Distortion

Transient Impairments
. Impulse Noise
. Gain Hits
. Phase Hits
. Dropouts

Steady state impairments appear as random errors in error rate testing
while transient impairments show up as bursts of errors.

The causes, measurement and acceptable limits of error rates and line
impairments are covered in the Bell System technical publications 41004
through 41009 and in the Hewlett-Packard manual "Data Communications Testing",
part number 5952-4973 chapters 2 and 3.

3. MODEM turnaround

On all half-duplex (HDX, two way non-simultaneous) links and on full-
duplex (FDX, two way simultaneous) links (point-to-point as well as multi-
point) some time is required for the receiving DCE to synchronize with the
transmitting DCE. To restrain the transmitting DTE from sending data during
this synchronizing (training) period, the transmitting DCE provides a delay
between the time the transmitting DTE turns Request-To-Send (RTS) ON and the
time when the transmitting DCE turns Clear-To-Send (CTS) ON. This time period
varies from about 7 milliseconds on short, slow speed circuits to over three
seconds on long, high-speed circuits. Common values fall in the range of 7ms
(ATTIS Model 201C FDX private 1ine, switched carrier), 12-15 ms (fast-poll/
fast-train modems), 50 ms (ATTIS Model 208B with "50" switch pushed in on
short dial-up lines) to 148-150 ms (ATTIS Models 201C and 208B dial-up lines
with normal settings).

On FDX channels the RTS-CTS delay time will be incurred only at link es-
tablishment if one selects the constant-carrier mode for the DCE. Then, for
the purposes of this discussion, the turnaround time may be considered to be
0.

Improper configuration of the MODEM and/or Communications controlier
(INP or SSLC) transmission mode may adversely affect throughput by causing the
modems to re-synchronize on each and every transmission when in fact this is
not required. For example, on a full-duplex circuit, if the MODEM is strapped
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for switched carrier and the INP or SSLC is set to Transmission Mode= 1 (TM=1
under CSDEVICES ) each transmission will be subject to an RTS/CTS delay which
is neither necessary or desirable.

4. Block Length

As the block length of the transmitted data block is increased, the num-
ber of protocol overhead characters becomes a proportionally smaller fraction
of the overall block transmitted. However, as the block length is extended,
the probability that an error will occur is increased.

Block Tength is a parameter of throughput over which an HP3000 user has
some control. The parameter "Preferred Buffer Size" used to configure the
communications controller sets the default block length (excluding protocol
characters) in words, with maximum sizes of 1024 words (2048 bytes) on the INP
and 4095 words (8190 bytes) on the SSLC. Communications subsystems may over-
ride the default settings as follows:

a. RJE
RJILINE MAXRPB parameter sets number of records per block
to be transferred. Size of block is the size of the
records times the number of records per block.

RJIN COMPRESS parameter is used to prevent the transmission
of EBCDIC blanks or ASCII spaces within each record.

TRUNCATE parameter is used to prevent the transmission
of EBCDIC blanks or ASCII spaces at the end of each
record.

RJOUT OUTSIZE parameter sets the length of the data records
to be received.

b. Bisync DS Configuring the monitor, IODSO as subtype 0 will cause
DS to transmit data in uncompressed format while
subtype 1 will cause DS to compress transmitted data.
Subtype 1 is recommended below 56000 BPS.

DSLINE LINEBUF parameter sets the maximum size of the trans-
mitted data block in the range of 304 to 1024 words
(608 to 2048 bytes) if an INP is being used or 304 to
4093 words (608 to 8190 bytes) if an SSLC is being
used.

COMP parameter overrides the system configured default
turning compression on.

NOCOMP parameter overrides the system configuration
turning compression off.

c. X.25 DS Configuring the monitor, IODSXO0 as subtype 0 causes
DS to transmit uncompressed data while subtype 1
causes DS to transmit compressed data. Subtype 1 is
recommended below 56000 BPS.



NETCONF Line Characteristics Table: The PACKET SIZE
parameter set the maximum number of data bytes in a
packet in the range of 32 to 1024 bytes.

d. MTS The maximum number of characters to be transmitted
in one write is 4096 (SSLC only).

The maximum number of characters to be received in
one read is 2048.

Writes to peripheral devices attached to MTS termi-
nals should be treated very carefully. Since the
attached device may use a transfer rate that is lower
than the communications line rate, checking transfer
status after writing each record should be avoided
because the status won’t be available until after
the transfer to the peripheral has been completed

or interrupted and the status won’t be returned to
the user’s program until the group/device is next
polled. It is faster but slightly less secure to
write several records in a block (programmer is
controlling block length here) and then checking
transfer status.

Other subsytems (Bisync/SDLC, IMF, MRJE, NRJE and SNA/IMF override the
default buffer size parameter but are dependent on the host/FEP (Front End
Processor) configuration parameters.

5. Protocol Dependencies
a. Half-duplex protocols.

Half-duplex protocols require an acknowledgment block to be returned for
each data block transmitted. Only the data block in error will be re-
transmitted although there may be some additional protocol overhead when data
blocks are not perceived to be in error (i.e. when the acknowledgment is with-
held or is lost). The time required for these relatively infrequent occasions
will not be a part of this paper.

Two examples of half duplex protocol are Bisync (BSC - Binary Synchronous
Communications), used on any type of communications facility, and SDLC (Syn-
chronous Data Link Control), used on multipoint facilities (for example SDLC/
IMF, SNA/IMF and NRJE).

b. Full-duplex protocols.

Full-duplex protocols require positive acknowledgments only when the
transmit window size is reached. Negative acknowledgments indicate the
number of the frame received in error (or not received at all) and require the
re-transmission of not only the frame in error but also each frame transmitted
after the frame in error. On paths with little delay this normally involves
only the transmission of 2 frames (the frame in error and the frame following)
but in paths with large delays it may be necessary to transmit 3 or 4 or more
frames to correct the error and continue the transmission.
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Examples of full duplex protocol are HDLC and its subsets SDLC and LAP/
LAP-B (used for X.25).

It should be further noted that higher levels in the communications sub-
system may degrade throughput even more by requiring end-to-end acknowledg-
ments for each packet. DS/X.25 uses the "D" bit ON, requiring
an end-to-end packet acknowledgment when used with Public Data Networks
(PDNs) .

c. Protocol overhead

The addition of protocol characters for error detection, addressing,
control information, etc. adversely affects throughput. For Bisync, approxi-
mately 8 characters are added per block (4 sync characters, STX, ETB/ETX, 2
block check characters). HDLC adds between 6 bytes (2 flags, address octet,
control octet, 2 frame check octets) and 7 bytes (2 control octets are used
with window sizes between 8 and 127) plus bit-stuffing bits depending on the
content of the data.

The exact number of sync characters sent in Bisync can be obtained from
the CSTRACE Information Display in the DOPTIONS bits 14:2 as follows:

0= Send 4 Sync bytes
1= Send 8 Sync bytes
2= Send 12 Sync bytes
3= Send 16 Sync bytes

Higher levels in the full-duplex protocols add additional overhead in
the for of message headers for each level, the content and length of which are
beyond the scope of this paper.

6. Path length

Signal propagation through free space is approximately 186,000 miles
(300,000,000 meters) per second or, inversely, 5.4 microseconds per mile (3.3
microseconds per kilometer). Since not all of the communications path passes
through free space, a longer transit time is imposed on signals. A common
value used for propagation is 1 millisecond per 100 miles of actual circuit
path (not straight line mileage) which is about double the free space transit
time.

When a satellite is encountered in a communications path, an additional
delay of 250 to 300 milliseconds (earth-station to earth-station) transit time
must be added to the overall delay due to circuit delay.

7. CPU/Interface servicing time

The time required for servicing (generating an acknowledgment or starting
the next transmission) in the CPU/Communications Controller may be quite vari-
able. Interface response time is small compared to the delays introduced by
the modems and 1line paths and will be ignored here. CPU response time is
dependent on parameters outside of the scope of this paper and will also be
ignored.



C. Calculation of throughput

A model for the throughput of a link including the first 6 items above
becomes:

I*L*(1-P)
Throughput = ------c-mmmmmi e
((L+0) * T/S) + D) * (1-P) + (N * P)

where : Delay between block transmissions
number of Information bits per character
Length of data block in characters
Number of blocks to be re-sent on error
number of Overhead characters per block
Probability of error in a block
Modem speed in BPS
Total number of bits per character

D
I
L
N
0
P
S
T

Assumptions: Lost blocks and lost acknowledgments are ignored.
Errors are single bit errors (worst case)

Evaluations:

Probability of errors in a block

P=1-(1-E)"*((I+0)*T)

where E = Link error rate
Values often used for E are:

Analog lines 107-5
Digital Lines 10*-6

For existing lines the actual value of E may be measured with a Bit Error
Rate Test set as described above.

An alternate method of obtaining the probability of error when the error
rate of a dedicated 1ink is not known is as follows:

1. :SHOWCOM NN;RESET at Tocation A

2. Send 1000 fixed length blocks with the communications subsystem at
hand from location A to location B.

3. :SHOWCOM NN;ERRORS at Tocation A. The probability of error on the
1ink in the direction from location A to location B is:

Retransmissions
Messages Sent

as long as there are no response timeouts indicated.
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Delay between blocks
The delay between blocks is the sum of:
1. The propagation delay from source to destination

2. The RTS/CTS delay of the destination DCE
3. The time required to send the acknowledgment which is:

X*T
D= -----
S
where:
T = Total bits per character
X = Number of characters in the acknowledgment block

S= Line speed in BPS
4. The RTS/CTS delay at the source DCE

D. Results

Results are presented below choosing block size as the independent vari-
able because block size is the parameter most easily controlled by a computer
user.

Figure 1 Throughput vs Line Error Rate

Figure 2 Throughput vs Modem/Line Type (Error Rate 1E-5)
Figure 3 Throughput vs Modem/Line Type (Error Rate 5E-5)
Figure 4 Throughput vs Propagation

Figure 5 Throughput vs Protocol
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Figure 3
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THROUGHPUT VS PROPAGATION
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Section 11.
A. MODEM Economics

Currently available synchronous modems vary widely in price (from under
$300.00 to over $15,000.00), in speed (1200 to 56,000 BPS), in features (no
frills to modems with internal 16-bit processors, network management, built-in
diagnostic test equipment, keyboards, displays .. even modems that know their
own serial numbers) and in support (send it back to the factory, spare-in-the-
air, on-site same day service).

A method of normalization is suggested here: Select a minimum set of re-
quired features and compute THROUGHPUT vs. PRICE.

As can be seen from the graphs in section I, the error rate of the DCE
and line combination has a pronounced effect on throughput (Figure 1). If a
half-duplex MODEM is required, synchronization/training time becomes a factor;
however, this is a figure which may be obtained directly from the manufac-
turers data sheet.

Error rate, on the other hand, while it may be mentioned, is not usually
accompanied by much supporting data. Asking the vendor "What were the mea-
surement conditions - signal-to-noise ratio, amplitude distortion, phase jit-
" ter, etc.?" or "Were the impairments used in testing this MODEM applied one at
a time or if applied in combination, what were the combinations?" usually
elicits a vague response of "Hmmm, uh, I guess I’d have to call the factory
for that information but our company tests our MODEMs real well," if there is
any response at all.

In addition to the MODEM error rate question above, how does the com-
munications facility measure up? Will a conditioned line be required? Should
a digital facility be considered?

The answers to these questions can be obtained by a judicious choice of
how to test the candidate MODEMs.

B. Measuring Modem Quality
1. Live link testing

Probably the simplest method of determining the quality of a particular
model of MODEM is to connect the candidate MODEM pair to an existing line and
comparing the throughput of the candidate pair with that of the pair previous-
ly in use by applying one of the error rate test methods noted above.

This method has severe limitations in that it tests the candidate MODEM
pair under only one set of line conditions, namely that set of conditions ex-
isting at the time of the test on the live circuit.

How can we tell how the MODEM will react under other conditions on other
lines?

2. Impairment Distribution

- Studies performed on the U.S. Bell telephone system between 1959 and 1970
(1970 is the latest survey for which results have been published) have pro-
vided information on the distribution of impairments to be found on a very
large number of lines. A summary of these studies is included as Figure 6.



PERCENT OF LINES

IMPAIRMENT 10 20 30 40 50 60 70 80 90 95
ATTENUATION C4|C2|C1]C1]C1]Cl1] Cl|UN]JUN*
DELAY c4|C2|C21C221C1jcrpcajcjciy ct
SIGNAL/NOISE 43| 41140 |39|38|36|34|33]28]| 27
FREQ. SHIFT OO0 ]2]4].7]111
PHASE JITTER 2 35(38] 4| 5|6 |7 (8
2ND HARMONIC 47 144 [ 42 | 41 [ 3937 ]36[34 | 31| 29
3RD HARMONIC 45144 (43| 41 [ 39|36 | 35|34 | 32| 3%

*UNCONDITIONED LINE UIMIT

Figure 6

In the first two rows of Figure 6, the designations Cl1, C2, C4 and UN

refer to the leased line conditioning specifications.

specifications is provided as Figure 7.

A summary of these

CONDITIONING LEVEL
UNCONDITIONED Ci C2 C4
FREQ RANGE 300-3000Hz 3000-3000Hz 300-3000Hz 300-3200Hz
RESPONSE )
RANGE / D8 VAR. 300-3000 / =3 TO +12 300-2700 / =2 TO +6 300-3000 / =2 TO +6 300-3200 / -2 TO +6
500-2500 / -2 TO +8 1000-2400 / -1 TO +3 500-2800 / -1 TO +3 500-3000 / -2 TO +3
300-3000 / -3 TO +12
DELAY DISTLS) <1750uS / 800-2600Hz. <1000uS / 1000-2400Hz <500uS / 1000-2600 Hz <300uS / 1000-2600Hz
VALUE / FREQ <1750uS / 800-2600Hz. <5005 / 600-2600Hz <500uS / 800-2800Hz
<3800uS / 500-2800 Hz <1500uS / 600-3000Hz
<3000uS / 500-3000H2
IMPULSES 15 COUNTS / 15 MIN. 5 COUNTS / 15 MIN. 5 COUNTS / 15 MiN, 15 COUNTS / 15 MIN.

Figure 7




Please note that in reading Figure 6, the entries represent that a Tine
in a particular percentile column will have impairments no greater than the

amount shown.
The problem now is to find a hundred or so Tines to sample that fall into

the summary chart within the percentage of confidence that we’d like to have
in our choice of MODEM and then test our candidate MODEM pair on each of these

lines.
Fortunately there is a better solution and it might be designated ’ mul-
tiple parameter simulation ’ for want of a shorter name.
3. Simulation testing

The simulation testing method is quite simple. Only three pieces of
equipment are required:

1. A candidate MODEM
2. A Bit Error Rate Test set (BERT)
3. A line simulator.
The test procedure consists of completing the following steps:

1. Connect the output of the candidate MODEM to the input of the
line simulator.

2. Connect the input of the candidate MODEM to the output of the
-1ine simulator.

. Connect the BERT to the candidate MODEM.
Power up all of the equipment.
SET UP THE LINE SIMULATOR FOR THE APPROPRIATE TEST CONDITIONS.

Start the BERT.

e B = ) B &, I N Y )

Record the results.
8. Repeat steps 5, 6 and 7 a few hundred times.

The key to success here, of course, is knowing how to set up the line
simulator.

C. Comparative testing

Examining the ranges of the parameters in Figures 6 and 7 and translating
them into combinations useful for the limited number of tests which can be run
economically is not difficult. Combinations of impairments might be chosen so
that the tests run are statistically representative of the universe of actual
circuits but that is another thing that is beyond the scope of this paper.

Let us choose a set of tests that are useful in COMPARING the performance of
our candidate MODEMS under varying line conditions by subjecting them to test
conditions which are likely to occur on a large percentage of available lines.



The error rates determined in these tests will lead to the

THROUGHPUT VS PRICE

used to select the most economic unit.

Figure 8 shows a mapping of the digits 0 through 9 to the quantized im-
pairment levels which were not exceeded in 95% of the lines tested in the

1969/1970 U.S. Bell System survey.

IMPAIRMENT

ATTENUATION
DELAY
SIGNAL/NOISE
FREQ. SHIFT
PHASE JITTER
2ND HARMONIC
3RD HARMONIC
IMPULSE NOISE

RANDOM NUMBER

o 1t 2 3 4 5 6 7 8 9
C4{C2|C1|C1[C1]|CI|ClI]|UN]JUN%¥| UN
ca|cefce|ccicjcrjcjctjcy| c
43| 41|40 (39(38|36(34|33[28] 27

0 0|0 1 J 1] 2

2 35[38] 4 718
47 | 44 | 42| 41| 39[37 |36 (34| 31| 29
45|44 |1 43| 411 39(36|35(34|32]| 3%
-18|-16| -14| -12|-10| -8 | -6 | -4 | -2 | O

¥UNCONDITIONED LINE LIMIT

Figure 8

To determine the parametric combinations necessary to set up the line
simulator simply generate a series of random numbers of N digits (one digit
for each type of impairment covered by the line simulator) and apply each of
the digits to a corresponding parameter type and Tevel.

For example, if the random number is 42633409 the line simulator setup

Attenuation Distortion
Envelope (delay) Distortion

might be:
digit parameter
4
2
6 Signal-to noise ratio
3
3 Phase Jitter
4
0
9 Impulse Noise

Frequency Shift (offset)

Second Harmonic Distortion
Third Harmonic Distortion

level

C1

c2

34 dB

0 Hz.

3.5 Degrees
-39 dB

-45 dB

0 dB.
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Impulse noise repetition rate should be set to create 15 counts per 15
minutes of test duration.

If a bit error rate test of 1076 bits is to be performed on a 4800 BPS
MODEM each test setup will require about 3.5 minutes (1076 bits / 4800 bits
per second) to complete. Allowing 2.5 minutes to note the end of test, record
the result and set up the next test, shows that 100 test will take about 10
hours. If you were to test all of the 8 impairment types with the ten levels
shown in Figure 8, the time required would be approximately 190 years neglect-
ing time out for coffee breaks.

D. Presenting the results

Since each of the 100 or so tests performed above has an individual
result, comparing candidate MODEMs on a test-by-test basis can still be dif-
ficult. However, if one simply multiplies the number of bits per test by the
number of test performed, subtracts the total number of errors and divides by
the number of tests times the time per test, the results will be:

Number of bits correctly transmitted
Throughput = ------oomomm L
Time to correctly transmit the bits
It is now a simple matter to COMPARE candidate MODEMs "using

THROUGHPUT VS PRICE
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NETWORK DESIGN FOR A DISTRIBUTOR

JACK HYMER

NETWORK CONSULTANT
HEWLETT-PACKARD
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This paper describes the business needs analysis, traffic study, network
design and alternative options analysis used at AMFAC Distribution to consoli-
date three separate operating divisions’ data communications requirements in
one network of approximately 120 machines.

Bisync autodial DS, X.25 private network and terminal/multiplexer solu-
tions integration methods are presented. Network management and operation
problems are discussed. Use of commercially available network design software
in the design of this network is discussed. Analog and digital cost models
are covered.

OUTLINE
Section I. The Opportunity

A. AMFAC Distribution
1. Operating Divisions Organizations
2. Business Volumes
3. Geographic Distribution
B. Applications to be Supported
1. SFD (Systems for Distributors)
2. MTI (Management Technology Incorporated)
3. ADI (American Data Industries)
4. HPDESKMANAGER
C. Information Flow and Traffic Volumes
1. Electric
2. Industrial and Plumbing (I&P)
3. Health Care
D. Restraints and Requirements

Section II. Alternatives

A. Topologies
1. Central CPU(s) with point-to-point multiplexer links
2. Central CPU(s) with multipoint links
3. X.25 Public and Private Networks
4. Dialup
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B. Response Time Modeling
1. Connections Software
a. Input data
b. Tariffs
c. Output data
2. Results
C. Considerations
1. Analog vs Digital lines
2. Private vs Public X.25 Networks

Section III. Recommendations

A. General
B Electric
C. I&P

D. Health Care
Section 1IV. Network Management

A. Available Types and Selection
1. Analog Lines
2. Digital Lines
3. Multiplexers
4. X.25 Switches

Section V. Summary

Section I. The Opportunity
A. ANFAC Distribution Group

AMFAC, Incorporated is a New York stock exchange listed diversified ser-
vice company with interests in wholesale distribution, food processing,
retailing, hotels and resorts, sugar and land development and management.

AMFAC Distribution Group is the largest of the AMFAC, Incorporated core
business, generating revenues of more than 1.3 billion dollars in 1985 from
three specialized segments of the US wholesaling sector. AMFAC Distribution
Group is located in Folsom California, 15 miles east of Sacramento.

AMFAC Electric Supply has 87 branches in 16 states marketing a full line
of wire, cable, conduit lighting, switchgear and other electrical products to
the residential and commercial construction industry, dealers, utilities and
government customers. AMFAC Electric ranks fourth in sales within the US
electric wholesaling industry.

The AMFAC Electric Supply business is organized as 7 regions located in
California(2), Hawaii, Washington, Utah and Texas(2), serving branch locations
in up to 5 states from each region office.

AMFAC Industrial and Plumbing Supply (I & P) serves 24 states through 156
branches distributing pipe, valves, fittings, plumbing supplies, building



materials, fluid power and industrial supplies to construction, utility in-
dustrial and government customers. AMFAC I & P has the largest geographical
coverage of any US mechanical supplies distributor.

The AMFAC I & P business is organized as 5 regions located in Califor-
nia(2), Colorado, Texas and Washington serving 18 geographical Market Areas
composed of branches located in up to 4 states per Market Area.

AMFAC Health Care serves 47 states through 57 branches distributing ethi-
cal pharmaceuticals and selected over-the-counter items to independent drug
stores, retail drug chains and hospital pharmacies.

The AMFAC Health Care business is organized as 4 regional accounting cen-
ters located in California, Indiana, Texas and Washington serving the indi-
vidual branch offices and reporting to Folsom.

B. Application Support

Application software system selected by AMFAC for distribution control
were Hewlett-Packard’s Systems For Distributors (SFD) for the Mechanical divi-
sion, Management Technology Incorporated (MTI) for the Electric Division and
American Data Industries (ADI) for the Health Care division. These applica-
tions differ in their terminal handling characteristics in that character mode
(Health Care’s ADI software), V/Plus Block mode (Health Care’s ADI software
and Electric’s MTI software) and Data Entry Library (DEL) Block mode (Mechani-
cal’s SFD and Electric’s MTI software) are used.

The significant limitation in the terminal handling methods to be used is
that DEL Block mode is not supported in an X.25/Packet Assembler/Disassembler
(PAD) environment, eliminating X.25 as a consideration in terminal connection
for the Mechanical and Electric divisions.

Analysis of the actual screens used by the three applications showed CPU
character counts ranging from 4 to 7055 characters and CPU input character
counts of 1 to 609 characters.

As CPU output character counts exceed about 400 characters, delays encoun-
tered in the communications link can cause perceptible screen-writing time
degradation. Above about 2000 characters these delays may render screen-
writing time unacceptable.

For example, a 2000 character screen requires 2000/80=25 ENQ/ACK hand-
shakes. At 9600 BPS direct connect this screen would require:

---------------------------------------- = ---- = 2.14 seconds
960 characters/second 960
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For a single user, a statistical time division multiplexer (STATMUX) with
a terrestrial 9600 BPS composite 1ink rate and no ENQ/ACK spoofing generates a
maximum screen-writing time of approximately:

2025
T(in) = ---- = 2.11 sec
960
+
2300
T(xmit) = ---- = 1.92 sec
1200
+
2025
T(out) = ---- = 2.11 sec
960
+
25
T(acki) = --- = 0.03 sec
960
+
275
T(ackx) = ---- = 0.23 sec
1200
+
25
T(acko) = --- = 0.03 sec
960

=6.41 seconds

Time to put characters into CPU side MUX
at 9600 BPS.

Time td transmit characters to remote MUX
with 10 overhead characters per MUX frame.

Time to move characters from remote MUX
to remote terminal at 9600 BPS.

Time to move ACK from remote terminal to
remote MUX

Time to move ACKs from remote MUX to CPU
MUX with 10 overhead characters per
frame

Time to move ACKs from CPU mux to CPU



While use of a STATMUX with a terrestrial 9600 BPS composite 1ink rate
and ENQ/ACK spoofing might theoretically produce a screen-writing time close
to that of the direct attached terminal with one user, measurements indicated
a screen-writing time of 3.1 to 4.4 seconds could be expected with real multi-
plexers, modems and lines.

Due to the large screen requirements, a primary design goal was to imple-
ment terminal links with minimum delays.

AMFAC expressed interest in using HPDESKMANAGER in the Distribution
Group, creating an all-systems interconnection requirement to be considered
during the network design process.

C. Information Flow and Traffic Volumes.

Figure 1 is a pictorial summary of the communications requirements for
AMFAC Electric Supply division.

Figure 2 is a pictorial summary of the communications requirements for
AMFAC I & P division.

Figure 3 is a pictorial summary of the communications requirements for
AMFAC Health Care division.
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Traffic volumes were collected for the information flow paths shown in
the figures (where available) and were estimated where data was not available.
collection techniques varied form obtaining AMFAC-prepared detailed informa-
tion, to interview and data collection via prepared forms, to character count-
ing with an HP4951A data analyzer on active applications terminals. Traffic
volume information is quite extensive and will not be presented here unless
pertinent to the network design activity being discussed.

D. Restraints and Requirements.

As in any real network, several restraints and requirements were imposed
on the network design by the customer, AMFAC Distribution, Inc.
These restraints/requirements were:

1. Industrial and Plumbing
Restraints:
a. A1l CPU Tocations were pre-determined.
b. Region, Market Area and Branch connectivity were predetermined.

These restraints lTimited the application of network design algorithms
which produce minimum cost networks.

Requirements:
a. Terminal response time less than 3 seconds average, less than 9
seconds 95th percentile.
b. Batch communications complete overnight.

2. FElectric
Restraints:
a. On topology - minimal within a region. Some small, terminal
only branches were pre-determined.
b. Region Tocations are pre-determined.

Requirements:
a. Terminal response time less than 3 seconds average, less than
9 seconds 95th percentile.
b. Branches should have the capability to do inter-branch ordering
c. Batch traffic completes overnight.

3. Health Care
Restraints:
a. CPU per branch.
b. Region accounting locations pre-determined (no CPUs).

Requirements:
a. Batch traffic completes overnight.
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Section II.

A. Topologies .
Topology considerations were quite simple.
I&P:

I & P restraints and requirements dictated a terminal network with point-
to-point lines and multiplexers for a supported configuration with minimal
link delays and Region-to-Division batch links (dialup bisync DS).Many Region
and Market Area HP3000’s were co-located dictating a direct connection for DS
between these machines. The only topology consideration, then, was the
Region-to-Market Area cases where the Market Area HP3000 and the Region HP3000
were not co-located. The interactive regional accounting traffic dictated a
leased line between these sites but the volume did not support 24 hour connec-
tivitiy. A design goal of facility sharing between I & P and Electric net-
works was developed to permit I & P use of existing Electric leased facilities
where possible to permit lTow volume interactive traffic for I & P regional
accounting.

Health Care:

Health Care requirements and restraints dictated a dialup network using
bisync autodial DS at all branch locations. The traffic analysis study indi-
cated that communications for the largest branch would require 92 minutes per
day and the smallest branch 21 minutes per day at 4800 BPS, half-duplex, 150
ms. turnaround delay or 143 and 33 minutes respectively at 2400 BPS, full-
duplex, no turnaround delay on Tines with an error rate of 1 in 1075 bits.
Daily and monthly data transfer costs were determined based on 11 PM to 8 AM
AT&T direct dialing rates to do comparative costing of the two speed choices.
Results were $7268 per month at 2400 BPS and $4699 at 4800 BPS, a difference
of $2569 per month. For the 41 sites considered, a modem cost differential of
$1500 per site could thus be accommodated for a 24 month purchase price pay-
back from line cost savings. (24*$2569/41=$1503). A 4800 BPS Bell 208B com-
patible MODEM and Bell 801C compatible autodialer that met this cost criteria
were selected and, to further increase savings, WATS lines were installed and
50 ms. turnaround was selected at central site MODEMS to be used with sites
within 100 miles per the Bell PUB41211 paragraph 2.2 recommendation.

To verify the estimated transfer times for the largest branch, multiple
tests at 2400 and 4800 BPS were performed with actual data. Results agreed to
within 4 percent at 240 BPS and were exact at 4800 BPS.

Electric:

For the Electric division, 4 topologies were considered:

1. 1 or 2 Central CPUs within a region (large HP3000/Series 48 or small

HP3000/Series 68) with point-to-point terminal multiplexer links to
branch locations.

2. 1 or 2 Central CPUs within a region (large HP3000/Series 48 or small
HP3000/Series 68) with multidrop Tinks to terminal locations.



3. Distributed HP3000/Series 37s at branches, HP3000/Series 42 or 48 at
Region locations. Non-cpu branches (twigs) connected via
point-to-point multiplexer links. Fully interconnect CPUs within
a region via private or public X.25 networks to Timit INP
requirements at each site.

4. Autodial DS between systems.

Item 4 was discarded immediately due to the 1 to 2 minute delay in es-
tablishing connection with another branch plus the CPU overhead associated
with session establishment and deletion.

Topologies 1, 2 and 3 were then modeled for response time and cost using
the techniques described in Section IIB. A1l three topologies met the 3
second average and 9 second 95th percentile response time requirements with an
assumed host response time of 2 seconds with exponential variation. Topolo-
gies 1 and 2 failed to meet the response time objectives when remote site
printing requirements were imposed on the links.

More importantly, and contrary to the modeler’s intuition, the cost com-
parison of these 3 topologies revealed that a private X.25 network with analog
links was 29.65% less expensive than a point-to-point terminal/multiplexer
network with 2 central CPUs and 24.26% less expensive than a multidrop network
with 2 central CPUs.

Diagrams of the actual topologies modeled are included as Figures 4, 5
and 6.
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B. Response Time Modeling.

Of the tools available for network design and analysis, two were con-
sidered applicable at AMFAC: MNDS (Multipoint Network Design Software) from
Connections, Inc. and MIND (Modular Interactive Network Designer) from CONTEL
Information Systems. MNDS was selected on a cost, speed and ease of use ba-
sis. MNDS runs on an IBM PC/XT and was considered suitable for long-term use
at AMFAC designing, pricing and verifying networks of the AMFAC region size.

1. CONNECTIONS Software.

MNDS provides the user with the capability of performing 2 primary
functions:

1. Predictive performance analysis of multipoint networks.
Point-to-point links are simply multipoint links with only 2 points.

2. Topological optimization and alternative price comparison for data
communications.

MNDS uses the Esau-Williams algorithm for network optimization which pro-
duces a minimum cost conectivity but is not exact (i.e. link drops/adds may
produce a lower cost solution).

A. Input Data.

Data required to model a network is provided to MNDS in the following
categories:

1. The message file (MF) contains the details of each of the applications
which operate in the network. MNDS can consider up to 50 separate
application types.

2. The protocol file (PF) is already prepared with 4 default protocols.
If these are acceptable, the designer only has to review them and
save them in the network database. If the designer is using non-
default or customized protocols to do performance analysis (such as
whenhDS or MTS are considered), then the PF must be completed for each
of them.

3. The network file (NF) is used to enter the design default values.
These are not necessary if the designer is only doing optimum routing
and pricing. The NF is also not needed if the designer chooses to
enter all of the performance criteria directly into the response
model (RM).

4. The site file (SF) contains the specifics of each physical location
in the network. MNDS can accommodate up to 200 lTocations, 10 host
computer sites and 20 concentrator/multipiexer sites. A total of
230 sites in each unique network can be handled.

5. The traffic file (TF) contains the number of times each application

occurs at each sit in the site file (SF) during the period
specified by the designer.

105



106

B. Tariffs.

MNDS uses FCC tariffs 9,10 and 11 for pricing. FCC tariff 9 covers
Interoffice channels, tariff 10 covers the location of offices and services
for serving central offices and tariff 11 covers access rates on a state
average basis. Since a large portion of AMFAC’s network is located in Cal-
ifornia, a California specific pricing diskette was obtained for intra-LATA
and inter-rate-center channel pricing.

C. Output.
MNDS has 4 modeling programs:

1. Response Model (RM) allows calculation of response time and line
utilization for a selected set of network characteristics.

2. Distribution Model (DM) graphically depicts the RM results.
3. Link Model (LM) provides the least cost network layouts and pricing.

4. Operator model (OM) approximates the number of terminals, operators
and telephone trunks required at a site.

2. Results.

Modeling was performed on 4 branch sizes in the Electric Supply division’s
Northern California Region for multipoint and point-to-point multiplexer lines
considering each MTI application without screen changes (i.e. data and separa-
tor characters only). The results were used to determine a network topology
for the Electric supply division. These results showed that neither multi-
point (of even 1 drop) or point-to-point multiplexer links could meet the
stated goal of 3 seconds average response time when printing was taking place.

C. Considerations.

Of the many items considered during the network design, probably the most
taxing areas centered around using digital or analog communications links for
leased lines and whether to use public or private x.25 networks for CPU
interconnection.

1. Analog vs Digital lines.

Analog lines have the following benefits:

. Widespread availability

. Modem availability from 1200 to 19200 BPS

C. Well developed testing methods

d. Moderate costs

e. MODEM based network management systems are available.

oo

Analog lines have the following disadvantages:
a. Comparatively high error rates (1 in 1075 bits worst case, 1 in
1076 bits expected with some currently available MODEMS)
b. High speed MODEMS have relatively high cost
c. Timing considerations in Targe networks may be difficult.



Digital Tines have the following benefits:
a. Low error rates. Do not confuse the expected error rate of 1 in
107 bits with the expected 99.5% error-free seconds which can
be translated into a bit error rate of .5 in 102 or 5 in 10”3
which is not very good.
b. Low DCE (Data Communications Equipment) cost.
c. Automatic circuit rerouting to alternate path.

Digital lines have the following disadvantages:

a. Higher cost than analog lines. Cost analysis of the model region
and of the entire network revealed that on the average a digital
line costs 1.92 times as much as an analog line. Comparisons
were also done in California alone using both the AT&T and CPUC
pricing which showed that digital cost 1.85 times as much as
analog.

b. Limited availability.

c. Limited variety of DCE speed. Present offerings are 2.4, 4.8
9.6 and 56000 BPS.

d. Limited customer testing options.

e. Limited network management options.

For cost comparison a 9600 BPS circuit was chosen. Costs were:

DIGITAL ANALOG
2ea CSU/DSU @ $800 = $1,600 2ea MODEM @ $5,900 = $11,800
line at $960 / month line at $500 / month

Neglecting the error rate differences, jt can be seen that the analog
investment can be paid off in ($11,800-$1600) / ($960-$500) = 23 months.
On a 5-year cost of ownership basis the difference is:

Digital=$1,600 + (60%$960) = $59,200
-Analog=$11,800 + (60*$500) = $41,800
$17,400

Amplifying factors such as the non-availability of digital service at
many of the sites in the network and the long digital installation lead times
plus the Tack of network management options for digital solidified the choice
of analog circuits for AMFAC’s network.

2. Private vs X.25 networks.

Comparison of the cost of public vs private X.25 networks was relatively
straightforward. Using public data networks (GTE TELENET chosen for compari-
son) the cost of CPU interconnect for Electric and I & P was $154,209 per
month. Acquisition cost of the private X.25 network was computed at $261,000
for switches plus monthly MODEM and line lease costs of $81,877 (AT&T Total
Service Offering). Comparison shows a payback of:

$261,000/ ($154,209-$81,877) = 4 months!!
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111. Recommendations.

Recommendations to Amfac took the following forms:

A. General:

1. Use analog lease lines.
2.
3.

Use analog MODEMS with network management capability (Codex 2600
series)

Use multiplexers with ENQ/ACK spoofing, with a buffering scheme which
will allow termtype 19 remote spooled printers to be used and with HP
Tine, page and user-controlled block mode support (Codex 6002 series)

B. Electric Supply Division:

1.

Use an X.25 Private network for CPU interconnect.

C. I &P:

1. Use a Point-to-point multiplexer terminal network.
2.
3.

Connect CPU’s via leased facilities using x.25 DS and share facilities
with Electric when possible.

Use time division multiplexing (TDM) for minimum delay times to build
multidrop-like lines to minimize mileage costs. (4 and 6 channel TDMs
are available as a Tow cost option to the Codex 2600 series MODEMS)

D. Health Care:

1.
2.
3.

Use dialup bisync DS at 4800 BPS.
Use OUTWATS Tlines
Use Codex 5208R MODEMS and 2207 autocall units

E. Independent Verification

Toward the end of the network design process AMFAC Distribution group
secured the services of Network Strategies Inc. (NSI) to perform 6 tasks:

1.

DR wWN

Review all documentation relative to the network design
Resolve open issues and interview AMFAC staff

Develop network requirements

Develop Major network architecture components

Develop detailed architecture report

Develop a 2-year phased implementation plan

The results of NSI’s first 5 tasks is presented in Figure 7. Examination
of the the least cost solution column shows agreement with the HP designed
solution.



Architecture Cost Comparison

Dial Leased Public Private StatMux Least
Line X.26 X.25 {Leased Line) Cost
Host- 2 Too Few 3 Too Few Private
&l o Host INP Slots 1 INP Slots X.25
Host- 3 2 No PAD No PAD 1 StatMux
Tf@,"a' Support | Support
- No .
':_?:;t 4 2 3 1 Collocation Private
1&P of Hosts X.25
Host- No PAD No PAD
Terminal 3 2 Support | Support .501,2, StatMux
Host- 1 . . . . Dial ex. where
Health Host (High) (High) (High (High) o:::: ';I
Care Host- 1 PAD to
Terminal 4 3 5 (PAD) 2 H"ﬁ'
. Can't Can't .
Consolidation Can't Handle | Handle Can't
None Handle Handle
Problems . 1&P &P )
Electric | Terminals | Terminals | Electric
Need Need
Consolidation AlDial | x ggegor StatMux | StatMux | Need X-25
Configuration Electric For 18P | For 18P |For Electric
! Terminals | Terminals
Figure 7
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Section IV Network Management

A. Available types
1. Analog lines

Analog MODEMS are available which provide network management by using
part of the available channel bandwidth for an independent communications path
(side channel). These systems provide error statistics, modem configuration
control, individual modem identification, set-point alarming, management
reporting, etc. Features vary from front panel access to multiple node, mul-
tiple operator control and costs range from a few hundred dollars per MODEM to
over $100,000 per system. The Codex 2600 Series MODEMS support Codex Dis-
tributed Network Control System (DNCS).

2. Digital lines.

Only two systems were evaluated for digital 1link network management
systems. One system, AT&T’s DATAPHONE II LEVEL 4 provided most of the fea-
tures noted above but was limited to a non-distributed controlling environ-
ment. An alternative offering, Customer Test Service, available from AT&T on
a line-by-Tine basis and requiring only a terminal and 1200 BPS MODEM
for access was evaluated but proved to be extremely limited in its testing and
problem resolution capacity. Since the anticipated direction was to have an
all analog network, these two solutions were not exhaustively evaluated.

3. Multiplexers.

The multiplexers chosen for the AMFAC network have a control port from
which the multiplexer may be configured and statistics obtained. The minimum
requirement is to set the control port baud rate via front panel switches.
Remote access to multiple units is accomplished via a Telematics programmable
selector switch and a 1200BPS dialup modem.

4. X.25 Switches
Dynapac Model 8 and 12 X.25 switches chosen for this network based on
HP hardware and software support availability for the Model 8 and the connec-
tivity and throughput of the Model 12. Access to these devices for configura-
tion and statistics will be vial a PAD at Folsom.

Section V Summary

During 1985 86 CPU and 56 terminal/multiplexer sites were installed.
Current HP activities include the completion of the design of the network man-
agement. AMFAC activities include continued installation of sites and im-
plementation of an X.25 pilot region.

uuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuu

Jack Hymer has been with Hewlett-Packard for 10 years and is currently engaged
in network design activities for HP customers as a Network Consultant.
Mr.Hymer obtained a BSEE degree from the University of Washington in 1973
after working as a communications technician for 6 years.









NETWORK SUPPORT:
THE MULTIVENDOR SERVICE DILEMMA

Deborah Nelson
Hewlett-Packard Co.

SUMMARY

When a network is malfunctioning, efficient problem diagnosis and resolution is the
immediate goal. However, since most networks are a combination of computer and
communication vendors’ equipment, problem escalation procedures become unclear.
Fingerpointing among vendors is counterproductive to restoring the network to normal
operation. Service vendors need to recognize that to provide comprehensive support, they
must integrate cooperative problem resolution into their escalation process. However,
putting in place daily operating procedures between worldwide service organizations is
nontrivial. The user organization also has a responsibility to provide an internal operating
structure which will accomplish efficient problem resolution. A united effort of vendor
and user organizations is the key to effective network support.

INTRODUCTION

The multivendor environment is a fact of life in data communications. The multitude of
computation and communication products and technologies, specialized applications, and
the linking of departmental automation points have contributed to this situation. As
networks become more and more predominant, and therefore critical to business
applications, achieving efficient problem resolution within the multivendor environment
becomes imperative.

Providing effective service in this context produces a challenge for both vendor and user
organizations. Just as there are standards for communication between vendors providing a
common methodology for transferring information, a standard mode of operation should
be established for problem resolution among vendors.

To successfully support networking customers through a multivendor service
methodology, each vendor must examine their own service structure and define internal
service requirements. In addition, each customer needs to understand their role and
responsibilities in successful ongoing network operations and support.

SITUATION ANALYSIS

Many vendor support strategies are oriented to a homogeneous environment, which is
defined as one where they provide most, if not all, of the products, and therefore service.
For the customer it is difficult to find the best communications solution if a company is
restrained to one vendor as one vendor will not usually provide all possible data
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communication and computation products. So instead, an applicable communications
solution is designed and implemented with the ongoing support tackled on a per incident
basis.

The vendors, being responsible solely on a product by product basis under traditional
service contracts, leave a large part of the initial problem diagnosis on the customer’s

- shoulders. The customer calls in the service personnel from each vendor separately to

work on the problem. If a solution is not forthcoming, the customer may ask all vendors
involved to work together on the problem, and then has the challenge of attempting to
schedule a mutual time. Once assembled, this situation can result in the customer
refereeing the vendors’ service efforts with each vendor proclaiming innocence and the
problem still existing. Service vendors must begin to take a broader view of service and
incorporate dealing with other service organizations into their normal escalation
procedures.

CERTIFICATION

As a basis for a successful working relationship between vendors, the performance of the
vendor interconnection should be characterized. Both customers and vendors should
understand which vendor products work together within a specified environment. In
addition to providing a basis for mutual support, this would provide customers with
increased latitude in designing communication solutions to fit their application.

One way to achieve this is a program of cooperative testing between two or more vendors
to provide compatibility assurance to their customers. As vendors cannot test each of the
multitude of hardware and software configurations, a subset must be defined for the
testing. This subset should be as representative as possible of the most likely application
environments.

Often termed certification testing, this process confirms that within a defined
environment the tested products operate in their specified manner, For customers. this
provides confidence in the proper operation of the certified products when used within
the specifications. In addition, during the problem diagnosis stages, the interconncction of
these products could be supported by both vendors. Thus certification sets the stage lor
successful support of the network.

Products could be chosen for the certification based on demand from mutual customers
and fit within each vendors offering. For example, a.computer vendor ma v wish fo
certif'y several modem models from different vendors in order to be able to support their
customers in the widest range of communication solutions. In summary, the certification
process offers customers a very flexible and robust range of communications solutions.
plus the added assurance that the configurations have been tested and are supported by
both vendors.

JOINT MAINTENANCE

The next step in providing a multivendor service methodology is to set up a formal
relationship between vendor service organizations. Under this arrangement, the vendors
will not physically service each other’s equipment, but will integrate the other vendor(s)
into their escalation procedure. To be successful this relationship must be an explicit
process, clearly understood, and a part of each organization’s daily operating process.



A successful service relationship can be built between vendors with similar organizational
structures. For example, both vendors can have a centralized support facility as the initial
customer contact. This would allow customers a choice of initiating contact with either
service organization and provide a centralized contact between organizations. While
keeping the customer informed of the progress, the vendors could exchange information
regarding a problem on a timely basis. The methodology and type of information
exchanged would be described in a joint support operating plan which is created by and
shared between both organizations.

A centralized vendor contact is only part of the picture. Local cooperation between
vendors is also critical to a customer’s success. Once a problem has been escalated to
onsite assistance, it may be necessary to have intervendor relations to either work jointly
at the customer site, or to initiate a service call and communicate problem status. The
local joint support effort will be based on a preestablished protocol and commitment
between vendors. As a result of the direct vendor interaction, the customer experiences a
more efficient and less frustrating problem resolution process.

VENDOR RESPONSIBILITIES

The service vendor’s responsibility is two-fold: to deliver effective network problem
resolution and to keep the customer informed and involved in the problem resolution
process. To accomplish this, the vendor first must implement joint operating agreements
with representative vendors. In implementing this, the vendor must realize that the
certified configurations will most likely vary from country to country, dependent on local
communications restrictions and popularity. The local vendor representatives should be
included in the initial support planning process before network installation, if the
customer wishes to take advantage of the cooperative vendor relations.

Another way to help ensure a customer’s success, is to hold regular reviews to clarif'y

vendor and customer expectations, performance requirements, and outline expansion plans.

At this time, the customer can bring the vendor up to date on related network activities
and the vendor can work with the customer to plan for changes to the network, such as
major software revisions. This will give the customer added control of his own network
environment. The vendor can also help the customer identif'y internal operating
procedures to facilitate timely problem resolution.

CUSTOMER RESPONSIBILITY

Customers have the responsibility to structure his internal operating procedures to
accomplish effective problem resolution in partnership with the various service
organizations and to facilitate communication among network service vendors.

The structure of an internal operations staff will have an obvious effect on timely
problem resolution. Even under a program of cooperative vendor relationships, the
customer organization must do the best job possible of initial problem description and
diagnosis. If the symptoms are described correctly up front, this will hasten any problem
resolution process. The customer organization should have an identified person to "own"
the problem, thus avoiding additional time delays and internal confusion. Good network
documentation can preclude frustration in the event of a knowledgeable staff member’s
absence.
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A critical factor in managing a network is the coordination of changes and expansion.
The customer, as the focal point for all vendor activities, must ensure that the vendors are
aware of simultaneous or related activities, such as node or product additions.

And finally, active participation in periodic reviews with all service vendors provides a
formal process for the clarification of expectations, review of past performance, and an
arena to discuss future changes.

CONCLUSION

As the number and size of networks increase, accomplishing effective problem resolution
within the multivendor environment becomes critical. Vendors must expand their
traditional view of service to include cooperative vendor relationships. The success of
these relationships is based on the development of an explicit problem escalation process
integrated into each organization’s daily operating procedures. A program of certification
testing can provide the foundation for joint maintenance. Certification will also provide
compatibility assurance to customers and broaden the available range of supported
communication solutions. In addition, the customer’s internal operations must be
structured to facilitate the communication and problem resolution process. The mutual
efforts of vendor and customer organizations can effectively put an end to the
multivendor service dilemma bf network support.

Deborah Nelson is presently Network Support Product Manager for the Product
Support Division at Hewlett-Packard in Cupertino, California. In this capacity she
is responsible for the development and marketing of network maintenance and
installation products. Deborah joined HP in 1982 and holds a Bachelor of Science
degree in Industrial Engineering and Management Science from Northwestern
University.
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TurboIMAGE INTERNAL FILE STRUCTURE

Doris Chen
Hewlett-Packard
Cupertino, California, USA

Introduction

Through the last decade, many people have developed interest and expertise in IMAGE. Thousands of
programs and products have been written using IMAGE databases. With the release of TurboIMAGE, an
enhanced version of IMAGE, the internal file structure has changed. To upgrade to TurboIMAGE,
databases must be converted. The purpose of this paper is to provide IMAGE experts a better
understanding of the new file structure. Any privileged mode programs dependent on IMAGE internal
file structures may require modifications to run with TurboIMAGE. The complete FurboIMAGE file
structure is presented here. The differences from IMAGE are discussed. Some examples will be given
during the live presentation. Note: Some information in this paper will also be included in the U-MIT
System Tables Reference Manual.

TurboIMAGE vs IMAGE

TurboIMAGE has relaxed many IMAGE limitations (refer to the TurboIMAGE Reference Manual for
the new limitations). These are the reasons for changing the database data structure. A TurboIMAGE
database consists of 3 types of files: a root file, master data sets, and/or detail data sets (same as IMAGE).
Master data sets must be converted due to the change of the detail chain count in the master set entries.
It was increased from a single word (6 SK entries in a detail chain) to a double word. The root file must be
converted due to the following changes:

a. The maximum number of items in a database was increased from 255 to 1023. An item number
can no longer be stored in a byte, it requires a word. Thus, the Item Table and Data Set Control
Blocks were changed. :

b. The maximum number of data sets in a database was increased from 99 to 199. The Set Table and
Data Set Control Blocks were changed to accommodate additional data sets in the database and
additional fields in the data set. (A field is an item defined in the data set).

c. All major tables, i.e. the Item Table, the Set Table, and Data Set Control Blocks, have been moved
to begin at the record boundry for easy access.

d. Some information has been added to the root ‘file information (label 0) and the database global
information (record 0) for general housekeeping purposes.

e. Two tables were added: Item/Set Maps and the Device Class Table.

Throughout this paper, a "+ next to a variable indicates the value or the meaning of the variable is new or
has been changed for TurboIMAGE.
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The database root file is an MPE file, with a file code of -400, created by DBSCHEMA. It consists of
information about the database: the password table, item table, set table, etc. The record size is 128 words,
fixed, binary format with a file system blocking factor of 1. The size of the file depends on the number
of data items and data sets defined in the database.

Following is the general format of the root file. The detailed format of each table in the root file follows
the general format.

I |
LABEL O | ROOTFILE INFORMATION |
| 128_words|

| |

1 | PASSWORD TABLE [
| |

| |

2 | PASSWORD TABLE (CONT.) |
| |

| |

3 | ITEM R/W TABLE |
| |

| SET R/W TABLE |

[ [
RECORD O | DATABASE GLOBAL INFO |
| 128_words|
| [

ITEM MAP

_SET_MAP

ITEM TABLE
(variable size)

SET TABLE
(variable size)

(pscB)

(variable size)

DEVICE CLASS TABLE

|

[

|

|

|

|

|

|

DATA SET CONTROL BLOCKS|
|

I

|

|

|

|
(variable size) |
|




Root File Information (Label 0)

WORD

0
1
2
3
4
)
6
7
8

127

RL LANGUAGE "ID___ (language_id)
TRL’LANGMNEMONIC (language mnemonic)

_RESERVED_FOR_DBCONV

_RL'CONDITION____ (rootfile_ condition) |
RL DATE T (creation date) T
“RL'TIME (creation time) |
|

RL EVEROPEN |
RL COLDLOADID (cold_load_id) |
RL USERCOUNT |
“RL’DBG’DST (DBG_DST_number) |
TRL’LOGID (log id for |
transaction logging) |

|

RL’LOGPASS (log id password) |
|

|

_RLFLAGS (database_flags) |
RL'STORDATE (DBSTORE_date) |
TRL’STORTIME (DBSTORE time) |
|

_RL7BUFSPECCOUNT__ (buffer_spec_ count) |
RL ILRCREATEDATE _(date_ ILR log created) |
TRL“ILRCREATETIME (time ILR log “created) |
|

_RLILRLASTDATE__ (last_log_access _date) _ |
TRL'ILRLASTTIME  (last log access “time) |
|

RL“RBPREDATE (previous_rollback_date)|
“RL’RBPRETIME (previous rollback time)]|
[

“RL RBDATE (rollback_date) |
| RLRBTIME (rollback time) |
|

“RESERVED |
|

|

|

|

|

|

.
RESERVED FOR FUTURE USE

RL“MAINTWORD (database maintenance
word)

|
|
|
|
|
RL’BUFFERSPECS (buffer specifications)|
|
|
|
|

-~V HARWN—-O0NR

102
103
104

177
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RL“CONDITION (IN ASCII):

TurboIMAGE uses 2 ASCII characters to indicate the condition of the database.
Following are the condition codes:

JB - The database has not been created yet.

Fw - The database is OK.

RM - Random Modification. The database is being modified with
output defer mode.

MC - Maintenance Create. The database is being created by DBUTIL.

ME - Maintenance Erase. The database is being erased by DBUTIL.

IL - ILR is in progress (DBOPEN).

1E - ILR enable is in progress (DBUTIL).

ID - ILR disable is in progress (DBUTIL).

CN (+) - Conversion by DBCONV is in progress. The process can NOT
be continued if DBCONV is interrupted.

CA (+) - Conversion by DBCONV is in progress. The process can be
continued if DBCONV is interrupted.

MV (+) - Data set move is in progress (DBUTIL).

RLDATE: Root file creation date#. Its format is:

_0:_1:_2:_3:_4:_5:_6:_7:_8:_9:10:11:12:13:14:15
|year |day_of year_ |

RL'TIME: Root file creation time#. Its format is:

_0:_1:_2:_3:_4:_5:_6:_7:_8:_9:10:11:12:13:14:15
|hour Iminutes |
| seconds |tenth_of_seconds |

RL'EVEROPEN: This field is no longer used under IMAGE B and TurboIMAGE.

RL’COLDLOADID: MPE system cold load id. This id and the RL’USERCOUNT

are used to determine if there was a system failure while
the database was in used.

RL"USERCOUNT: The number of users currently accessing the database.

RL'DBG'DST (+): The DBG (Data Base Global Control Block) DST number. When

the database is opened by the first user, this number is
stored here. Subsequent users can find the database DBG

easily.
RL“FLAGS:

bit 0 - RECOVERY Default is NO (0)

1 - LOGGING Default is NO (0)

2 - ACCESS Default is YES (1)

3 - DUMPING . Default is NO (0)

4 - AUTO DEFER (+) Default is NO (0)
5-6 - SUBSYSTEM ACCESS Default is R/W (00)



7 - ILR Default is NO (0)
8 - ROLLBACK Default is NO (0)
9 - Reserved for future use.

10 - DIRTY FLAG Default is YES (1).

This indicates the database has
been modified but not DBSTOREd.
11 - DBRECOV RESTART (+) Default is NO (o)
12-15 - Reserved for future use.

Bits O to 8 are set by DBUTIL. Bit 10 is set by DBSTORE, DBDELETE,
DBPUT, or DBUPDATE. Bit 11 is set by DBRECOV.

RL’STORDATE: Same format as RL’DATE*.

RL’STORTIME: Same format as RL'TIME%.

RL‘BUFSPECCOUNT: Maximum number of buffer specifications allowed.
RL’ILRCREATEDATE: Same format as RL’DATE*.

RL‘ILRCREATETIME: Same format as RL'TIME#,

RL’ILRLASTDATE: Same format as RL’DATE%.

RL’ILRLASTTIME: Same format as RL TIME%.

RL‘RBPREDATE (+): Same format as RL’DATE*.

RL’RBPRETIME (+): Same format as RL'TIME#.

RL’RBDATE (+): Same format as RL’'DATE®.

RL‘RBTIME (+): Same format as RL'TIMEw.

RL‘LANGUAGE “ID: Same format as defined in the system configuration.

RL’LANG’MNEMONIC: Language mnemonic for this database.
Max imum of 16 characters.

RL’MAINTWORD: For data bases with no maintenance word this field has
2 semicolons (’;3”) and trailing blanks.

RL‘BUFFSPECS:
0: 1:_2: 3 _4: _5:_6: 7 _8: 9: 10:11:12:13:14:15 %
WD 68 lbuffers for 1 user Ibuffers for_2 users___| 104
69 |buffers_for_3 users Ibuffers for 4 users | 105
| ete... 1.
O | .
127 |buffers_for_119 users__|buffers_for_120 users 1177

- % All DATE and TIME fields can be formatted (for display purposes) individually by calling the
FMTCALENDAR and FMTCLOCK Intrinsics respectively. Both fields can also be formatted at once
with the FMTDATE Intrinsic.
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_LABEL_#1 %
WORD O | Password for user class 0 | o
1 | (this is a dummy field since user | 1
2 | class 0 is not defined) | 2
3| | 3
4 | Password for user class 1 | 4
5 | | 5
6 | | &
7| | 7
8 | Password for user class 2 | 10
9 | | 1
10 | | 12
1 | | 13
| |
o | .
124 | Password for user class 31 | 174
125 | | 175
126 | | 176
127 | | 177
_LABEL_#2
0 | Password for user class 32 | o
1| | 1
2| | 2
3] | 3
4 | Password for user class 33 | 4
5 | | 5
6 | | 6
71 | 7
8 | Password for user class 34 | 10
9 | | 11
10 | | 12
1| | 13
I |
- | .
124 | Password for user class 63 | 174
125 | | 175
126 | | 176
127 | | 177

The Password Table occupies user labels number 1 and 2. There are four words (8 characters) reserved for
each password. The relative position of a password corresponds to the user class number defined in the
schema. For user class numbers not defined in the SCHEMA, the four word field is filled with blanks.
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Item Read/Write Table

_LABEL_#3 % (Octal)
WORD O | Item! read/write bit map | o
o |
- |
71 | 7
8 | Item2 read/write bit map | 10
| |
< | .
15 | | 17
16 | Item3 read/write bit map | 20
| |
o | .
19 | | 167
120 | Item16 read/write bit map | 170
121 | | 171
127 | | 177

The Item Read/Write Table begins at user label 3. There are eight words for each Item Read/Write bit
map. For databases with more than 16 items, the read/write table continues in the next user label. The
specific format of this table is explained after the Set Read/Write Table since it is defined the same way.
The number of user labels occupied by the Item Read/Write Table depends on the number of data items
defined in the schema and can be obtained by rounding up (ceiling) the result of:

Num-of -labels = [(Num-of -items)*8]/128

Since there can only be a maximum of 1023 data items in the schema, the maximum size for this table in
user labels would be:

Max-size = [(1023)*8]/128 = 63.93 => 64 labels.
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Set Read/Write Table

) _LABEL_#? % (octal)
WORD 0 | Set!1 read/write bit map | o
1 | 1
2| | 2
3 | 3
4 | | 4
S | | s
6 | | 6
7 | 7
8 | Set2 read/write bit map | 10
9 | | 11
15 | | 17
16 | Set3 read/write bit map | 20
17 | | 21
119 | | 167
120 | Set16 read/write bit map | 170
121 | | 171
127 | | 177

The Set Read/Write Table begins at a user label boundary following the Item Read/Write Table. There
are eight words for each Set Read/Write bit map. For databases with more than 16 data sets, the
read/write table continues in the next user label. The specific format of this table is shown in the next
page.

The number of user labels occupied by the Set Read/Write Table depends on the number of data sets
defined in the schema, and is obtained by rounding up (ceiling) the result of:

Num-of -labels = [(Num-of -sets)*8]/128

Since there can only be 2 maximum of 199 data sets defined in the schema the maximum size for this
table in user labels is:

Max-size = [(199)*8]/128 = 12.44 => 13 labels
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Format for the Read/Write bit maps:

The Read/Write Table has an entry for each item/set in the database. Each entry is 8 words long and up
to 16 items/sets per record (user label). Within each 8 words, the first 4 words are the flags for the user
classes which have read access to the item/set. The second 4 words are the flags for the user classes which
have write access to the item/set. The detailed format for an eight word field is shown below.

A. Four words for read access:

0 15_16 31 32 47_48 63
| _word_1 |_word_2 [_word_3 |_word_4 |

4 words represent 64 bits. Bit n represents read access for user class 11 to the item/set. If bit n is set to 1
then user class n has read access to the item/set. For example, if the word settings are:

word 1 word 2 word 3 word 4
%000016 %020000 %000410 %001300

This means that user classes 12, 13, 14, 18, 39, 44, 54, 56 and 57 have read access to the item/set. If no
read/write security is defined at all for the item/set, then all of the read security bits are set to 1 by
default.

B. Four words for write access:

0 15 16 31 32 47_48 63

|_word_t1 T_wo rd_2 | _word_3 | _word_4 |

Write access flags have the same format as the read access flags. Bit n represents write access for user
class n to the item/set. If bit n is set to 1, then user class n has write access to the item/set For example,
if the word settings are:

word 1 word 2 word 3 word 4
%000010 %020000 %000000 %001100

This means that the user classes 12, 18, 54 and 57 have write access to the item/set. If no read/write
security is defined at all for the item/set, then all of the write security bits are set to 0 by default.
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Database Global Information (Record 0)

_RECORD_#0 %
word O | ROOT DBSTATUS | o
1 | TROOT’DBNAME I| 1
o .
4 | | 4
S |_ROOT'TRLRLGTH__ (trailer_area_length) | s
6 | ROOT BUFFLGTH (buffer length) | 6
7 | ROOT’LGTH " (rootfile length) | 7
8 | | 10
9 | ROOT’ITEMCT (number_of_items) | 11
10 I_ROOT'SETCT (number of _data_sets) | 12
11 I_ROOT’ITEMPTR (record | _#_ of item _table) | 13
12 I_ROOT’DSETPTR (record #_ of set table) | 14
13 |_ROOT'DSCBPTR____ (record_# of DSCBs) s
14 | ROOT’DEVICEPTR (record #_ “of _device_class_tbl)_| 16
15 I_ROOT DBGFLAG | 17
16 | RESERVED (set to blanks) | 20
o | .
19 | | e3
20 |_NOWOPEN | 24
21 I_MAXOPEN | 25
22 I_RR'RESTART'CALENDAR | 26
23 | RR’RESTART TIMESTAMP | 27
24 | | 30
25 | RR'RESTART FNAME | 31
o | .
28 | | 34
29 | RR’RESTART FGROUP | 35
o | .
32 | | 40
33 | RR'RESTART FACCT | 41
o | .
36 | | 44
37 | RESERVED (for future use) | 45
o (set to binary 0s) |
. | .
127 | | 177

ROOT“DBSTATUS - TurboIMAGE:
" (0:8) ‘C” in ASCII.
(8:8) Octal 2 (filler).
IMAGE (NLS versxon)
(0:8) ‘C” in ASCII.
(8:8) Octal 1 (filler).
IMAGE (pre-NLS version):
(0:8) "B’ in ASCII.
(8:8) Octal 1 (filler).

ROOT’DBNAME: DATABASE name left justified (last 2 chars are blank).
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ROOT'TRLRLGTH: The DBG trailer length. This is one of many variables
DBOPEN uses to determine the DBG size.

ROOTBUFFLGTH: The largest buffer size required to accommodate the
database blocks.

ROOT’LGTH (+): The size of the root file. This variable was changed from
a single word to a double word.

ROOT’ITEMCT: The number of items defined in the database.
ROOT’SETCT: The number of data sets defined in the database.

ROOT’ITEMPTR (+): The Item Table Pointer. It consists of the record
number where the Item Table resides.

ROOT'DSETPTR (+): The Data Set Table Pointer. It consists of the record
number where the Data Set Table resides.

ROOT'DSCBPTR (+): The DSCB (Data Set Control Blocks) Pointer. It consists
of the record number where the DSCB resides.

ROOT'DEVICEPTR (+): The Device Table Pointer. It consists of the record
number where the Device Table resides.

NOWOPEN: Number of data sets opened. This field is NOT used in IMAGE B
and TurboIMAGE.

MAXOPEN: Maximum number of data sets that can be opened. This field is
NOT used in IMAGE B and TurboIMAGE.

ROOT’DBGFLAG (+): 1: Information can fit in the DBG.
0: Information cannot fit in the DBG.

RR’RESTARTFNAME (+): Restart file name for DBRECOV stop/restart.

133



134

_RECORD_#1 %
word O | | o
1] | 1
| ITEM MAP | .
o | .
30 | | 36
31 | | 37
32 | | 40
33 | | 41
. | Reserved for future use =
o .
62 | | 76
63 | | 77
64 | | 100
65 | | 101
o SET MAP |
- | .
94 | | 136
95 | | 137
96 | | 140
97 | | 141
. | Reserved for future use | .
o | .
126 | | 176
127 | | 177

The Item Map occupies words O to 30. The Set Map occupies words 64 to 94. These two maps are new
in TurboIMAGE. The Item Map is used for searching an item in the Item Table and the Set Map is used
for searching a data set in the Set Table.

An item name (or a data set name) is hashed, through the internal hash function, to a double-word value.
The final hash value is the modulo for the double-word value by 31 ( double-word value MOD 31). All
items (or sets) which have the same hash value are chained together. There are total of 31 chains in the
Item Table (or Set Table). The Item Map serves as the chain head for each chain in the Item Table and
the Set Map serves as the chain head for each chain in the Set Table.



|
|
|
|
I
|
I
10 |
I
|
|
I
|
I
|
|

21
22 |
23 |
24 |

The Item Table starts in record 2. Each entry is 12 words long and the length of the table depends on the
number of data items defined in the schema. The relative position of an item definition depends on its

0: 1:_2:_3: 4: 5: 6:_T:_8: 9:10: 11:12:13:14:15 %

“item-name-1_

_item-no-of-synonym

_reserved-1 | _reserved-2
_item-type |_subitem-count
_subitem-length |_(not used)

item-name-2

item-no-of-synonym

reserved-1 | _reserved-2
item-type |_subitem-count
subitem-length |_(not used)

relative position in the schema.

item-name:

item-no-of-synonym (+): The number of the item whose name has the same
hashed result as this one (this is utilized
This has been

item-type:

A data item name, left-justified with trailing blanks.

for quick item name searches).

changed from a byte to a word.

One of the following: I, J, K,R, X, U, Z,or P

item-type

I
VALUES, 20J2;

| |subitem-length
| subitem-count

The maximum size for this table is 12*1023 = 12276 words

Note: The reserved-1 and reserved-2 fields are the old level numbers
for read and write security. Now, these values are always zero.

0
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Set Table

bits/ _0:_1: 2: 3: 4: 5: 6: 7: 8: 9:10:11:12:13:14:15 ¢

word 0 | set-name-1 | o
1] | 1
o |
O | .
6 | | 6
71 | 7
8 |_set-no-of-synonym | _reserved-1 | 10
9 |_reserved-2 |_data-set-type | 11
10 | DSCB-pointer | 12
1 | | 13
12 | set-name-2 | 14
13 | | 15

o | .

. | .
18 | | 22
19 | | 23
20 |_set-no-of-synonym | _reserved-1 | 24
21 |_reserved-2 | _data-set-type | 25
22 | DSCB-pointer | 26
23 | | 27
24 | | 30

.
. .

The Set Table follows the Item Table. It starts at a record boundry. Each entry is 12 words long. The '
length of the table depends on the number of data sets defined in the schema. The relative position of a
set definition depends on its relative position in the schema.

set-name: A data set name, left-justified and with trailing blanks.

set-no-of-synonym: The number of a data set whose name has the same

hashed result as this one (this is utilized for
quick set name searches).

data-set-type: One of the following: A, M or D.

DSCB-pointer (+): A pointer to the Data Set Control Block. It has been
changed from one word to a double word. The pointer
isa word offset from record 0. The DSCB is
described on the following pages.

The maximum size for this table is 12*199 = 2388 words.

Note: The reserved-1 and reserved-2 fields are the old level

numbers for the read and write access respectively. Since
this concept no longer applies, the values are set to zero.
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DATA SET GLOBAL AREA (set 1) |
(capacity, lengths, counts, etc) |

|

|

a. ITEM NUMBERS
b. ITEM DISPLACEMENT

Dscs
set1

|
|
fieldcount#2+1 |
I
|

(search item, sort item, etc.)
pathcount#3

" M M S N S S M N N S N

I

|

|

DATA SET GLOBAL AREA (set 2) |
(capacity, lengths, counts, etc) |

I

|

a. ITEM NUMBERS

| DSCB
b. ITEM DISPLACEMENT |
|
I

set2
fieldcount#2+1

(search item, sort item, etc.)
pathcount#3

N N M N Nt N S N N N N N ot

|

DATA SET GLOBAL AREA (last set) |
(capacity, lengths, counts, etc) |

|

|

a. ITEM NUMBERS |
b. ITEM DISPLACEMENT |
fieldcount#2+1 |

DSCB
last set

pathcount#3

——————————— —— — & ®.
S S S S S S g S S N N S

|
(search item, sort item, etc.) |
|
|

The DSCBs follow the Set Table in the Root File. There is one DSCB for each data set defined. The
function of the DSCB is to define each data set within the data base.
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Dsta Set Control Blocks (Global Area)

bit/ _0:_1:_2: 3:_4:_5: 6:_T7:_8: 9:10:11:12:13:14:15 %
word O | DSCAP (data set capacity) | o
1] | 1
2 |_DSBLOCKLGTH (block_length) | 2
3 |_DSMEDIALGTH (media_record_length) | 3
4 | _DSENTRYLGTH (entry_length) | 4
5 |_DSBLOCKFAC | _DSPATHCT | 5
6 |_DSFIELDCT | 6
7 |_X|_DSPRIMKEY | 7
8 |_DSPATHPTR (offset to path table) | 10
9 | logical end of file | 1
10 | | 12
11 | max num of records in set | 13
12 | | 14
13 | 17 words of binary zeroes | 15
29 | | 35
DSCAP - data set capacity as reported by DBSCHEMA.
DSBLOCKLGTH - data set block length including the bit map overhead.
DSMEDIALGTH - data set media record length (remember that this length includes the
pointer overhead)
DSENTRYLGTH - data set entry length.
DSBLOCKFAC - data set blocking factor.
DSPATHCT - data set path count. This is the number of paths that are specified
for the data set.
DSFIELDCT(+)- data set field count. This is the number of fields (items)
specified for the data set. It has been changed from a byte to a
word.

X-DSKEYTYPE -

DSPRIMKEY

DSPATHPTR

data set key type. If DSKEYTYPE = TRUE then the key is hashed.

data set primary path or key. For master data sets, this is the
field number of the search item. For detail data sets, this is the
path number of the primary path.

data set path table pointer. This is a Word offset (relative to its
own DSCB) to the data set path table which contains an entry for
each path defined. It points to Oth entry in the path table, so to
get to the first entry the pointer should be incremented by the
length of the entry (which currently is 3 words).



word 0 |_item_num_of_1st_field
1 |_item_num_of_2nd_field
2|
|

_item_num_of_3rd_field

|_item_num_of_last_field |

The Item Numbers Table is part of the Record Definition Table in the DSCB. It follows the Global Area
of the DSCB. The size of this table (in words) is equal to the number of items in the data set. This table
has been changed from a byte array to a word array to support larger item numbers, for example, 300.

The first field is the first item defined in the data set. The last field is the last item defined in the data
set.

0 |_word_offset_to_first_field |
1 |_word_offset_to_second_field |
2 |_word_offset_to_third_field |

.

.

. |_word_offset_to_last_field |
|_length_of_entry |

The Item Displacement is also part of the Record Definition Table in the DSCB. It immediately follows
the Item Numbers Table.

The word offset points to the starting location of the field within the media record. Remember that the
media record includes the pointer overhead so this offset varies for master and detail data sets. If a
master data set has only one path, the word offset for the first field is 11, since there are 11 words of
overhead (5 words for the synonym chain pointers and 6 words for the data set chain head). For a detail
data set with one path, the overhead is only 4 words.

The ’length-of -entry’ is the same as the media record length.
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word

.
.

1st path definition

2nd path definition

last path definition |

The Path Table follows the Record Definition Table in the DSCB. There are 3 words (6 bytes) for each
path definition. The Path Table for master data sets has a different layout from the Path Table for detail

data sets.

Master sets:

Detail

Byte
1-2 :
3-4 :
S :
6 :

sets:
Byte

Description

Item number of the search item in the related detail set.
Item number of the sort item in the related detail set.
Set number of the related detail data set.

Path number of the corresponding path in the related
detail data set.

Description

: Field number of the search item.

¢ Field number of the sort item.

: Set number of the related master data set.

¢ Path number of the corresponding path in the related

master data set.



Device Class Table (+)

%
word 0 | DevClass-name for set 1 | O
1] | 1
2 | | 2
3| | 3
4 | DevClass-name for set 2 | 4
5 | | 5
6 | | 6
71 | 7
8 | DevClass-name for set 3 | 10
9 | | 1
10 | | 12
1 | 13
12 | DevClass-name for set 4 | 14
13 | | 15
14 | | 16
15 | | 17
16 | | 20

The Device Class Table follows the DSCBs. It begins at a record boundry. There is an entry reserved for
each data set defined in the schema. Each entry is 4 words long. It contains the device class name which
can be optionally specified for the data set in the schema. For data sets without device class names, the
entries will be filled with blanks.

This table is created by DBSCHEMA. DBUTIL uses this information to create the data sets. A data set
without a device class defined will be created with "DISC" as the default. Once the database is created,
the information in this table will NOT be used again. The new DBUTIL command "MOVE" moves a data
set from one device to another. However, it does not update the Device Class Table.

The length of the table depends on the number of data sets defined in the schema.

The maximum size for this table is 4*199 = 796 words.
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Data Set Structure

A data set is an MPE file, with a file code of -401, created by DBUTIL. It consists of a user label for the
data set information, and many records for the user data. The record size by default is 512 words, fixed,
binary format with a file system blocking factor of 1. A record is 2 TurboIMAGE block. The block size
can be defined in the schema to be different from the default by using the TurboIMAGE blocking factor
and BLOCKMAX options. A different blocking factor can be specified for each data set. Following is an
example of defining a blocking factor:

NAME : SETA, Detail

ENTRY: itemt,
item2,
item3,
itemlast;

CAPACITY: 511(22);

In the above example, the data set SETA has a capacity of 511 and a blocking factor of 22, i.e. 22 entries
in a TurboIMAGE block. The blocking factor is used to define the block size. If the block size is larger
than the default, the BLOCKMAX must be specified before the data set:

$CONTROL BLOCKMAX=nnnn

where "nnnn" is the maximum block size for the data sets that follow this statement.

Following is the general format of a data set:

LABEL O | Data Set Information |

User Data (first block)

| |
RECORD 0 | |

| |

| User Data (second block) |
RECORD 1 | |

| |

| User Data (last block) |
RECORD N |




Data Set Information (Label 0)

The Data Set User Label consists of 6 words of information. The information for a master data set is
different from a detail data set.

Master:

word 0-1: The record name# of the last entry allowed in the set,
i.e. the capacity of the data set.

2-3: The number of free records in the data set. This
number is incremented when a record is deleted and
decremented when a record is added. To determine the
current number of entries in the data set, subtract
Word 2-3 (free records) from the data set capacity.

4-5; Not used.

Detail:
Word 0-1: High Water Mark. This is the record name of the
highest record that has been used in the detail set.
It is wupdated by DBPUT only. For example, a detail
set with 75 entries and a capacity of 100 has a High
Water Mark pointing to the 75th entry. The High Water
Mark stays the same even after entries are deleted.

2-3: The number of free records in the data set; this is
the same as the master data set.

4-5: The delete chain head for the detail set. It points
to the record most recently deleted. It has a value
of zero if no records have been deleted from the
data set.

*+ A record name is a double word that consists of a block number (i.e. file system record number) and the
slot number in the block. The first 3 bytes is the block number and the last byte is the slot number. A
slot is an area in the block allocated for a media record. The first media record in the block is slot
number 1. The last media record is slot number N where N is the blocking factor. The first block in
the data set is block number O.

The format of a TurboIMAGE block is the same as described in the IMAGE Reference Manual with the
exception of the chain count in the master entries. The chain count has been changed from a single to a
double word. The largest number that can be stored in a single word is 65K, thus 6 SK was the limitation
for IMAGE. With a double word, TurboIMAGE does not have this limitation. However, this DOES NOT
mean that all entries in the set should be linked in one chain. It would have a negative impact on the
performance of chain reads. In fact, it is strongly recommended that all chains be kept short.
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MULTI SYSTEM DATABASES
By Rolf Frydenberg
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Oslo, Norway

SUMMARY

The term Multi System Databases (or MSDB, for short), is used to refer to
applications that utilize data from more than one database, located on geograp-
hically separated computers.

The paper presents and discusses MSDB, or distributed data sharing systems
as they are sometimes referred to. This area is still largely experimental,
but a major R & D effort is going on. MSDB will probably become of major im-
portance within the next decade, and at least by the turn of the century.

The first part of this presentation focuses on the end-user needs that make
MSDB a future necessity. Distributed data sharing systems based on homogeneous
computers and database management systems are discussed, as well as those based
on heterogeneous systems.

The second major part of this paper presents two existing (though mostly
experimental) MSDB“s. We have also included a brief prensentation of HP3000
capabilities in this area.

Finally, we indicate the direction we think this area is moving in, and how
we - as users - can prepare for that development.

I. WHAT IS A MULTISYSTEM DATABASE?

Before proceeding to the details of this presentation, I would like to give
you a thumbnail sketch of what multisystem databases are. This should bring
the area into closer perspective, so that we all know what we are looking at.

A multisystem database is a database that consists of information stored on
more than one computer system. The data stored may be of different formats, or
the same. And we will also look at any file - flat file, KSAM file, or "true"
database - as being a database or part of one; so long as a description of its
format is available to us.

The computer systems that store the multisystem database may be identical -
e.g. a set of HP3000°s - or they may be different - e.g. some PC’s, some
HP3000°s and a non-HP mainframe.

The data communications link between the computers is assumed to work, but
we will not specify it in any level of detail: It might be a dial-up asynchro-
nous link, a leased 9600 bps line, an X.25 connection, or an SNA-link. For
the sake of this presentation, we will ignore those differences.

Let me also mention that there are two other expressions often applied to
multisystem databases: Distributed databases, and distributed data sharing
systems. We will treat these expressions as referring to the same genereal
concept, though some people do consider at least the term "distributed databas-
es" as being more restrictive that the other two terms.

There are many possible approcaches to distributing a database over a net-
work of computer systems. Four of the main distribution strategies are:

1. Independent databases; this means that each computer system has its "own"
database(s), controlled fully by this computer system. Each independent
database "contributes" some of its data to the overall Multisystem
database.

2. Centralized database with replicated subsets; this means that there exists
one, centrally located, database, which contains all the data. Subsets of
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this database are copied to other locations, mainly for higher speed of
access to frequently used data. Typically, updates are only accepted at
the central site, and transmitted to remote locations in batches.

3. Horizontal partitioning; this means that the same record types may exist
at many locations, but a specific record is at just one location. A file
of orders, for example, could be distributed so that all orders are located
at the warehouse that will process them.

4. Vertical partitioning; this means that different components of a specific
record may be located at different sites. In a vertically partitioned da-
tabase, some kind of replication may be used, so that all locations may
know all customer-numbers and customer-names, but more detailed information
is only stored at the site that actually handles this customer.

In many real-life situations the best solution is a combination of strate-
gies. Strategy number 1 - independent databases - is the most common method of
handling the integration of previously independent databases. That makes this
strategy important now, though not necessarily as important in the future.

Another aspect of multisystem databases is whether they allow purely local
users to exist. Local users are those who access data on one specific computer
in the network, without knowledge of, or access to, the "complete" mulitsystem
database. Some MSDB systems allow this - particularly those systems desizned
to handle existing databases - whereas others treat all users as global users,
and all transactions as global transactions.

Processing global queries (i.e. data retrieval from the multisystem databa-
se) is a reasonably straight forward operation. Updates, though are potential-
ly much more complex. There are two reasons for this complexity: If data is
replicated, then all copies of the record must be updated; if the record is
split between multiple sites, then all sites must update their part of the rec-
ord. And, of course, the MSDB’s system must keep track of whether the indivi-
dual updates succeeded, and if they did not, then it must perform whatever
backtracking is necessary.

If there is no replication within the multisystem database, then it is pos-
sible to restrict all updates to being purely local transactions, i.e. transac-
tions that may be processed completely on a single computer system. This sig-
nificantly simplifies the manner in which updates are processed. Centralized
systems also simplify updating the database, since only the central copy of the
data must be updated.

II. THE NEED FOR MULTISYSTEM DATABASES

A large amount of research into the area of multi system databases is cur-
rently being carried out all over the world. 1Is this research just being car-
ried out "for the fun of it", as the business world often accuses the academic
community of, or is it something we will really need in the not too distant
future?

It is my contention, that multi system databases are something we need, and
consequently that it is an important topic for research. And though it may
take a number of years before complete, high-performance, easy-to-use systems
are available, we need to forge ahead in this research. There may be many in-
termediate solutions that represent small steps in the right direction.

Since this is not intended as a theoretical paper - I am not a theoretical
computer scientist, but rather a practical engineer - let me present the kind
of situations where I think multi system databases can represent a solution for
users.

Many data processing users currently have more than one computer system.
This is true not only of large corporations with central mainframes, but also
for medium-sized companies that may have two or more minicomputers; or smaller



companies where the computer mix is made up of microcomputers only, or micros
combined with minis. In all these cases, corporate data is stored on more than
one computer.

These, often diverse, computer systems communicate more and more closely.
This need for communication has grown out of the need for access to data
through terminal-emulators, but that is only a brief stage in the total deve-
lopment of corporate data communications: As the storage capacity of ‘'non-
central" computers (micros and minis) continues to grow rapidly, so the need
for accessing this data directly, instead of transferring it to a central site
and accessing it there, grows proportionately.

For many users this is already in the process of becoming a problem. The
amount of data stored at the decentralized sites is growing so rapidly that it
is no longer possible to copy everything to the central site. So far, the so-
lution is to keep "local" data at the decentralized sites, and "common" data at
the central site. But this is not a valid solution for the future: Data is a
common corporate resource;,; and timely access to it is getting ever more
important.

In addition to the amount of local data increasing at a rapid rate, yet
another issue is cropping up: More and more "local" applications alsoe need
access to central data files, so parts of central databases are frequently cop-
ied to the local sites. As soon as this data is updated centrally, the local
data bases are no longer consistent with the contents of the central data base.
Current DBMSs do not have any functions for managing this. Consequently, de-
centralized sites do not know whether the data they use is valid or not!

The interim "solution" to this problem, is to copy the databases regularly
(e.g. once a week), or to collect all updates in a special file, which is
transferred at regular intervals to all sites. Either of these methods is use-
ful, but it does not completely solve the problem: It is only immediately aft-
er the file transfer that the databases are consistent; as soon as a single
update is made to the central data base, consistency is lost.

Another problem is that all updates of such databases must take place cen-
trally: If we allow updates at the local level as well as the central level,
consistency is not only lost much faster, we can end up with updated informati-
on being replaced by "obsolete" data from the central database at update-time.

One approach to solving this kind of problem is to avoid centralization,
and let every local site manage its own data. This means that for data which
is really common to all sites, wé end up with as many copies of it as we have
sites. If the amount of common data is small, this may be acceptable, but.in
most cases it is not acceptable.

Yet another problem with this distributed approach of data management at
each site is the problem of stuctural consistency between databases. Even in
very distributed corporations, with high degree of local control of operations,
there is a need for communicating information to higher levels of management,
where this data is collected into corporate wide data. For this reason, as
well as for reasons of accountability and controllability, the data structure
used to store one type of data should be consistent across all local sites
within the corporation. With complete local control, this will often not be
the case. '

Perhaps the main reason why HP3000 users are among those who need distribu-
ted databases the most, is that the HP3000 is so popular as a departmental com-—
puter. For this reason, a large number of the corporations that have HP3000s
have more than one such computer. When you add to this the fact that the
HP3000 has very good data communications facilities (to other HP3000s particu-
larly, but also to other computers, e.g. IBM mainframes), you get a system that
is almost 'begging" to be used for the implementation of multi system
databases.
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III. CURRENT SYSTEMS

The currently existing multisystem databases (MSDBs) are all experimental.
But these exipermental or pilot projects at least to some extent indicate the
driection in which the world of distributed processing is moving. And even
though a number of these projects are based in the academic community, which
has not always been known for a commercial orientation, there seems to be a
significant amount of realism behind many of the projects.

The selection of systems that we have done for this presentation is somewh-
at random or haphazard. But they should still represent a cross-section of the
types of experimental multisystem databases currently under investigation at
research imnstitutions all over the world. Much of this presentation based on
data presented at the Second and Third International Symposia on Distributed
Databases, held in 1982 and 1984, respectively. The proceedings from these
conferences are available in book form (see the chapter on references).

III. A: MULTIBASE

Multibase is a set of programs for accessing data stored in multiple data-
bases. These databases may exist on identical or diverse computers. Multibase
is intended as a commercial product, and as such is no longer a "prototype".
Multibase is a product of Computer Corporation of America. It is currently
only available for IBM mainframes.

There are four main reasons why we have included Multibase in this
presentation:

1. Multibase is a "real" product, not just a prototype;

2. Multibase is a typical query-only multisystem database;
3. Multibase allows access to existing databases;

4. Multibase uses a copied catalogue concept.

This makes Multibase an "extreme" multisystem database from one point of
view, and it makes it very easy to contrast Multibase with another - and very
different - MDBS: POREL. We will have more to say about POREL later; for now
let us concentrate on the features and functions of CCA°s MultiBase.

Multibase is a product that allows relational queries to be made that ac-
cess multiple databases, on multiple computer systems. Queries Multibase are
formulated based on an integrated schema, which defines a "virtual" databases
(called views) that each may consist of the data in relations stored on one or
more of the computers in the network.

Some views may be "simple" in that they access only data stored in one re-
lation, whereas others may be quite complex, and access data in multiple rela-=
tions, with mapping of data from one field or item to another. Multibase also
supports recalculation before integration. An example of this is when data
from relation A specifies monetary values in Pesetas, and relation B specifies
it in dollars. In the integrated view, such monetary values from relation A
are recalculated as dollars before being introduced into the integrated view.

Another feature of Multibase is that it does not require the actual data
storage to be relational. There are internal facilities in the system for re-
lational retrieval of data from other types of databases, including hierarchic-
al and network databases. This means that pre-existing databases of almost any
type may be accessed from the query facility of Multibase.

A Multibase user has access to a language called DAPLEX for data definition
and manipulation. This language is first used to set up the views, through
definition of a Global Schema. Subsequent access to the integrated multi sy-
stem database is though this schema. Additionally, DAPLEX Local Schemas are



defined for each actual database to be accessed. These schema map one-to-one
to the Local Host schemas, which define each database in the "native" database
definition language of the local computer system(s).

The overall organization of Multibase schemas is as illustrated below:
DAPLEX Global Schema

! ! ! !
! ! ! !
!

! ! !

DAPLEX Local DAPLEX Local eee DAPLEX Local
Schema No.l Schema No.2 Schema No.N
! ! ! !
! ! ! !
Host Local Host Local PN Host Local
Schema No.l Schema No.2 Schema No.N

Figure 3.1: Multibase schemas.

When a user accesses Multibase, he does so through the Multibase Global
Data Manager (GDM). The GDM finds out how to process the query from the Global
Schema. The GDM splits up the query into a number of "single-site" queries
i.e. queries that can be accessed with knowledge only of one DAPLEX Local Sche-
ma. The GDM then forwards these single-site queries, through the communicati-
ons network, to Local Database Interfaces (LDIs), where the DAPLEX Local Schema
is used in order to retrieve the necessary data from the actual database. LDIs
then send their results back to the GDM, which performs any required coordina-
tion of data, or operations that require data from more than one host computer
Finally, the GDM passes the results of the whole query back to the user.

We have illustrated the relationships between the GDM, LDIs, and
schemas in the following figure:

Schemas used: Information flow:
DOWN: UP:
END USER
! Global Query Result
!
DAPLEX Global GDM
1 Single-site Formatted

! ! ! Query Data
DAPLEX Local LDI No.l cee LDI No.N

! ! Local Query "Raw'"-data

! '
Host Local DBMS No.l DBMS No.N

Figure 3.2: Multibase component interaction.

The Global Data Manager is the central piece of software in Multibase. It
contains a number of advanced functions, including a description of each LDI
concerning the capabilities - or lack of such - at each site within the net-
work. This ensures that the queries sent to the LDIs only request functions
that really are supported by the local Host DBMS. This function should help to
keep the amount of work in creating Multibase LDIs for new systems low, which
again means that Multibase might quickly become implemented on a number of di-
verse computers.
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Among other GDM functions, which are not unique to Multibase, but rather
standard for MSDBs, are global and local query optimization, and an auxiliary
database for data needed to coordinate data from different local databases Mul-
tibase uses an internal DBMS to access this database in the final stage of pre-
paring the results for the user.

The Multibase Local Database Interface (LDI), which gives DAPLEX support to
each local host DBMS, is a relatively simple processor. Its main purpose is
the translation of queries from the DAPLEX language to whatever the host sup-
ports. As has been noted previously, the GDM has knowledge of which functions
are supported by each LDI/Host DBMS combination, which also simplifies the de-
sign of each LDI. For a typical DBMS, the effort necessary to implement an LDI
is of the order of 3-6 manmonths.

We can probably assume that typical Multibase networks will contain two
types of nodes: Those that support a GDM and LDI, and those that only support
an LDI. This means that Multibase is not a uniformly distributed system, which
may not matter much to actual users.

At the time of writing this paper, the author knew of no sites where Multi-
base has been implemented. But since the product is now commercially available
the first real user experiences should be available soon.

IIL. B: POREL

POREL represents one of the other extremes of multisystem databases. POREL
is a prototype developed at the University of Stuttgart in the Federal Republic
of Germany. Among the major differences between POREL and Multibase are:

l. POREL is still only a prototype, not a product;

2. POREL only allows access to databases created with POREL;

3. POREL allows for all types of access, update and add as well as
retrieval;

4. POREL uses a distributed calagoue, where some information may be
retrieved from other sites;

5. POREL treats all users as "global".

In other words, we are looking at a database system with significant diffe-
rences as compared to Multibase. Many of these differences, though on the po-
sitive side; they are additionmal features, not available in Multibase or compa-
rable systems.

Perhaps the most negative difference, from a user’s point of view, is that
POREL requires all databases to be recreated. If data is to be copied over
from an existing database, the user will have to develop the necessary programs
on his own. This makes POREL primarily useful for dedicated, applications.
This clearly contrasts with Multibase, which is primarily intended as an access
method to existing databases.

Let us now take a closer look at POREL, which it definitely deserves: It is
a very interesting system, and may point the way farther into the future then
the much more restricted Multibase-system. v

POREL is a distributed database management system developed for a network
of interconnected minicomputers. POREL has been implemented on minicomputers
with an 16-bit addressing range, and therefore consists - on each computer - as
a set of interacting processes. All of POREL has been written in PASCAL. (This
should make it possible to transport POREL to the HP3000 and HP1000 systems if
desired; though I have not performed any evaluation of this possibility).

For computer-to-computer data communications, POREL uses X.25. A POREL
system may be arbitrarily large, but the greater the number of processors, the
higher the probability of failure in communications.



One of the most noteworthy features in the design of POREL is the emphasis
placed on reliability and error-recovery. POREL is designed not only so that
the failure of one node does not bring the network down, but the restart of
nodes, including picking up where they were when they failed, has been careful-
ly designed. (This may lead one to suppose that the computers used to imple-
ment POREL are unreliable, or that the level of programming performed is not
reliable. There is no proof of either of these assumptions, though).

POREL transactions are described through either the use of a special query
language (RDBL = Relational Data Base Language) or though special code availa-
ble to PASCAL programmers (P-RDBL). This PASCAL-support is based on the pro-
grammer inserting special statements in his code, which is converted to proce-
dure calls by a pre-compiler.

During the compilation of a PASCAL program with P-RDBL statements, or th
compilation of a query stated using regular RDBL, a Network Independent Analy-
sis is performed. Then, after all checks have passed at this level Network
Oriented Analysis is performed. At this stage POREL may access nodes in order
to retrieve information about data stored there. )

When a complete transaction has been analyzed, it may be executed. This
cause sub-queries to be sent to all relevant processors, and they are asked to
retrieve the specified data. 1In the case of an update, a two-phase locking
strategy is used, whereby first all data is locked (at all involved locations)
and then the update is performed through the use of a COMMIT command. This
allows for backing out of a partially completed update if one or more node(s)
should fail during the update.

All POREL machines keep track of transactions in progress, and can therefo-
re recover from the point where they were, should any kind of failure occur.
The machines also keep track of which other systems are UP or DOWN, which helps
avoid locking some data entries when it will not be possible to lock all the
ones that are needed for the transaction, because one or more of the machines
required are down.

POREL also has support for storing parts of a relation on different comput-
ers as well as for storing duplicate copies of a relation - or part of one - on
separate computers. This will help keep the amount of data communications down
during query processing, but it adds a lot of complexity to update processing.
If we assume that query is the most common operation, and update is much less
frequent, this may not necessarily impact performance of the overall system too
much.

In managing multiple copies of a relation, POREL marks one as being prima-
ry,and the other ones as secondary. Updates of secondary copies may be delayed
until the next time the data in this tuple of the relation is needed, which
means that we can postpone some of the update activity until the system has
"jdle" time. POREL also keeps track of whether there are any outstanding upda-
tes to be performed on a secondary copy of a relation, to avoid letting users
retrieved not fully updated information.

IV. HP3000 CAPABILITIES

The current capabilities of the HP3000 file and database systems do not
include MSDB support. But there are ways of implementing some MSDB type
functions. In this chapter we will look at some of these, both implementation
of multisystem databases where only HP3000s are involved and where the HP3000
is a node in a non-HP network (in this case, an IBM mainframe oriented SNA-
network) .

153



154

IV.A: HP3000-TO-HP3000 MSDB’S

In order to access one HP3000 from another, the natural data communications
product to use is DSN/DS. This product allows two or more HP3000s to be con-
nected together, running either BSC protocol or X.25 over a public packet swit-
ched network (PSN). When using X.25 over a PSN, the HP3000 can also communica-
te with computers from other vendors that support this method of communication.

DSN/DS can also be used to communicate with HP1000 computers, both the BSC
protocol and X.25 is supported on these computers. In this presentation we
will concentrate on communication between two or more HP3000s all of which DSN/
DS/X.25 over a packet switched network.

(HPs NS (Network Services) product, which handles communications over Local
Area Network (LAN) can also be used for HP3000-to-HP3000 communication. For
the presentation of DS in this paper, NS and DS may be viewed as providing es-
sentially the same services. We will therefore only refer to DS, and it is up
to the reader to supply this with a comment of "or NS" in each instance, if he
so desires.)

DSN/DS allows a user on one HP3000 to log on to another HP3000, and to run
those programs on the remote system which his account- and username give him
access to. It is also possible to handle the logon etc. programmatically, so
that the user is not aware of the connection. With DS/X.25, one physical line
be used to access multiple computers simultaneously, by one or several usars.

(X.25 allows up to 4095 simultaneous sessions across one link; no current
HP3000 system can handle it, and the amount of data transmitted would be much
higher capacities than is currently available: Typical DS/X.25 connections are
at 9600 bps, or 1200 characters per second. Should 4095 users share this capa-
city, they could each send one character every 3.5 seconds!)

One of the many important features of DS, compared to similar offerings
from other vendors, is the complete transparency of a DS-connection to softwa-
re: A simple FILE-equation can be used to signal that a file resides on another
computer; the file system will then automatically use Remote File Access (RFA)
capabilitites to access the file on the remote system, in a fully transparent
manner - as seen from the user and the application program.

The same kind of capability is available for databases, through DS Remot
DataBase Access (RDBA). This provides the capability of accessing IMAGE data-
bases on remote systems as if they were locally available.

RFA and RDBA are important capabilitites, but do not really support multi
system database access. One of the reasons for this is that they do not allow
for processing of queries on the remote computer before passing the result back
to the host (or local) computer. For this reagon, selecting data on other than
an exact key match, will cause too much data to be transmitted over the data
communications link.

Let me give a small example: Let us suppose we have an IMAGE master that
contains information about customers. The key is probably the customernumber
or the customer name. If we want to find the customers who are in the city
Madrid (which could be none!), we will have to search serially through the set.
In this case, if we use normal RDBA, information about about all the customers
would be transmitted, and the application program would have to select the data
it actually needs.

(There is only one available method for optimizing this access; that is to
read only a few fields from the set, typically the key (customer-number) and
the field we are scanning (city). For those that match, we can afterwards do a
direct lookup by key to get all information about this customer.

In order to support true multi system databases, we will have to develop
efficient programs that allow us to pass a query to the remote computer, inste-
ad of an IMAGE intrinsic call. For relatively simple types of queries, this
should not be too difficult. The easy way to do it, is to develop inter-



process communication for the standard QUERY/3000 program, and use this as the
vehicle for retrieving information from databases on multiple systems.

There is another facility that is needed as well. This is the ability to
specify, in a DICTIONARY type of format, where the individual databases that
form our overall multisystem database are located. This dictionary must be
capable of defining different types of data transformations that should be per-
formed on the local data before it is compared with data from other databases,
i.e. before it is integrated into the overall multisystem database.

IV.B. HP3000-TO-IBM MSDB’s

Many HP3000 users also have large IBM minframes as their central data pro-
cessing systems. These users frequently communicate between their HP3000s and
the maniframe(s), using either the BSC products (RJE, MRJE, or IMF), of the SNA
products (NRJE or SNA IMF). For interactive communications, only two of these
products may be used, IMF (for BSC) and SNA IMF. These two products are compa—
tible from the point of view of a user program attempting to access data on the
mainframe, since they have exactly the same intrinsics. There is only one
slight difference in one of the intrimsics (OPEN3270, which is called only once
by a program anyway).

There are three types of multisystem databases that can be created for a
mix of HP3000s and IBM mainframes. These are:

1. HP3000 can access IBM, not the other way;
2. 1IBM can access HP3000, not the other way;
3. Access is allowed both ways.

For approach 1, above, programming need only be done on the HP3000. For
access other way, it is necessary to. implement programs on both types of com-
puters even though approach 2 does not require access in both directions. This
is because IMF is a "one-way" type of product, for HP-to-IBM access, and requ-
ires that communication is started from the HP3000.

Currently, there are some users who do interactive access to data stored on
IBM mainframes from HP3000s. This is mostly done in a tailored manner vhere
the application contains its own code for the actual data access on the main-
frame. To the best of my knowledge, no general system exists. But a general
approach has been described at a previous INTEREX conference, by the author of
this paper. Below I will try to explain how multisystem database access to an
IBM mainframe is possible with the current HP3000-to-IBM mainframe products:
IMF and SNA IMF.

The lowest, user—accesible, level of both IMF products is a well-defined
set of intrinsics. These intrinsics allow the user-program to emulate all fun-
tions of an IBM327X terminal with 24 lines of 80 characters each (i.e. larger
screen sizes and graphics are not supported). By calling these intrinsics, the
user-program can access any IBM mainframe database accessible through a user-
oriented program (e.g. a query faciliy).

The customized way these intrinsics are currently used is to allow program
interactive access to specific programs, which again access data in one or more
specific databases. By redesigning these programs, to work with a general que-
ry facility on the mainframe, and a data dictionary (which could be on either
system) it is possible to allow the user to formulate a query on the HP3000,
execute the query on the IBM mainframe, transfer the resulting data to the
HP3000 via "screens", and finally reformat and display the data to the end-
user. This kind of facility exists today on PCs, generally designed to work
with a specific mainframe query-program, often from the same vendor as the PC
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This kind of facility exists today on PCs, generally designed to work with a
specific mainframe query-program, often from the same vendor as the PC
software.

On the HP3000 we can take this approach one step further. We can develope
a data dictionary facility on the HP3000 that allows for specification of main-
frame and HP3000 databases (local and remote), and then allow the user to for—
mulate queries based on all these databases. These queries must then be sp
into subqueries, one for each computer, and transmitted to these system, where
the database is located for execution. :

For this approach to be really useful, it would be an advantage to providea
vendor-independent access-method to the mainframe, since HP3000-users have dif-
ferent query-facilities on their IBM mainframes. This is a challenge to HP and
to third parties who have HP3000-based query and data dictional products.

Another approach to multisystem databases in a mixed HP-IBM environment, is
it implement an IBM mainframe oriented distributed database program, for examp-
le Multibase, on the HP3000. This approach would consist of two components:
The necessary software for allowing the MDBS to access IMAGE databases (ile.
the LDI level of Multibase), and the actual software for managing distributed
queries (i.e. the GDM facility of Multibase). This, of course, would have to
be done by, or in cooperation with, the vendor of the MDBS.

Perhaps one of the first pieces of software that will really help us to
move in this direction is HPSQL - an HP-developed, SQL-compatible query langua-
ge the HP3000. This product could work as the access method to HP3000-based
databases, and would make it easier to ensure compatibility between queries
formulated based on HP3000-structured databases, and IBM mainframe database
systems.

V. FUTURE TRENDS

In this paper so far, we have looked at the current "future of the art" and
at most a few years into the future. Let me now look a little further ahead
towards "the shape of things to come".

There are three specific trends that impact multisystem databases, and we
will look at each of these in turn. They are all related to standardizationm,
within the following areas:

i. Data communications facilities
ii. Database structures
iii. Database query languages

V.A. TRENDS IN DATA COMMUNICATIONS

There are three trends in data communications worth watching. They are:

i. Protocol standardization, which focuses on the Open System

Interconnection (0SI) Model from ISO. The lower three levels of 0SI are

virtually identical to X.25. (IBMs SNA is another focus for

standardization).

ii. Digitalization, which means that future communication services will be
provided through all-digital packet- and circuit-switched networks; the
modem is on its way out of basic system-to-system communications.

iii.Higher transmission rates, which makes the movement of significant amounts
of data through public and private networks feasible without excessive re
sponse times.

Taken together, these trends will lead to the availability of high-speed vir-

tually error-free data communications between all points on the globe



(or into space, for that matter). In the 1990s the typical packed-switched
interface will probably work at speeds up to 1 Mbit per second, rather than the
current 9600 bps.

All significant vendors in the 1990 computer business will supply software
and hardware to connect their systems to others, all supporting at least the
four or five lowest levels of OSI. With standardized LAN facilities in the 10-
100 Mbps range, local communication should also be standardized.

V.B. TRENDS IN DATABASE STRUCTURES

Perhaps the most significant trend in database structures of late, is the
movement towards relational and semi-relationals structures. Another trend is
the emergence and use of system-wide data dictionaries, that can be accessed
from a multitude of programming languages, and that can perform additional
tasks such as data base creation and restructuring.

Another trend in databases is the growing size - though not necessarily
complexity - of databases in common use in businesses. This is a trend that
has been made possible though the rapidly falling prices for direct-access sto-
rage media. The emergence now of optical-disk systems for archival datastora-
ge, means that in the future "old" data will not be stored offline on magnetic
tape (or paper, for that matter) in a vault somewhere, but will be accesible
on-line at all times. This will severely impact database size.

Even on single computers, there is a trend towards integrating data from
multiple databases into one common database - logically if not physically. This
means that some of the basis for implementing distributed databases is already
in place.

V.C. TRENDS IN QUERY LANGUAGES

Query languages of one form or another have existed since before the term
"database" was invented. Most of the query languages in existence today (in-
cluding HP QUERY/3000) are more or less ad hoc solutions that have developed
slowly over the years, and have a set of functions dictated by combination of
history and user demands.

With the trend towards a standardized set of database functions, i.e. the
relational model for database structure, a standard for database query is
emerging. This is the query language SQL (Structured Query Language, also
known as SEQUEL), developed by IBM. Most vendors of relational database sy-
stems seem to have jumped on the SQL bandwagon, and sell an SQL-compatible que-
ry language together with their DBMS. This is now also true of HP.

More and more of the SQL-compatible query languages support a programmatic
interface, so that database access from a program can take place through the
same, simple interface that is used by on-line users. This is definitely am
advantage, something anybody who has programmed using procedure calls for data-
base access will recognize. This is even more true of programmers with expe-
rience from DBMSs such as IMS.

In the rapidly expanding world of multisystem databases, SQL can almost be
considered the "de facto" standard for query languages. This trend will conti-
nue, and we will also see that SQL-compatible query languages will become avai-
lable for non-relational (i.e. network or hierarchical) databases.
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CONCLUSIONS

This paper has spanned a wide area of topics, and therefore has been unable
to cover the subject-matter to any great depth. Additionally, the area of
Multisystem Databases is a very large one, and it is growing rapidly. So we
have only scratched the surface. But still, we may draw certain conclusions
from the content of this paper. These are:

1. Multisystem Databases are possible;

2. Several approaches exist, with different capabilities;

3. The HP3000 datacommunications capabilities make it an interesting computer
for implementation of multisystem databases;

4. Several future trends point towards making multisystem databases feasible
in the near future.

So, in order to approach the year 2001 in a forward-looking manner, what do
we do as HP computer users, need to think of? 1In this area, at least, we
should consider the following:

1. Move towards relational or pseudo-relational database management systems,
not just on HP3000°s, but on all our computers;

2. Move towards standardized query/retrieval languages for databases,
particularly systems such as HPSQL;

3. Use only internationally standardized data communiation facilities,e.g.
X.25 for wide-area datacommunications, and IEEE 802.3 for local area
networking.

By following the above guidelines, we should be on our way towards solving
the data-processing and data-communications challenges of the next few
decades.
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TRICKS WITH(IN) IMAGE
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Summary

IMAGE-databases are very attractive for storing information: they
are very reliable, they are easy to use, they can be accessed by
querylanguages and they can be easy managed. Allmost every application
on a HP3000, which is very important or deals with a huge amount of
data, is forced to use IMAGE for its data-storage. (Of course there are
other possibilities, but that seems to be more 1like re-inventing the
wheel) .

Unfortunately IMAGE/3000-databases have also some disadvantages:
they can become slow if chainlengths or datasetcapacities are growing
(10.000 entries is fine, but 1.000.000 entries is something else !!),
they don't provide in a indexed access, their structure is sometimes too
simple or rigid for the given problem.

This paper describes a method for "inventing tricks" to bypass the

problem (which by the way can be applied to all kind of problems) and
gives detailed (non-PM!!!) methods to overcome some IMAGE/3000-problems.

1. The "finding tricks"-technology

We will illustrate this technology through the use of the following
example:

- A certain bookkeeping application had some databases and some
other files in a separate account per company for which
bookkeeping was done by a certain group of users. The files
were builded by the financial on-line program and formed the
input of a complex batchprogram that runned at night.

- If a wuser wanted to switch to another company, he had to log
off and log on in the appropriate account. This involved a 1lot
of overhead, and had to be done for every single inquiry in
another account (company).

- The programs could easily be adapted to access the database and
files in another account, BUT could not create (:BUILD) the
inputfiles in another account (where the batchprogram and
on-line programs of other users expected them) unless they
should use PM.

1.1 Getting started

The first thing that has to be done is to FORMULATE THE PROBLEM.
For the above example this seems to be "building files into another
account". This is really THE problem, because if you could build
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files into another account, the users could "swap" easily from the
bookkeeping system of one company to that of another one (
reinitialisation + close/open of database and files ).

1.2 Think it over

The second step is : "WHY DO WE WANT TO SOLVE THIS PROBLEM?". Why
do you want something to do that is very difficult, impossible or
has some disadvantages ? In this case the reason is that programs
expect to find the files in the "home-account", but that you can't
build them from another one.

1.3 Look for "weak" and "strong" points

When we've 1located the real problem, we can attack it. It is

comparable with the situation of an army that has surrounded a fortress
and wants to take it over.
One could take the fort by attacking the big entrancedoor with a lot of
soldiers. But is very likely that the ‘'current fortress owners' have
made a fine defence system around the door and that the door is made of
a very good material. The door is a "strong" point of the problem and
its better to avoid it. Perhaps there are more less obvious ways in
entering the fortress, but giving the same result. The defence systenm is
perhaps not so strong if you could go in by the system that provides the
fortress in fresh water. '

In our case the implicit expectation of finding/building files in
the homeaccount is the "strong point".
The "weak point" is that it is not necessarily to have the files in a
certain account: as long as we are in the possibility to refind all the
files that belong to one company, everything is ok!

1.4 Bypass the "weak" point

In the above case the problem can be bypassed by adding a dataset
to the company database with a key=FILENAME and a field which has the
fully qualified filename (filename + group + account) of the file under
which name it was really saved.

All programs must first read in the (already open) database to find the
actual filename! They also must do a delete or an update to it when the
file is deleted or renamed.
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2. Example of an own database system within an IMAGE database

2.1 Definition of the problem

The setup of a database system for a bookkeeping application posed
the following problems (after the "think-it-over" phase):

- it must be possible to do extremely fast lookup in very long
chains (i.e. give all entries for a big customer from 18 JUNE
till 28 JULY)

- it must be possible to locate very fast all records belonging
to a certain period (the period was unpredictable)

- the user-input, which consisted sometimes of more than 50
lines, must be registrated in a detail data-set with 3 Kkeys
(DOCUMENT, CUSTOMER, FILE), so that "up-to-second" consulting
was possible.Allmost all transactions (say 98 %) were done on
this data-set.

Some chains exceeded the IMAGE/3000 upperlimit of 65535 entries.

- a payment of a single customer could cover more than 1500
entries, which must be updated on-line to avoid double usage.
It must be possible to interrupt a transaction and to go on
with it the next working day.

- the "accounts payable" and "accounts receivable" must be
located in separate datasets to speed up batchjobs (serial
read) and on-line transactions (reorganisation of the records
to minimize DISCIO when consulting via the CUSTOMER-path (a
frequent transaction))

- a certain department required such a complex presentation of
their "accounts payable and receivable" that it was nearly
impossible to do all that work at inquiry-time.( A 1lot of
lookups in other data-sets was needed to define the
sortcriteria and presentation lay-out).

It must also be possible to run their job with a minimum
elapsed time.

- it must be possible to use querylanguages on the developed
datastructure.

2.2 "Strong" and "weak" points

The "strong" points were:

- the complete system must work with the same efficiency for big
and small databases.

- the 1long chains couldn't be changed into a lot of small ones
with each a different key.

- the large transactions couldn't be broken up into small ones.

- if IMAGE was not used then a lot of maintenance-, management-
and inquiry-programs needed to be written
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The "“weak" points were:

1l:-

all transactions were done in a chronological order: at each
moment, input was done in only two (bookkeeping)periods, and
the periods changed always in a chronological manner.
Consulting was also done in chronogical order.

info entered in the system, was never deleted to allow full
auditing. (Besides of "clean-up" jobs after some years).

the number of "outstanding records" was only a fraction of the
complete history. People wanted to keep track of all bookings
for at least 2-3 years (900.000 records), and the
"outstandings" covered only 30.000 records.

when entering information in the detail-dataset with 3 keys,
most of the time 2 of 3 keys didn't change within the
transaction. A 1lot of transactions also left some keyvalues
zZero or blank.

the department that required the complex inquiries and jobs
was a very important, but a small one.

it was unnecessary and even unwanted to update immediately all
payments. As long as one could not pay 2 times the same
invoice, everything was ok. By not doing the update
immediately users had the time to correct mistakes they
encountered when closing their payments at the end of the day.

2.3 Bypassing the "weak" points

2.3.1 Data-structure for "historic" information
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Working on the first 2 "weak points" the following design was drawn
for the "history" detail-dataset:

Man-Master Detail Detail
KEY KEYPOINT DETAIL-HIST
I-=-=I first for A I---——-e—mua I I-————————— I
I A I-=I~-cec—cceaaa >I*A 01lJAN86I-====—=- >I A I<--01JANS86
I BI Ilast unl/relI*A 02JAN86I--=-- I IB I
ICI I-=-eceeee—a >I*A O5JAN86I---I I I A I
IDI I I B 01JANS6I II IC I
IEI I I C 01JANS6I II ID I
I I I I*A 10JAN86I-I I I I E I
I I I I C 10JAN86I I I I->I A I<--02JANS86
I I I B P I IC I
I I Ilast forAaA I . .......I I IA I
I I I-eeemmeeeea >I*A 27FEB86I-I I IA I
I I I ITTI IB I
I I last in setI IITI IB I
I-==  —cccecececa-- >I F 28FEB86I I IA I
I I I IC I<--05JAN86
I-————————— I I IC I
I=-=-=>I A I
IB I
IA I<=--last
I I in set
I I



- The detail data-set with 3 keys is a stand-alone detail-dataset.
This dataset is always filled up with "empty" records. This
gives us the opportunity to place the records where we want them
by doing an DBUPDATE instead of a DBPUT. To find all records .
within a given period, we only have to read all records starting
with the first record of the given "startdate" till we find a
record with a date greater than the "enddate".An index is
maintained to keep track of the first record for each date and
the 1last "used" record. Locating ALL records of ALL keys within
a given period out of a dataset of more than 1.000.000 entries,
is now possible in a fraction of a second!!!!!

- For each of the 3 keys a pointerchain is maintained in the
detaildataset. Because no information will be deleted and
consulting doesn't need a "backchained read", a
"forward"-pointer is enough. The pointerchain gives us the
possibility to do a "chained get" a certain record of a chain is
read.

- For each key a "KEYPOINT"-data-set is maintained which gives the
recordnumber of the first record of that key with a date greater
or equal to a given date. This data-set is also a stand-alone
detaildataset prefilled with "empty"-records and contadins again
a pointerchain for each keyvalue. The masterdata-set "KEY" has
pointers to the first and last entry for that key in the
"KEYPOINT"-data-set. In addition the 1last "free" entry in
KEYPOINT must be kept aside.

In the KEYPOINT-dataset are pointers written if:

- the number of records written in DETAIL-HIST, since the
last record which has a pointer to it in KEYPOINT,
exceeds a given number. The recordcounter and its
upperlimit are also stored in the KEY-dataset.

AND

- the date differs from the date in the last record for the

key in DETAIL~HIST.

This system allows to define how many "entrypoints" you want to
the chain of a given key. The number of entrypoints grows °
dynamically with the number of entries in the detail-dataset.

- To locate the first entry for a key for a date greater or equal
to a given date, the search can be done in the data-set
KEYPOINT.

Once a record is read with a value greater than the given date,
one must "backtrack" one record, read in DETAIL-HIST at the
location given by the pointer of KEYPOINT and read further in
DETAIL-HIST by following the pointers of the appropriate key
until a record is read with date greater or equal to the asked
startingdate.

Because KEYPOINT contains less records than DETAIL-HIST and has
a greater blocking factor, locating of a record in the chain
goes much faster than a chained read in DETAIL-HIST.
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- If the number of records fcr a given key in KEYPOINT becomes

great, 1localizing records in DETAIL-HIST will slow down
(although it will still be faster than the chained read in
DETAIL-HIST).

To overcome this situation an "unload-reload" of the data-set
KEYPOINT can be done, so that records with the same keyvalue
become adjacent.

This gives already a very good improvement by eliminating a lot
of disc IO (KEYPOINT can have a blocking factor of 80-100).

The "unload-reload" can be done by writing a simple program.
Because this program can write its records from the end to the
beginning (only forward pointers are maintained) and only
DBUPDATE's are done, processing of it goes very fast.

It is also possible to do a "partial unload-reload" : one could
reorganize only those entries after the last record of the last
"full wunload-reload". This action puts all records of the same

key together in two blocks instead of one ( one "partial reload"
after a "full reload").

Because we have only forward pointers, one must have a pointer
to the last "fully unload-reloaded" record in KEYPOINT for each
key.

The effort is minimal, timesavings are high and results can be
great: users are often consulting the most recent history and a
"full reload" with a few "partial reloads" gives nearly the same
effect as a set of "full reloads".

This concept of "partial reloads" can also be applied to
"normal" IMAGE-datasets. It's a pitty that such a smart reload
is not yet available.

By maintaining in the data-set KEY the last record in KEYPOINT
which is "fully unloaded-reloaded" another improvement can be
done in speeding up consulting: If the given startdate is less
than the date given by the last "unloaded-reloaded" record, a
binary search can be done in KEYPOINT between the first record
for that key and the last "unloaded-reloaded" record of it.

For 1 of the 3 keys (DOCUMENTNR) a different approach was made
because the number of entries was rather small (1 to 100) and
all records were always introduced in one single transaction.
(This is in fact another "weak" point).

Only a pointer to the first and last record are provided.



2.3.2 Data-structure for "current" information

Considering "weak points" 3 and 4, a separate dataset (DETAILCUR)
is used which holds all outstandings yet in DETAILHIST and all
input of the day.

KEY DETAILCUR
I-m—e——— I first entry Jemm———— I
IA I-I- -—- -— ST A*cI
IB II IA+*hTI
I IT IA*al
I-=—==——- I I last reorganised entrI A * i I
I- >T A *nlI
I IB I
I IC I<-- last unl/rel

I I. ... I
I 1last entr. in HIST. I A * I
I >I A * I

I IB I<-- last hist
I last entry I. ... T1<I
I-- -=-=>I A I
IB I

IF I<-- last used
I I
I I
Jom————— I

- For each key the following pointers are provided in the master KE

- first entry in this dataset for the given key

- last entry in this dataset for the given key

- last entry in this dataset for the given key that is already
present in DETAILHIST. (lasthistoryponter)

- last entry in this dataset for the given key that was
"unloaded-reloaded"

In addition a pointer to the last "used" record, the last "fully
unloaded-reloaded" and the last record already in DETAILHIST of
this dataset itself must be kept aside.

In the dataset DETAILCUR all entries belonging to the same key
are linked together with forward pointers.

Here we don't need the KEYPOINT-dataset because:

- most of the time all outstandings are asked (no selection on
date)

- the number of entries is rather small and and the dataset
itself can be "unloaded-reloaded" for the most used path
(CUSTOMER) 1in a rather small amount of time. The trick of a
"partial unloadreload" can also be used.
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- Consulting of "outstandings" can be done in the same manner as

explicated above for the KEYPOINT dataset. The trick of
consulting with the binary search mechanism only works for the
path to which reorganizing was done!!!!

All input is done to DETAILCUR-dataset, even if it's not

"outstanding".

All those records receive a special code and will be skipped when
consulting the outstandings.

No input is done in the DETAILHIST-dataset. When consulting the

history for a given key, one starts reading in the

DETAILHIST-dataset untill the end of the chain is reached, reads

the record in DETAILCUR indicated by the "lasthistorypointer",

and continues reading the next record of the chain.

Speeding up registration of a booking is done as follows:

-~ the pointers for a key are only updated if the key changes
in the next record. For most of the bookings our dataset now
acted as a detaildataset with only one key.

- no pointers are created if a key is omitted (say zero or
blank).

- only "DBUPDATE"'s are done instead of DBPUT's.

- registration is only done in 1 dataset instead of 2.

Input of the day is posted to the DETAILHIST-dataset by a
batch-job that runs overnight. When no "reorganisation" is done
the job can start at the record just after the one indicated by
the "lasthistorypointer" of this dataset.

All modifications to already existant records in DETAILCUR are
also redone in the DETAILHIST-dataset. Because modifications
mostly exist of ‘"payments of outstanding records" and those
records are linked together with another "chain", one can easily
retrieve the modified records. Other modifications are tracked
by writing away the documentnr in a separate dataset.
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1:

10:

11:
12:

13:
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A pointer to the first record in KEYPOINT.
In KEYPOINT all records of the same key are linked together and are
always sorted on date. This is done by the overnight batchjob.

A pointer to the last "fully unloaded-reloaded" record in KEYPOINT.
This pointer is maintained by the "fully unloadreload" program.

A pointer to the last record in KEYPOINT.
A record in KEYPOINT is written if :

- the current pointer = 0 ( no entries in history yet for key)
OR
- the number of records written in DETAILHIST since the last
record in KEYPOINT exceeds a certain value (both to be
registrated in dataset KEY) and the date differs from the date
of the last record in DETAILHIST.

A pointer to the last record in DETAILHIST.
The pointer is maintained by the overnightjob.

For each combination of KEY and DATE : a pointer to the first record
in DETAILHIST. Written by the overnightjob.

A pointer to the first record of the key in DETAILCUR. Updated by
the on-line programs and by the "reorganisation"-job of DETAILCUR.

A pointer to the last record of the key in DETAILCUR that is already
available in DETAILHIST. Updated by the overnightjob.

A- pointer to the 1last record of the key that is "fully
unloaded-reloaded".
Updated by the "reorganisationjob".

A pointer to the last record of the key in DETAILCUR. This pointer
is updated by the on-line programs and by the "reorganisationjob".

A pointer to the first record of the key (DOCUMENTNR) in DETAILHIST.
Updated by the overnightjob.

In KEYPOINT are all records with the same key linked together.

In DETAILHIST are all records with the same key linked together.
In DETAILCUR are all records with the same key linked together.
Pointer to the last used record in DETAILHIST.

Pointer to the first record of a given date in DETAILHIST

Pointer to the last used record in KEYPOINT.

Pointer to the last "fully unloaded-reloaded" record of KEYPOINT.
Pointer to the last used record in DETAILCUR.

Pointer to the last record of DETAILCUR that is also in DETAILHIST.

Pointer to the last "fully unloaded-reloaded" record of DETAILCUR.



2.3.3 Speeding up complex inquiries

To allow fast processing of the jobs of the (small) important
department and to solve their complex inquiries the following
modifications were done on the above design:

- the complete structure is made in double : one for the
important department and one for all the others. This reduces
the capacity of all datasets for that department by 3000 %
(compared with the other departments).

The result on the elapsed time of jobs that have to do a serial
read is in the same order.

- a separate small file is builded (by a now fast running job)
which contains the "outstandings" in a complex
presentation-layout. The Jjob runs overnight and at the quiet
periods in the day.

A separate masterdataset is builded which contains pointers to
the file for each key and a pointer to the last record of
DETAILCUR that is already in the file. When consulting is done
on that file, all records of the given key are given, and
eventualy additional records in DETAILCUR complete the
overview.

Whenever the jobs runs during the day, records are always added
to the file and the appropriate pointers are changed after
adding all records to the file. Consulting stays possible when
the job is running!!!

The EOF of the file is reset to zero when the jobs starts
overnight.

A file was chosen because:

- writing in it goes faster than writing in a database
- all info is safely placed in the database

all info can be reconstructed by rerunning the job
reading in it goes faster than reading in a database

2.3.4 Large interruptable transactions

The registration of the complex payments (update of over 1500
entries in a single transaction with the possibility to "undo" it
within the same working day was handled in the following way:

- A (central) bitmap for the DETAILCUR-dataset is created. Each
bit in it corresponds with an (outstanding) record in DETAILCUR
with a relative recordnumber equal to the bitnumber in the
bitmap. When the bit = 0, the corresponding record is "free" for
payment, otherwise it is "used".

- When the user starts the input of a certain payment, a copy of
the bitmap is taken into an XDS (local bitmap).
When payment references to an already registrated document, the
records of it are read in DETAILCUR. If the corresponding bit
(in the 1local bitmap) is zero, one can go on, otherwise the
document is already used in another transaction.

171



The recordnumber of each line in the workfile or scroll is added
to the line itself.
No bits are set in the local bitmap.

When a user terminates a transaction (i.e. payment of a customer)
a module is called to set the appropriate bits in the central
bitmap.

(His workfile or scroll will be scanned to gather the right
bitnumbers). The results of this module can be:

- Everything ok: the transaction of the user can now
(temporarily) be stored outside the database
in a normal MPE-file.

Further payments on referenced documents in
it, are now disabled by the bitmap.

1500 or more DBUPDATE's are changed to a few
discaccesses to UPDATE the bitmap!!!!

- Double usage of bits : the user entered two times the same
document. The workfile or scroll is
scanned to retrieve them (relative
recordnumber) and a message is
given to the user.

- A bit changed to 1 : another user referenced the same record
before this user could registrate his
input.

When a wuser deletes a transaction the same module is called to
reset the referenced bits in the central bitmap to zero. The
appropriate records are again free.

If some of the corresponding bits are already zero, the current
bitmap is "corrupt", and must be recovered starting from the
MPE-files (the user-input).

When a user wants to change a transaction, the same is done when
deleting one (but the user-info is not cleared to allow
modifications).

When registrating the modified transaction, the bits are resetted
After validating the complete input (eventually after hours, or
even at the end of the day), a job runs to post the user-input
in the MPEfiles into the database. This can be done at the quiet
periods or even overnight.

2.3.5 Query

172

The use of querylanguages was rather easy to imply:

- Because all data is located in IMAGE/3000 databases, reporting

itself imposes no problem, once the records are retrieved.

Modules were build to "localate" records in DETAILCUR and
DETATLHIST, using the available pointers in the datasets KEY,
KEYPOINT, DETAILCUR and DETAILHIST. Those modules build a
"selectfile" that holds the relative recordnumbers of the
retrieved entries and is used as input for the query-reporter.



3. "Various" tricks

3.1 Speeding up registration in a detaildataset

A lot of transactions work on detaildatasets in the following way:

- If there are entries available in the detaildataset for a given
key, they are shown to the user.

- The wuser can add, delete and insert lines or change existing
lines.

~ Registration in the database.

Because inserting and deleting records in a chain is a rather
difficult thing to achieve within IMAGE, the easiest programming way for
this problem is deleting all existing entries and then writing the new
records.

However, as 1long as the keyvalues remain the same the thing can
easily speeded up in the following way:

clear flag fend
<findfrom,db="BASE",ds="SET",di="ITEM", from="ITEMVALUE">
if $image = 17 then set flag fend
<getchain,db="BASE",ds="SET",di="ITEM">
if $image = 15 then set flag fend
while info available in user workfile or scroll
move values from workfile or scroll to buffer
if flag fend
<putdb,db="BASE" ,ds="SET">
else
<updatedb,db="BASE",ds="SET">
<getchain,db="BASE",ds="SET",di="ITEM">
if $image = 15 then set flag fend
endif
endwhile
endif
ifnot flag fend
while $image = 0
<deletedb,db="BASE",ds="SET">
<getchain,db="BASE",ds="SET",di="ITEM">
endif

Changing information becomes now quicker than introducing new
information!!
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3.2 Locking in a PH-environment and use of MR-capabilities

To avoid "overlapping updates" on data, there are 2 possibilities:
--> METHOD 1 <-- ' -==> METHOD 2 <--

transaction WITHOUT permanent lock transaction WITH permanent lock

- get data - lock data
- modification by user - get data
- lock data - modification by user
- re-get data - 'update' data
- unlock data
'update’
else

appropriate action or
give message to user
endif

I
|
I
I
|
- if re-getted data = old data |
|
|
|
|
- unlock data |

The first method 1leaves the database free of "locks" until the
update really takes place. It assures a minimum of lockingproblems ( not
avoiding deadlocks, but avoiding that a user has to wait for another one
(who is entering his information or is drinking a cup of coffee while he
has something locked that prevents the other user to registrate his
data).

The disadvantage is that the processing can become difficult or even
impossible.

Method 2 has the advantage that it is easy. It even gives no

problems if locking can be done on ITEM-level. The problem arises when
one has to lock one or more datasets or eventually the complete
database. (Remark: locking on dataset-level is required when updating
MASTER-datasets).
In a PH-environment where a process stays alive when activating another
one (perhaps in in the middle of a transaction that has a lock on the
database) this method can not be used and can cause deadlocks (because
MR-capability must be used).

The problem can be solved by applying first a "soft lock" and later
on a "hard 1lock". The "soft lock" takes a lock at item-level in a
complete separate database. This database consists only of 1 standalone
detail-dataset with just 1 field and has no records in it.
When a wuser wants to add, modify or delete certain data, a lock at
itemlevel is taken on the dummy database. The lockdescriptor is composed
as follows:

- descriptionidentifier (i.e. "CUSTOMERNR") |
- value (i.e. "62417") | ==> "CUSTOMERNR62417"

Although the modifications itself require locking on several items,

datasets or even databases, only one "logical 1lock" in the dummy
database is required.
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(Data of given CUSTOMER can be stored in several records in several
datasets and even several databases).

"Iogical or soft" locks should be defined for the whole application
system, and all programs should use them in the following way:

- conditional lock on dummy database at ITEM-level.
- if lock is not granted
user-access in application program changed to "READ" as
long as user works on this data.
else
user is allowed to make his modifications
lock data ("hard lock" as required by IMAGE)
update data
unlock data ("hard lock")
unlock dummy database ("soft lock")
endif

This system has two advantages:

- only specific "working data" is locked, leaving "THE" database
free of locks, so that waiting time for obtaining locks is
minimalized.

- no complicate processing when doing the "real" update, so that
the number of quiet periods on the database can stay at a good
level.

Remark: as 1long as there are no transactions that lock the complete

database, or work on more than on database, the "soft-locking"
can be done on a dummy dataset of the database itself.

3.3 The use of dummy sorted paths

IMAGE lacks the capability to do an indexed look-up with the
possiblity to retrieve the next or prior value for a given item. If all
your keys follow a certain pattern (i.e. DATE, DOCUMENTNR ...) and if
entries are most of the time entered in "good" sequence, the following
approach can be taken:

Suppose a follow-up program for certain stockmarket indexes: each
day all indexes are registrated and the program must give a quick
overview of the evolution of them, starting with a date greater or equal
to a given date:
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path sorted 1 entry for each

| I
I I
I |
on DATE | D ittt L I | date

[ I  MARKET-INDEXES I |
| B I |
| I ..... PP § ]
| I ..... [ |
[====>I | 02 JUL 86I |

I |c 03 JUL 86I |

I |h 06 JUL 86I <=--|

I | a 07 JUL 86I

I | i 08 JUL 86I

I |n 09 JUL 86I

I | I

e e L T L Lt I

DUMMY-KEYS is an automatic master with just one entry. The path to
MARKET-INDEXES is sorted on DATE(YMD). DATE is also an automatic
master.

All transactions simply work on the dataset MARKETINDEXES. Because
most figures are inputted in sequencial order (the input are the
figures of the day), there is little overhead due to the sortpath.

To localize the first entry and read the next entries

get in dataset DATES with the given date
while no record found

compute next day

get record in dataset DATES with computed date
endwhile
read corresponding entry in MARKET-INDEXES for path DATE
reread same entry in MARKET-INDEXES for path DUMMY-KEY
chained read in MARKET-INDEXES for path DUMMY-KEY

Remark: the application program has to check if the startdate falls
in "a region of values" that is "supported" by the
database. Otherwise, locating the first record can take too
much time.

3.4 "Bulk"-handling of information

If one has to store a huge amount of userdata in one single
transaction, and if re-screening of it must be done very fast, it is
impossible to write all information record by record into a database.

However, if the records are compacted to one big record, the
improvement can be astonishing ! Suppose you have a workfile or scroll
that has to be saved, and which has 200 1lines in it, each of 80
characters wide. The maximum entrysize in IMAGE is 2047 words = 4094
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bytes. Up to 50 lines of your workfile or scroll will fit in such one
big IMAGE-record, and the complete information can be stored in 4
IMAGE-records!

A very easy compression technique 1like compression of blanks will
further reduce the amount of records with a factor 2 (a lot of data has
blanks in it) and even reduce CPU-usage by avoiding extra IMAGE-calls.
See further to 3.1 to increase speed when writing to a detaildataset.
Retrieving data goes at the same spectacular speed. At our site, storing
and restoring information in this manner requires on a 1loaded machine
less than 1 second for a "screen" with 200 lines.

The price that is paid, is that the data is now in its denormalized
form. This can be overcome by writing the modified key-values to a
message file.

A second process can now in background read the messagefile and reread
the saved (denormalized) entries and write them to a second
"CLONE"-database in its normalized form.

Programs that work on information "in the way" it was stored, can still
work on the fast denormalized database. The others must work on the
normalized one.
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Summary

Along with improvements in the areas of performance and data base limitations,
run-time options were added to TurboIMAGE to allow more flexibility between having
high performance and high recoverability. A run-time option is an option which can
be used without changes made to any application. In the case of TurboIMAGE, all of
the options I will discuss can be enabled through DBUTIL. The purpose of this paper
is to compare all combinations of these options, considering the performance impact
and what recovery is available.

Introduction

In IMAGE/3000, two run-time options, LOGGING and Intrinsic Level Recovery
(ILR) are available. A user can enable LOGGING, ILR, both, or neither. There are
two differences between thése options. The first is that ILR guarantees only
physical integrity, i.e. no broken chains, while using logging and DBRECOV
guarantees both physical and logical integrity, i.e. only finished transactions
appear in the data base after recovery. The second difference is that with ILR,
recovery happens automatically on the first DBOPEN of the data base following an
interrupted DBPUT or DBDELETE, while using DBRECOV means restoring an old copy of the
data base and waiting while all finished transactions in the log file are issued.
Whatever the wait on DBRECOV, it is a much less lengthy process than recovery of a
data base not using either ILR or logging, which is by DBUNLOAD and DBLOAD (or a
third party utility).

Another option which is not a run-time option since it means application changes,
is output deferred mode. Output deferred can be enabled in IMAGE/3000 only when
the data base is opened in mode 3 (exclusive modify access), and is enabled by
calling DBCONTROL with mode 1. Output deferred can therefore be used only in single-
user environments. This mode can drop significantly the elapsed and CPU times needed
by DBPUT, DBDELETE, and DBUPDATE. The reason is that modified buffers and set labels
are not written to the data base until either the buffer is needed to hold a
different data block, or else a DBCLOSE mode 1 or 2 is issued. The drawback of output
deferred can be inferred by this last point, which is that a system failure occurring
in the middle. of an output deferred application can leave a badly damaged data base.
The usual use for output deferred is in a batch environment, where the data base is
stored before running the applications. If the system fails while the applications
are running, the stored data base would be restored and the applications would then be
restarted. Output deferred mode can be used in an interactive environment, if logging
js set up (otherwise a DBUNLOAD and DBLOAD is necessary if the system fails). However,
exclusive access is required, which usually eliminates output deferred for consideration
in an interactive environment.

The above options allow some flexibility, but some issues have been outstanding:

1. If there are a lot of transactions on a log file, recovery to achieve logical
integrity can mean a lot of down-time.

2. In shortening the maintenance cycle so that recovery can take less time, the

data base must be stored more often. Users can not issue transactions
against the data base during these times.

179



the above issues.

3. Applications using output deferred mode must be operating exclusively.
Therefore batch processing can take Tonger than necessary.

4. A high volume of modifications can have a major impact on performance.

Therefore two more run-time options have been added to TurboIMAGE as answers to

These are: AUTODEFER, or multi-user output deferred mode, and

ROLLBACK, or Rollback recovery which allows a faster recovery than IMAGE's recovery
method (which I refer to as Roll Forward recovery). The options which have been
available in IMAGE have all been carried over to TurboIMAGE, giving four different

run-time options.

These options can be used in seven different combinations to

balance performance and integrity. In this paper I will discuss each combination,
specifying the advantages and disadvantages and my recommendations for its use.

Combinations Available with TurboIMAGE

The following is a 1ist of the possible combinations:

NoOoO s~ wWwN =
e e e e e

No options used

LOGGING enabled

AUTODEFER enabled

AUTODEFER and LOGGING enabled
ILR enabled

ILR and LOGGING enabled
ROLLBACK enabled

It may noted that some options are not compatible with others, for instance
AUTODEFER and ILR are not compatible. It also should be noted that enabling ROLLBACK
automatically enables LOGGING and ILR.

Each of these combinations will now be Tooked at separately.

Combination 1:
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Performance:

Integrity:

Advantages:

Disadvantages:

No options used.

Modified buffers and labels are written to disc (or cache if

caching is enabled and BLOCKONWRITE is set to NO), within the
intrinsic which did the modification. This means that modify
intensive applications must wait frequently for writes to occur.

It also means that buffers are never left dirty after an intrinsic
finishes, which has a positive impact on read intensive environments
(more on this in the discussion of AUTODEFER).

If the system fails during processing, physical corruption may
result. If this happens, a DBUNLOAD and DBLOAD (other utilities
from third parties may be used instead) is necessary to recover
the data base. Note that logical recovery is not possible in this
case. If disc caching is used and BLOCKONWRITE is set to NO,
multiple corruptions can result from a single system failure.

The multi-user, read intensive environment probably sees the best
performance with this combination. The overhead of logging and
ILR is not seen.

Very lengthy recovery if a system failure has caused physical
corruption.



Combination 1 (continued)

Recommendation:

Use for read intensive (approximately 80% reads, 20% modifications)
application mixes on non-critical data bases. Modify intensive
environments can be improved in performance by using other options.

Combination 2: LOGGING enabled.

Performance:

Integrity:

Advantages:

Disadvantages:

Recommendation:

Contrary to what many users believe, logging causes only a slight
(ranging from about 3% to 8%) degradation in performance. The
higher end of this range is usually seen in the modify intensive
environments. The reason the degradation is slight is because
with only logging enabled 1og writes stay in memory until a DBEND
or a DBCLOSE 1is issued, or if the log buffer in memory fills up.
Therefore this combination is only slightly lower in performance
than using no options at all.

Physical integrity can be achieved without using the lengthy
process of DBUNLOAD and DBLOAD. Logical integrity is possible if
the applications are written using DBBEGINs and DBENDs. By logging
to tape, disc failures can be recovered from.

Physical recovery is far less lengthy than DBUNLOAD and DBLOAD.
User specific data can be obtained from the log file. Logging to
tape or to a different disc from the data base can provide recovery
from media failures.

Dedicated tape drive or usage of disc space for log records. To
attain logical recovery, applications must have DBBEGIN and DBEND
calls to define logical transactions. Periodic down-time is
necessary to back up the data base and start a new log cycle.

Probably best use is in read intensive environments where logical
transactions have been defined, where logical recovery is desired,
and where application performance is more of an issue than down-
time required to recover from a failure. Also provides best
protection against media failures. °

Combination 3: AUTODEFER enabled.

Performance:

Usually will prove to allow the best performance, especially in
modify intensive environments. Dirty buffers and labels are not
flushed to disc (or cache) until DBCLOSE mode 1 or 2, or unless a
buffer is needed to hold a different data block from the data base
and all other buffers are dirty. From this one can see that
TurboIMAGE will try to keep dirty buffers in memory as long as
possible, in an effor to eliminate unnecessary writes to disc.
This is useful if users are modifying the same buffers over and
over again. However, if one user modifies a buffer containing a
data block no other user ever accesses, that block may stay in its
buffer for a long time. This will mean less buffers for the other
users to do reads, which will in turn mean that buffers may be
overlayed with other data blocks before the original user is
through. This has an impact on the read intensive environment
where there are occasional modifications. In the modify intensive
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Combination 3 (continued)

Performance: environments this is not much of an issue because all of the
(continued) buffers are modified in time.

Integrity: In short, NEVER use AUTODEFER by itself in interactive environments.
This is because the user never has any idea whether the modified
blocks or labels (which contain data set ends of file, delete
chain heads, etc.) have made it to disc until DBCLOSE time. A
DBUNLOAD/DBLOAD is necessary to recover anything at all if the
system fails while applications are running. AUTODEFER is fine
with batch processing, if a store of the data base is done first.
Then if the system fails, the data base could be restored and the
applications redone.

Advantages: Highest performance in applications which do more than an
occasional modification.

Disadvantages: Physical integrity is highly at stake. Logical recovery not
possible at all.

Recommendation: Batch processing where applications modify the data base more than
occasionally.

Combination 4: AUTODEFER and LOGGING enabled.

Performance: Since the Tog writes are buffered by MPE until the buffer fills or
until DBCLOSE or DBEND, logging adds very little performance
overhead in this combination as opposed to having AUTODEFER alone.
The performance advantages of AUTODEFER are still realized with
this combination.

Integrity: Roll forward recovery is available. Therefore, physical integrity
can be achieved, while Togical integrity can be achieved if
transactions have been defined in the applications using DBBEGINs
and DBENDs.

Advantages: High performance in applications which do more than occasional
modifications along with a recovery method in case of a system
failure. May be the best combination for environments which are
€PU bound.

Disadvantages: Roll forward recovery is not the fastest recovery method. Down-
time is necessary to back up the data base and start a new log
cycle. Dedicated tape drive or disc space is necessary.

Recommendation: Use in interactive environments where application performance is

highest concern, and where data base modifications are done more
than occasionally.
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Combination 5: ILR enabled.

Performance:

Integrity:

Advantages:

Disadvantages:

Recommendation:

Performance degradation with modifications, for two reasons. The
first is because there are at least two additional writes to disc
to update the ILR file for each DBPUT and DBDELETE. The second
reason is that all writes to the data base and to the ILR file go
through the Serial Write Queue. TurboIMAGE calls FSETMODE to set
this file system option if it determines that ILR is enabled.
Going through the Serial Write Queue means that writes can not
operate concurrently if they are to different discs.

Automatic physical recovery on the first DBOPEN of the data base
following an interrupted DBPUT or DBDELETE. ILR has been enhanced
to redo the interrupted intrinsic rather than rolling it out as

in IMAGE. No logical recovery is available. ILR alone does not
protect against media failures.

Quick physical recovery method, which is automatic. Easy to
use.

Performance degradation for applications using a high number of
DBPUTs and DBDELETEs. No logical recovery available. Can not
recover from media failures. Not compatible with AUTODEFER.

For environments with a low volume of DBPUTs and DBDELETEs, this
is an inexpensive and painless way of insuring physical integrity.
For applications without DBBEGINs and DBENDs, this may be more
useful than enabling ROLLBACK.

Combination 6: ILR and LOGGING enabled.

Performance:

Integrity:

Advantages:

Disadvantages:

Recommendation:

Logging will cause a slight amount of degradation over having
ILR alone enabled.

Can achieve quick and automatic physical recovery with ILR, and
can have logical recovery with DBRECOV. Media failures can be
recovered from.

Quick physical recovery method. Logical recovery available.
Recovery from media failures is available.

Performance degradation due to ILR during DBPUTs and DBDELETEs.
Logging maintenance.

Probably best use is in environments where ILR's automatic
recovery is the usual recovery method, and where logging is used
to protect from media failures. For environments where logical
recovery is possible (DBBEGINs and DBENDs are used), ROLLBACK

is probably a better option.
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Combination 7: ROLLBACK enabled (ILR and LOGGING will also be enabled).

Performance:

Integrity:

Advantages:

Disadvantages:

Recommendation:

Biography

Peter Kane

This combination has some more degradation over Combination 6.
This is because Tog writes will now be written directly to disc
using BLOCKONWRITE instead of being buffered by MPE as in all

of the other combinations using logging. Furthermore, since all
data base and ILR writes on this option will go through the Serial
Write Queue, the log write will have to wait for any or all of
the previous writes before it can be written itself. Therefore,
DBPUT and DBDELETE should see the most performance degradation
from this method. )

Rollback recovery used for system failure or "soft crash".
Ro11 forward recovery can be used if there has been a media failure
or "hard crash". Logical and physical recovery are both available.

Quick logical and physical recovery (rollback is much faster

than roll forward recovery). Stores of the data base do not have
to be taken as often, since the length of the log file is not as
great of an issue with rollback.

Performance degradation, especially on DBPUTs and DBDELETEs.
DBUPDATEs also affected. :

Use where transactions have been defined and where it is crucial
that the data base be available, and logically intact.

has been with Hewlett-Packard for the last 3 1/2 years. He is an Online Support
Engineer for Data Base products, which includes IMAGE/3000 and TurboIMAGE/3000.
He in the past was responsible for SE training on the same products.
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RELATIONAL DATA BASE: HOW DO WE KNOW IF WE NEED ONE?

Orland Larson
Hewlett-Packard Company, Cupertino, California, USA

Summary

The field of relational technology is clearly misunderstood by a large number of
people. One major obstacle to acceptance of the relational model 1is the
unfamiliar terminology in which relational concepts are expressed. In addition,
there are a number of misconceptions or ‘“myths" that have grown up in the past
few years concerning relational systems. The purpose of this paper is to define
those terms, correct some of those misconceptions and to help you decide if your
company can benefit from adding relational data base technology to your current
capabilities.

This paper reports on the growing body of knowledge about relational technology.
It begins by reviewing the challenges facing the MIS organization and the
motivation for relational technology. It then briefly describes the history of
relational technology and defines the basic terminology used in the relational
approach. This will be followed by an examination of the productivity features
of the relational approach and why it should be seen as a complement rather than
a replacement for existing network databases such as the IMAGE data base
management system. Typical application areas where the relational approach can
be very effective will also be surveyed. Finally, a checklist will be reviewed
that will help the audience determine if, indeed, they really can benefit from
using a relational data base.

Introduction

The Challenges Facing MIS

The MIS manager is facing many challenges in today’s modern information systems
organization. The backlog of applications waiting to be developed is one of key
challenges concerning MIS. In most medium to large installations the backlog of

applications waiting to be developed is anywhere from two to five years. This
estimate doesn’t include the “invisible backlog,"” the needed applications which
aren’t even requested because of the current known backlog. Software costs are

increasing because people costs are going up and because of the shortage of
skilled EDP specialists. The data base administrator is typically using non-
relational data bases where a great deal of time is spent predefining data
relationships only to find that the users data requirements are changing
dynamically. These changes in user requirements cause modifications to the data
base structure and, in many cases, the associated application programs.

The application programmer is spending a significant amount of time developing
applications using these non-relational data bases, which require traversing or
navigating the data base. This results in excessive application development
time. Because the users requirements change dynamically, it also means a great
deal of time spent maintaining applications. The programmer is also frequently
restricted by the data structures in the data base, adding to the complexity of
accessing data.

187



188

End users or business professionals are frustrated by the limited access to
information that they know exists somewhere in the data base. Their business
environment is changing dynamically, and they feel MIS should keep up with these
changes. They find the applications are inflexible, due to the pre-defined
relationships designed into the data base. They also lack powerful inquiry
facilities to aid in the decision-making process, which would allow them to ask
anything about anything residing in that data base.

The Motivation for Relational

Dr. Codd, considered to be the originator of the relational model for data
bases , noted when presented the 1981 ACM Turing Award, that the most important
motivation for the research work resulting in the relational model was the
objective of providing a sharp and clear boundary between the logical and
physical aspects of data base management (including data base design, data
retrieval, and data manipulation). This is called the data independence

objective.

A second objective was to make the model structurally simple, so that all kinds
of users and programmers could have a common understanding of the data, and
could therefore communicate with one another about the database. This is called
the communicability objective.

A third objective was to introduce high level language concepts to enable users
to express operations on large chunks of information at a time. This entailed
providing a foundation for set oriented processing (i.e., the ability to express
in a single statement the processing of multiple sets of records at a time).
This is called the set-processing objective.

Another primary motivation for development of the relational model has been to
make data access more flexible. Because there are no rointers embedded with the
data, the relational programmer does not have to be concerned about following
pre-defined access paths or navigating the database, which force him to think
and code at a needlessly low level of structural detail.

The Relational Data Model: A Brief History

In 1970, Dr. E.F. Codd published an article in the Communications of the ACM
entitled "A Relational Model of Data for Large Shared Data Banks.” This classic
paper marks the '"birth" of the relational model. Dr. Codd was the first to
inject mathematical principles and rigor into the study of database management.

By the mid 70°’s, there were two database prototypes being developed. IBM was
behind a project called “System R," and there was another relational database
being developed at the University of California, Berkeley called INGRES. It was
late 1979 before the first commercially available relational database arrived in
the marketplace called ORACLE, from ORACLE Corp., which was an implementation
based on System R. In 1981 Relational Technology Inc. introduced INGRES which
was a different implementation based on the research done at Berkeley. Today
there are several additional advanced relational products available, such as
SQL/DS and DB2 from IBM and Rdb from Digital Equipment Corporation. There are
additional products sometimes referred to as "born again" relational databases
such as IDMS/R from Cullinet, ADR’s DATACOM/DB, and Software AG’s ADABAS, to
name a few.



Relational Database Defined

The relational database model is the easiest one to understand - at least at the
most basic level. In this model, data are represented as a table, with each
horizontal row representing a record and each vertical column representing one
of the attributes, or fields, of the record. Users find it natural to organize
and manipulate data stored in tables, having long familiarity with tables dating
from elementary school.

The Table, or two dimensional array, in a "true" relational data base is subject
to some special constraints. First, no row can exactly duplicate any other row.
(If it did, one of the rows would be unnecessary). Second, there must be an
entry in at least one column or combination of columns that is unique for each
row; the column heading for this column, or group of columns, is the "key" that
jdentifies the table and serves as a marker for search operations. Third, there
must be one and only one entry in each row-column cell.

A fourth requirement, that the rows be in no particular order, is both a
strength and a weakness of the relational model. Adding a new item can be
thought of as adding a row at the bottom of the table; hence there is no need to
squeeze a new item in between preexisting items as in other database structures.
However, to find a particular item, the entire table may have to be searched.

There are three kinds of tables in the relational model: base tables, views,
and result tables. A base table is named, defined in detail, filled with data,
and is more or less a permanent structure in the database.

A view can be seen as a 'window" into one or more tables. It consists of a row
and/or column subset of one or more base tables. Data is not stored in a view,
so a view is often referred to as a logical or virtual table. Only the
definition of a view is stored in the database, and that view definition is then
invoked whenever the view is referenced in a command. Views are convenient for
limiting the picture a user or program has of the data, thereby gimplifying both
data security and data access.

A result table contains the data that results from a retrieval request. It has
no name and generally has a brief existence. This kind of table is not stored
in the database, but can be directed to an output device.

The Relational Language

The defacto industry standard language for relational data bases is SQL. SQL
stands for Structured Query Language. This name is deceiving in that it only
describes one facet of SQL’s capabilities. In addition to the inquiry or data
retrieval operations, SQL also includes all the commands needed for data
manipulation. The user only needs to learn four commands to handle all data
retrieval and manipulation of a relational database. These four commands are:
SELECT, UPDATE, DELETE and INSERT.

189



190

The relational model uses three primary operations to retrieve records from one
or more tables: select, project and join. These operations are based on the
mathematical theories that underlie relational technology, and they all use the
same command, SELECT. The select operation retrieves a subset of rows from a
table that meet certain criteria. The project retrieves specific columns from a
table. The join operation combines data from two or more tables by matching
values in one table against values in the other tables. For all rows that
contain matching values, a result row is created by combining the columns from
the tables eliminating redundant columns.

The basic form of the SELECT command is:

SELECT some data (field names)
FROM some place (table names)
WHERE certain conditions (if any) are to be met

In some instances WHERE may not be neccessary. Around this SELECT..FROM..WHERE
structure, the user can place other SQL commands in order to express the many
powerful operations of the language.

In all uses of SQL, the user does not have to be concerned with how the system
should get the data. Rather, the user tells the system what he wants. This
means that the user only needs to know the meaning of the data, not its physical
representation, and this feature can relieve the user from many of the
complexities of data access.

The data manipulation operations include UPDATE, DELETE and INSERT. The UPDATE
command changes data values in all rows that meet the WHERE qualification. The
DELETE command deletes all rows that meet the WHERE qualification and the INSERT
command adds new rows to a table.

When retrieving data in application programs it is important to remember that
SQL retrieves sets of data rather than individual records and consequently
requires different programming techniques. There are two options for presenting
selected data to programs. If an array is established in the program, a BULK
SELECT can retrieve the entire set of qualifying rows, and store them in the
array for programmatic processing. Alternatively, it is possible to activate a
cursor that will present rows to programs one at a time.

SQL has a set of built-in, aggregate functions. The functions available are
count, sum, average, minimum, and maximum. They operate on a collection of
values and produce a single value.



In addition to commands for data retrieval and modification, SQL also includes
commands for defining all database objects. The data definition commands are
CREATE, ALTER and DROP. The CREATE command is used to create base tables and
views. The ALTER provides for the expansion of existing tables and the DROP
deletes a view. One of the most powerful features of SQL is its dynamic
definition capability. This function allows the user to add columns, tables and
views to the database without unloading and reloading existing data or changing
any current programs. More importantly, these changes can be made while the
databases are in use.

Productivity Features of Using Relational Technology

Relational technology is one very important tool that can contribute to making
data processing professionals more productive. The programmer can benefit from
a facility called interactive program development, which allows the development
and debugging of SQL commands and then permits the moving of those same commands
into the application programs. It is convenient and easy to set up test
databases interactively and then to confirm the effect of a program on the
database. All of these characteristics make SQL a powerful prototyping tool.
The on-line facilities of SQL can be used to create prototype tables loaded with

sample or production data. On-line queries can easily be written to demonstrat
application usage. End users can see the proposed scheme in operation prior to
formal application development. In this prototype approach, people-time and

computer-time are saved while design flaws are easily corrected early in
development.

The data base administrator profits from the productivity features already
described for programmers. The database administrator has a great deal of
freedom in structuring the database, since it 1is unneccessary to predict all
future access paths at design time. Instead, the DBA can concentrate on
specific data requirements of the user. Nonrelational models, on the other
hand, require all relationships be pre-defined, which adds to the complexity of
the application and lengthens development time.

Additional productivity features for the database administrator include the
capability to modify tables without affecting existing programs and the
capability to dynamically allocate additional space while the database is still

in use. SQL goes far beyond many database management systems in the degree of
protection that it provides for data. Views make it possible to narrow access
privileges down to a single field. Users can even be limited to summary data.

Protection can be specified for database, system catalog, tables, views,
columns, rows and fields. It is also possible to restrict access to a subset of
commands. These access privileges can be changed dynamically, as the need
arises.

In many installations, the key to overall productivity is the ability of DP too
offload the appropriate portions of the development and maintenance to the end
user. The flexible design approach of relational databases allows an
application to be designed with the end user’s requirements in mind. This could
enable the DP professional to implement an application up to the point where the
end user could create and execute his own queries, thereby expanding the
application on his own and reducing his dependence on the data processing
department. Through SQL, the end user is provided with extremely flexible
access and simple but powerful commands.
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Relational and Nonrelational: Complementary Technologies

Within a data processing department already using a well-established non-
relational DBMS, what role can relational technology be expected to play? We
know that DP will not automatically drop everything and go to relational.
Rather, relational technology should be seen as a complement rather than a
replacement for nonrelational database systems. Both approaches offer a host of
benefits, and most applications can be implemented with either of the two.

The relational approach is preferred when the application has a large number of
data relationships or when the data relationships are unknown or changing
dynamically. The relational approach provides the needed flexibility to
establish relationships at the time of inquiry, not when the database is
designed. If the application has unknown of incomplete data specifications,
which is usually the case in a prototyping environment, then a relational system
may be preferable. If the application requires a quick turnaround, the quick
design and implementation capabilities of a relational database can be
important. The ability to handle ad hoc requests is a definite strength of the
relational model as is the ability to extract data for use in a modeling,
forecasting, or analytical framework.

The nonrelational approach is preferred for high-volume on-line transaction
processing applications where performance is the most eritical requirement.

Choosing the Right Technology

The choice of the ‘'correct" database management system must be based on the
environment in which the database will be used and on the needs of the
particular application. The key feature of relational technology is that it
allows for maximum flexibility, and will probably be the choice for many new
applications. On the other hand, nonrelational systems may continue to be
preferrable for very stable or structured applications in which data
manipulation requirements are highly predictable, and high transaction
throughput is important.

‘The optimum approach for many MIS departments will be to use the relational

system concurrently with the existing nonrelational system, matching the

appropriate technology to the application. The only problem with such an

approach is that the data for an application developed in one technology may
sometimes be needed by applications developed in the other technology. Data may
be "locked out" from an application that needs it, or users might be tempted to
duplicate the data, maintaining both copies. The most desirable solution would
obviously be to provide both relational and nonrelational access to a single
database.



Relational Applications

There are many application areas -

particularly those involving user analysis,

reporting, and planning - where the very nature of the application is constantly

changing.

*

These

Financial

- Budget analysis
- Profit and Loss
- Risk assessment

Inventory
- Vendor performance
- Buyer performance

Marketing and sales
- Tracking and analysis
- Forecasting

Personnel
- Compliance
- Skills and job tracking

Project management
- Checkpoint/milestone progress
- Development and test status

EDP auditing
- Data verification
- Installation configuration

Government/education/health

- Crime and traffic analysis

- Admissions/recruiting/research
- Medical data analysis

applications typify instances

Some typical application areas are:

where

it is

of primary importance to

establish interrelationships within the database and to define new tables.
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Checklist for Deciding Whether or Not You Need A Relational Database

Note: If you answer yes to any of the following questions, you should
seriously consider taking advantage of relational technology.

1. Does my company have an excessive backlog of applications to be
developed, including an invisible backlog?

2. Are we spending too much money developing applications due to the
complexities of using non relational systems?

3. Do our users’ requirements for information change dynamically?

4. Are we spending too much time maintaining applications caused by
changing data requirements or relationships?

5. Do our users feel restricted by a non-relational database?

6. Are programmers spending an excessive amount of time writing code
to navigate through nonrelational databases?

7. Is the nature of our applications such that it is constantly
changing?

8. Would your users find it natural to organize and manipulate data in
tables?

9. Do your users currently use LOTUS 1-2-3 or spreadsheets?

10. Is your company moving towards a true distributed database
environment?
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Summar_g

IMAGE, though being a very successful data base system, has essential
drawbacks: it does not allow access by generic keys and sorted chains
show bad performance. Using KSAM in addition to IMAGE solves some
problems, but means additional programming and extensive use of system
resources. It is also not possible to log and recover IMAGE and KSAM
consistently, unless you rewrite the logging software. This paper
presents a software designed to enhance IMAGE for indexsequential access
i.e. generic keys and sorted chains. The software uses only IMAGE and

is itself IMAGE compatible (same database, intrinsics and calling
sequences) . It does not use privilegded mode.

The user can define indexseguential access paths for any item of master
and detail data sets. These access paths are treated like IMAGE chains,
but unlike IMAGE chains they can be defined and deleted without unloading
the database. Many user applications (e.g. TRANSACT programs) can take
advantage of generic keys and sorted chains without program changes,

but programmers can take full -advantage of the features by calling DBFIND
and DBGET with mode parameters not used by IMAGE.

The paper compares the neéw access method with traditional access methods
with regards to features, usability and performance.

Performance of Typical Database Accesses

We consider a typical data base consisting of a CUSTOMER master and an
ORDER detail. Both are connected by the search item CUSTMR, the customer
number. For the ORDER detail there exists a second search item, the
article number ARTNR (connected to an automatic master).

We now consider some typical inquiries to this data base to see how
IMAGE performs.

1. Retrieve name and address of a customer with a given CUSTNR.
IMAGE does a hashed access which is very efficient.

2. Retrieve the address of a customer with a given name.
A serial read has to be done which is very inefficient.
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3. Retrieve all orders for a given customer number ordered by article
number.
If we have a sorted chain, retrieval is efficient, but adding and
deleting is not. If no sorted chain is defined, an online sort must
be programmed which is not efficient.

4. Petrieve all orders for given customer and article number.
A chained read must be done which may be inefficient if many entries
are discarded.

5. Retrieve all customers which buy a given article.
A chained read on the second path is very efficient.

6. Retrieve all customers which buy a given group of articles identified
by the first two characters of the article number. A serial read has
to be done which is very inefficient.

It can be seen from these examples that IMAGE performs well when the
access is made using exactly one of the fields defined as IMAGE keys.
Performance is bad when we need an access by a none key field of a
master, by a combination of keys, or by a partial key. Since these
questions exist, we have to look for an alternative method of accessing
data in an IMAGE data base. This method should be able to retrieve long
keys (i.e. the combination of several IMAGE fields) the same way as
partial keys (e.g. the first character of a customer's name). This
method should also provide the possibility of sorted retrieval without
the overhead of sorted chains.

The B-Tree Method

The method which allows partial key access and retrieval in ascending
order is called index sequential access. One starts with a given index
and reads from there in a logically sequential order. HP has implemented
this access method in KSAM but not in IMAGE.

The method used by KSAM ‘and tools of other manufacturers is based on
the B-tree principle invented by R. Baier. Keys and data are stored in
a special way which minimises disc read and allows fast access to any
key. In order to make this method efficient, only pointers to the data
are usually stored within the B-tree. This method is ideally applicaple
to data stored in IMAGE data bases, since we only have to add a B-tree
for the keys. A B-tree consists of blocks containing key values, the
associated data pointers and pointers to other blocks.

To illustrate the B-tree method we use very small dimensions: a key length
of one character and assume -that 4 keys fit into one block. We initially
want to store the letters A E I M Q U. After storing the first four
letters the first block is full
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To add Q the block must be "splitted":

The new root block contains besides the key I the pointers to the two

leave blocks. After adding the key U into the second leave block we want
to add the remaining letters of the alphabet. We can add the keys B and C

into the first leave block by shifting E but to add D we have to split

again:

Using the B-tree we now demonstrate the retrieval of a key e.g. key E.
First the root block is read. It does not contain key E, but since E
is located in the alphabet between C and I (the two keys in the root
block), the pointer is followed and the second leave block retrieved.
In this block the key E is found and also the associated data pointer
(not shown in the figures above) .

Interfacing B-Trees with IMAGE

When we started to design an index sequential access method for IMAGE
data bases, we decided not to use one of the following approaches:

1. We did not want to use KSAM. The reason was that standard recovery
methods did not allow to keep KSAM and IMAGE files consistent in

case of a system failure. Another disadvantage of XKGAM is the exten-

sive use of system resources.

2. We did not want to change the IMAGE source code. This was done to
be independent of HP enhancing IMAGE (e.g. TURBO IMAGE).
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3. We did not want to use privileged mode. Access to IMAGE is done but

solely using the documented IMAGE intrinsics. This makes the software
independent of internal IMAGE changes and adds to system security.

For the interface software we defined the following requirements:

1.
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Indices must be covered by logging

The B-tree must be stored in a data set within the data base to which
it refers. Neither an MPE file nor a seperate data base can provide

a consistency between data and keys in case of a system failure. A
separate program to reconstruct the B-tree from the data may run for
hours, while roll-back recovery can be done within a few minutes
using TURBO IMAGE. One extra data set (stand aléne detail) is suffi-
cient to store the B-trees of all fields (or combinations of fields)
for which index sequential access is defined. The data set also
includes the definitions themselves. This leads to a logical struc-
ture like this:

global definitions in record 1

| |

definitions for dset 1 definitions for dset 2

| | |

root key 1 root key 2 root key 3

Indices must be updated automatically

It would be tedious and prone to error if a programmer had to code

a normal DBPUT and then an intrinsic call to update the B-tree, code
a DBBEGIN and DBEND around it and also include the index data set in
the lock descriptor. We need a "super DBPUT" which does this all
autpmatically. The same is true for DBDELETE and also for DBUPDATE,
since we allow the new keys to be updated. Since DBDELETE does not
have an argument buffer, the "super DBDELETE" must find out which
keys have to be deleted according to the latest DBGET.

The calling sequence must be identical

Though the "super DBPUT" does everything necessary, you do not want

to change all programs replacing the call to DBPUT by a new call with
additional parameters and pass new parameters from routine to routine.
No - the "super DBPUT" must be called DBPUT and it must have identical
parameters. Only this garantees existing programs to run without
modification, recompilation or patching. The only restriction is that
the new intrinsics must reside in an account SL, since they call the
HP intrinsics in SL.PUB.SYS.



4. The logic of retrieval must be unchanged

Though partial key access is an addition to the standard IMAGE
retrieval methods, it should be done by the same logic. You want

do a DBFIND with the partial key as argument, and a series of DBGET's
(mode 5) should retrieve all entries belonging to this partial key.
An end-of-chain indicator (condition word 15) should also be returned.
But somehow you have to tell the software, how long the partial key
is. This is the only information not provided in the standard IMAGE
calling sequence. We provide two methods:

- new values for the mode parameter allow to code-the length of the
partial key and also allow to specify wether the search should
start at the lowest or the highest key which matches the partial
key. In the latter case a backward read (mode 6) may be performed.

- software which cannot use anything but mode 1 for DBFIND (existing
programs, RPG, 4GLs) can terminate the argument by a @ . All
characters up to the @ are treated as partial key. This is
especially convenient when an automatic master is replaced by
index sequential access. You do not need to change any of your
programs.

This method also works for 4GLs like TRANSACT. But some 4GLs do
not trust IMAGE. They compare the result of DBGET with the argument
of DBFIND, which is of course not identical for partial key access.
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The disciplines of Database Dynamics deal with the
normalized design, maintenance and orchestration of
databases which perform well under heavy-duty use.

In this essay, we see specific examples based on
IMAGE, the award-winning database management
system built by Hewlett-Packard for the family of
HP3000 computers. These examples illustrate funda-
mental principles which are simple, timely, timeless
and, above all, powerful.
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Database buzzwords

A database models the dynamic behavior of entities and their relationships by means of entries.
An entry consists of a key (which uniquely identifies the entity or relationship) and a collection
of attributes (which give quality and color to the entity or relationship).

Entities and relationships don’t just sit there. They interact with one another and with their
environments: Transactions happen which affect (and are affected by) entities and relationships.
Such transactions include changes in database structure as well as changes in the meaning and
value of the information maintained by the structure.

We cannot store a real entity or a real relationship in a database, just as we cannot store a real
orchestra in a stereo cassette. At best, we can hope to store a half-decent description or
representation which, through the magic of electronics, will play back a reasonably useful
likeness. The representation, due to limitations of technology and economics, will consist of a
group of values for a relatively small collection of characteristics which, in the case of
databases, we call fields.

A dataset is a homogeneous collection of entries. There are different kinds of datasets, each
optimized for a specific access technique. In IMAGE, we like to use master datasets to keep
entities and detail datasets to keep relationships. (IMAGE master datasets come in two flavors:
manual masters and automatic masters. Please see the IMAGE reference manual for specific
details). Naturally, we may use all kinds of conglomerates of physical datasets (masters and/or
details) to represent logical master or detail datasets. It all depends on our choices of specialized
indexing techniques.

To make an IMAGE database functional, we access its entries in a variety of ways, ranging
from serial scans of entire datasets (the only way to go in the good old days of batch machines)
to hashing and chaining (quite convenient for online applications). Hashing and chaining are
techniques based on direct access to specific addresses so that we may jump directly into the
entry or entries which interest us without having to wade through millions of irrelevant entries.
Please see the IMAGE reference manual for a detailed discussion of hashing and chaining.

The database challenge

Fundamentally, we are interested in two database operations: the addition of new entries and
the finding of existing entries (so that we may relate them, report them, update them, or delete
them). A Database Management System (DBMS) attempts to help us in the pursuit of these
worthy objectives.

Structure vis-a-vis interface

For efficiency’s sake, a DBMS has some type of internal structure to find and assemble entries.
For convenience’s sake, a DBMS has some type of user interface to create, maintain, and relate
entries to produce, somehow, information on a timely basis. The resulting entries which the
user "sees” through the interface may be real (if they exist physically in the database) or virtual
(if they are the result of relational operations on real or virtual entries).

The user interface serves as an ambassador between the raw bits-and-bytes computer stuff and
the human-like specifications of the end-user. A poor interface imposes the restrictions of the
structure upon suffering users. A good interface shields users from the structure’s shenanigans,
while still being able to take full advantage of the structure’s properties. A good user interface
is as efficient as possible without being obnoxious. An interface knows the internals of the



database structures as well as the externals of the user desires, and spends its existence
translating back and forth between bits and thoughts. This may very well be the fastest kind of
shuttle diplomacy!

Complexity and normalization

Ideally, things should be simple. Unfortunately, though, things are complex. But we should
avoid unnecessary complexity. This is the objective of normalization, in the mathematical sense.

Normalization is the breakdown of seemingly-complex operations into simpler processes. The
challenge, at the beginning, is to place the appropriate resources (no more and no less) where
they belong, at the appropriate level, at the appropriate place, at the appropriate time. Then,
the challenge continues, since we must be able to reallocate resources quickly and effectively to
balance the load, at any time, all the time. Normalizing is an ongoing, dynamic activity.

Normalization applies at every level in the global computer hierarchy:

- entry

- dataset
database
- computer
- node

- network

A normalized structure is open-ended. We can add more elements at any layer without
affecting existing systems. We can delete elements from any layer without affecting existing
systems which do not access such elements.

Efficiency and normalization

Do we want to favor efficiency in terms of access or do we want to favor efficiency in terms of
maintenance? In general, the higher the degree of normalization (i.e., the finer the splitting into
chunks), the higher the communications and coordination costs. Normalization is neither good
nor bad. It is simply a method which allows us the freedom to choose our favorite spot in a
spectrum (or rainbow), which has highly unnormalized databases at one end and highly
normalized databases at the other.

Usually, efficiency in terms of access implies redundancy. But redundancy, in itself, is not bad.
It is just more difficult to maintain a bunch of redundant things in perfect synchronization.
This is analogous to a one-man band who must play all kinds of disparate instruments in a
(more or less) coordinated fashion.

Usually, efficiency in terms of maintenance implies simplicity of roles and a multiplicity of
role-players. If we want to change one role, we only have to change one player. But it can be
a drag to keep track of thousands of players. This is analogous to those fascinating groups of
musicians who play bells, one bell per musician. Each person is a specialist who can only play
one note. In terms of maintenance, we can see how difficult it would be to tune a complex
instrument during a performance and how easy it would be, on the other hand, to simply
exchange a bell which is out of tune.

A super-normalized database contains a large number of small entries, with many instances of
key fields distributed over many datasets. Even simple queries may require that we assemble
the information from many sources. But we may have a better chance that each of these

205



206

sources is correct. It is simpler to maintain a "specialist” source up to date than it is to maintain
a complex source which tries to keep track of everything at the same time, like a one-man
band.

Even though it is paradoxical, our experience shows that normalized databases may actually
occupy less total disc space than unnormalized databases. Particularly if the keys are short,
which, fortunately, seems to be the case most of the time. For instance, your identity number is
probably shorter than your job description. Naturally, we can go to ridiculous extremes and
normalize a database to death. We could conceivably chop up the information about an
employee in many entries, each containing a single attribute such as name, birth date, salary,
and so on. But this would really be splitting hairs! Common sense should prevent us from
committing such atrocities, and this is the motivation behind the rules for the fifth normal form:
An entry is in fifth normal form when there is nothing significant left to normalize!

Access strategies

In an online database system, we want to get information about given entities and their
relationships while somebody waits over the counter or over the telephone. This means that we
want to find the entry (or group of entries) of interest to us, among millions of entries, as
efficiently as possible. We should design (and periodically tune) our database systems to provide
the fastest possible response time for the most important transactions and queries.

Some people have spent endless amounts of time and talent on a fascinating problem: How to
minimize the effort required to answer the most infrequently-asked (and most arcane) questions.
Other people have invested their time and talent on another problem: How to minimize the
effort required to answer the most frequently-asked (arcane or not) questions, while still
preserving a reasonably efficient environment for those who must toil, on a daily basis, with the
thankless task of feeding and baby-sitting the database.

IMAGE provides two access methods which are optimized for efficiency: hashing and chaining.
We may access entities (in master datasets) by means of hashing and we may access relationships
(in detail datasets) by means of chains which IMAGE maintains for us as we add or delete detail
entries. These are contents-oriented access modes (as opposed to address-oriented access modes,
such as serial or directed).

IMAGE allows us the freedom to go "explorer-like" with sequential and direct access methods.
It also allows us the convenience of traveling through "pre-established hubs® by means of
techniques such as hashing and paths. We do not have to access anything in a predetermined
way. But it is nice to know that we may do so, if we know that a given "routine-route” will get
us more quickly to our desired destination. Why wade through swamps if we can use a bridge?
Why swim across the Atlantic if we can take the Concorde?

Naturally, we may have valid reasons (usually having to do with convenience, performance, or
both) that motivate us to use our own combinations of physical master and detail datasets, with
or without physical paths, to model a given collection of entities and/or relationships. Usually,
these valid reasons are dictated by our choices of customized indexing techniques which we
build on top of IMAGE's intrinsic access modes. (IMAGE itself does not have indexing.
IMAGE provides pre-fabricated access methods which allow us to implement all kinds of
indexing strategies, according to our pleasure).



Entities, relationships, and keys

In terms of space, an entity may be related to zero, one, or more entities (of its own class or of
different classes). In terms of time, these relationships may happen all at once or they may
happen one after another, in a strictly sequential fashion. To make things more interesting,
some virtuoso relationships may come all at once in an unending sequence of complexities!

A relationship is an entity. It all depends on our viewpoint. For example, a marriage is a
relationship between two people, and a marriage is also the subject of attention of a marriage
counselor who treats it as an entity. By the same token, an entity is a relationship. For
example, an individual is an entity, and an individual is a relationship formed by internal
organs, genes, environment, and so on. It is a matter of convenience to designate some "thing" as
an entity or as a relationship.

Usually, a relationship’s key is a concatenated key, composed of a collection of the keys of the
related entities. If we can relate the same entities in different ways or under different
circumstances (thereby giving rise to several detail entries to represent the different relation-
ships), then each relationship’s key must include some additional attribute(s) which define the
differences. For example, consider discretionary pricing (or discriminatory, or whatever you
may want to call it). In this case, the price of a product for a customer may depend on the
part’s supplier, on the customer’s rating within the company, on the order date and/or on the
ship date, and so on. In other words, the price is an attribute of the relationship among all
these entities; the price is not an attribute of the product alone.

IMAGE’s implementation highlights

An IMAGE entry (master or detail) models an entity or a relationship with equal ease. The only
difference between a master entry and a detail entry is the method of access: master datasets are
biased for hashing while detail datasets are biased for chaining.

An IMAGE dataset (master or detail) is a homogeneous collection of entries and an IMAGE
database is a homogeneous collection of datasets. Since the fundamental atomic unit is the
entry, let’s review its main features. An IMAGE entry has:

- A unique identifier (key) for the represented entity or relationship;
- Attributes (if any) which further qualify the characteristics of the entity or relationship.

Please note that a key is simply a field (or a collection of fields) which uniquely identifies an
entry. A key does not have to be an IMAGE search field. IMAGE search fields are defined
only for performance’s sake, to allow paths between master and detail datasets. Paths are
particularly attractive for online access to fashionable relationships, since paths tell IMAGE to
maintain appropriate physical linkages when adding or deleting entries.

Since entities and relationships are equivalent, IMAGE uses the same construct ("entry") to
represent either an entity or a relationship. For convenience (and performance) you may want
to use master datasets as repositories of entities and detail datasets as repositories of relation-
ships, since masters are biased for hashed access while details are optimized for chained access.
This would allow you to pick out the entry that interests you right now (by means of hashing
into the master) and would display its relationships right now (by following chain links in detail
datasets, controlled by chain heads in the master entry).
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The order of keys and/or attributes in an entity (or in a relationship) is arbitrary. Therefore,
the sequence of fields in an IMAGE entry is also arbitrary. To allow for stability within this
flexibility, IMAGE provides the list construct to map any subsets and permutations of key(s)
and/or attribute(s) to/from the user’s buffers. This permits us to add, delete, or reshuffle fields
without the need to recompile all the programs which access the affected dataset(s). We must
recompile only those programs which explicitly access the affected fields. This gives us a high
degree of data independence.

Database Dynamics

The concepts of Database Dynamics deal with the orchestration of the transactions which affect
(and are affected by) databases. A transaction is something that adds, deletes, or modifies an
entry (or a collection of entries, in the case of a complex transaction).

We use picoseconds (trillionths of a second) to measure events which we think are super-fast.
We use aeons (billions of years) to measure events which we think are super-slow. Somewhere
in the middle of this wide spectrum we find the events which occupy most of our attention in
our daily concerns. By definition, these are the events which are the most useful and
interesting. Most IMAGE databases, for instance, keep track of entities and relationships whose
event-speed ranges from a "fast' which we can measure in hours to a "slow" which we can
measure in years.

The functional dependencies among keys and attributes will tend to show a remarkable stability,
particularly if you cluster things around entities and relationships which are obvious to you.
For instance, the functional dependency between a personal identification number and the name
of a person will probably hold for life. Nevertheless, the particular manners in which people
access, combine, manipulate, present, and otherwise massage the data contained in the database
will tend to change according to the inevitable shifts in the organization’s political winds.

Given these facts of life, it might make more sense to focus our limited energies and resources
on the analysis of the most permanent things: entities and their relationships. As a bonus, we
find that this entity-relationship approach automatically and conveniently requires very simple
interfaces to maintain (and obtain) information using the database.

Naturally, stability should not imply inflexibility. The challenge is to be as stable as possible
while still being sufficiently flexible and adaptable to changing environmental conditions. But
there should be some back-bone to the whole thing!



A practical database methodology

All this nice database theory is certainly a lot of intellectual fun. But you also have to address
the practicalities! Specifically, you have to remember that your ultimate responsibility is to
develop an application system which uses databases only as a means to an end.

Since 1974, I have kept copious notes of theoretical and practical issues which have influenced
my failures as well as my successes. The integration of these notes has led me to a practical
database methodology whose ideas and steps I consider simple, timely, timeless and, above all,
. powerful. Here is the outline:

First of all, classify your Entities and your Relationships

Graphics are great for the process of classifying and for displaying the resulting classification! I
like to use rectangles to represent collections of entities, circles to represent collections of
relationships, and lines to make relationships explicit. Since entities and relationships are
equivalent, this is a valid choice of geometric figures: After all, a rectangle and a circle are
topologically equivalent!
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Regardless of the graphics you use to guide your classification, your entities and your relation-
ships will conveniently fall into categories which are obvious to you and to people who are
versed in your business. For instance, if you are a manufacturer or a distributor, you could
choose something along these lines:
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Notice, with pleasure, that this fundamental step of classifying your entities and relationships
has all kinds of bonuses. First of all, you will get a clearer picture, in your own mind, of your
own system. Later on, you will also see that the resulting IMAGE database(s) will automatically
have a clean and elegant design and will be in a very respectable state of normalization.

As an interesting example of a bill-of-materials, modeled with a minimum of database elements,
please see the "Assembly” relationship which relates "products” to "products” (or, if you prefer,
you may use "parts”, or "components”, or whatever, instead of "products") so that we may
quickly answer either of these questions with equal ease: "Which products do I need to assemble
this product?" and "Which products can I assemble with this product?".
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Let’s see now an example which stresses the importance of the attributes associated with
relationships. Even though the related entities are important in themselves, we will see that
shuffling things around a little bit to place the spotlight on the relationships may reward us with
pleasant surprises. In this example, we will take attributes which are commonly assigned to
entities and we shall assign them to relationships. This way, the entities are free to "wear"
different attributes, depending on their relationships, without being stuck with them for life.
This is the essence of dynamism, after all! Just for fun, let’s study a database model of
presidential administrations, on a world-wide scale. Please stretch your mind beyond any
parochial limitations:
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Notice that this design does not include restrictions such as citizenship and uniqueness. The
same person could be the president of more than one country at the same time and many
persons could be simultaneous presidents of the same country (have you heard recently of
"presidents in exile"?). You can quickly find an administration by beginning year or by ending
year, as well as all current administrations regardless of their beginning. Without any radical
changes, this same design could apply to directors of corporations (and would be very useful to
trace interlocking boards!)

Time for a little computerese!

Translate your nice graphics to IMAGE’s database definition language. Create an IMAGE
schema which the schema processor (DBSCHEMA) will understand. Rectangles ("collections of
entities") translate immediately to master datasets (either manual masters or automatic masters,
depending on your orchestration style; don't lose too much sleep on this). Circles ("collections of
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relationships”) translate immediately to detail datasets. Lines which represent obviously "hot"
relationships translate immediately into paths (so that we may use IMAGE's hashing and
chaining shortcuts to find the entities and relationships which we want at any time). Lines
which represent "so-so" relationships are, by definition, not worthy of paths. These lukewarm
relationships will rarely pop up in our daily database usage. If they surface every now and
again, they will become the subject of serial scans (which are not so bad if you do them only
once a month in the middle of the night). If we notice an alarming trend in the rate of serial
scans, then we simply add a path. No big deal!

Refine your indexing for performance

IMAGE'’s search fields just happen to be convenient for the sake of IMAGE’s hashing algorithm
(which converts a data value to an address) and IMAGE’s chaining algorithm (which links
logical neighbors even when they are millions of entries away from each other). But you can
design any mathematical mapping of your choice that will convert any data value into a
reference to whatever keys you may have defined for IMAGE. Don’t stop at the obvious. Let
your creativity soar to new heights. IMAGE will be delighted to cooperate with you. If you
need some inspiration, simply ask a fellow HP3000 user. You will be amazed at the unbeliev-
able variety of IMAGE indexing techniques in existence today. It is fun to do fantastic things
with IMAGE.

For instance, you may get sophisticated and decide to use clusters of masters and details to
index selected entries which reside in specific masters or in specific details. If your indexing
incorporates trees and other structures which facilitate keyed sequential access to entries, you
may consider stand-alone detail datasets as ideally suited for the storage of such specialized
structures. There is no reason to have indexing structures residing outside of IMAGE if we can
have them as full IMAGE citizens. A stand-alone detail dataset is equivalent to a standard MPE
file and offers many additional advantages, such as IMAGE’s buffering, backup and protection
mechanisms, locking, and remote access.

Choreograph your Transactions

This is the dymanic part! Specify the transactions that will allow you to add, modify, delete,
and report these entities and their relationships. Decide whether or not some of these transac-
tions need to be undisturbed by other concurrent transactions. Take advantage of IMAGE’s
locking to make sure that you achieve a fair compromise between privacy and sharing.

Perform your Transactions

At your convenience, add, delete, find, modify, relate, and report entries. Do it solo or invite
your friends and fellow workers, from the next desk, from the next building, from the next
country, or from anywhere in the network. IMAGE is a multi-tasking multi-computer database
management system, after all!

A good performance implies the orchestration of a myriad of simple technical details into an
impressive, overwhelming presentation. The presentation is your application. The technical
details are the result of your normalization. Since you carefully allocated the appropriate
resources (no more and no less) where they belong, at the appropriate level, at the appropriate
place, at the appropriate time, you have a balanced performance.



Tune up your Performance

Balance, though, by its very nature, is a dynamic concept. You cannot just relax and assume
that you will never lose it!

As you specify your masters, your details, and your paths, keep in mind that the important
question is: "Can you define, redefine or cancel these entities and their relationships at any time
during the life of the database?" For performance reasons, you may want to wire some obvious
relationships hot in the database’s structure by means of paths. But you do not want to be stuck
for life, since some hot relationships may cool off and some sleepers may wake up unexpectedly!

The same questions apply to every component of your database and the same advice applies to
every database administrator: Fine tune things in such a way that you reach a reasonable
compromise between the response time for any of these functions and the global throughput for
the whole transaction load. '

Bravo! You are now a database master, thanks to IMAGE.

Hewlett-Packard’s IMAGE database management system has unique mathematical properties
which are natural consequences of its original design criteria. These IMAGE properties allow
you to model your entities and their relationships in a nicely normalized fashion, without any
unnecessary and inconvenient convolutions.

Take advantage of IMAGE’s properties. They are sound and they are classic. But they do not
have a life of their own. They need you!

Like any fine instrument, IMAGE is there, dormant, waiting for you to wake it up with your
dynamism. Play it well, with soul. At the beginning, you may want to join a group of fellow
enthusiasts, to improve your technique while you develop your style. Eventually, you may want
to solo. In any case, happy crescendo!
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Appendix A

IMAGE schema for the Distributor database mentioned in the Practical Methodology section.

Begin database DISTR;
<<
NOTES:

Your imagination and convenience should decide how many (and
which) attributes to include at the "...".

The paths are NOT necessary at all, but we include them as
examples of performance boosters for relationships which
seem to be "hot and heavy". You can always take ALL paths
away, or add OTHER paths at will. IMAGE does not care: You
are free to play with the tradeoffs involving time, space
and the bias on efficiency.

Capacities can go from one entry to several million entries.
The help of intelligently-defined paths becomes more obvious
when you deal with millions of entries. Toy-like academic

examples, of course, do not require any overhead in terms of

structure.
>>
Passwords:
10 SeeaAll;
<< 0 >>

Itens:

Manufacturer#, x6 ;
Distributor, x4 ;

Product#, x10;
assembly, x10;
component, x10;
name, x40;
addressl, xX40;
address2, X40;
city, x30;
department, x30; <<Or "state" or "Province">>
country, x30;
amount, r4 ;
production, j2 ;
supervision, j2 ;
responsibility, j2 ;
<<e0e>>
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Sets:
Name: MANUFACTURER, manual;

Entry:
Manufacturer# (2), <<2 paths, to "Manufactures"
and "Represents">>
name,
addressl,
address2,
city,
department,
country;
<<oeo>>
Capacity: 2000;

Name: PRODUCT, manual;

Entry:

Product# (4), <<4 paths, to "Manufactures", to "Sells",
to "Assembly" as a part of another
product and to "Assembly" as a product
which, itself, has components>>

name;

<<o0e>>

Capacity: 80000;

Name: DISTRIBUTOR, manual;

Entry:
Distributor# (2), <<2 paths, to "Represents" and "Sells">>
name,
addressl,
address2,
city,
department,
country;
<<o0 o >>
Capacity: 20000;

Name: ASSEMBLY, detail; <<Relates products which are, in turn,
parts of other products>>

Entry:
assembly (PRODUCT), <<This search field allows us to find all
the products which we need to assemble
a given product>>
component (PRODUCT), <<This search field allows us to find all
the products which we can assemble with
a given product>>

amount,
Production, <<Person in charge, for instance>>
Supervision, <<Person in charge, for instance>>
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Responsibility; <<Person in charge, for instance>>
<<o0a>>
Capacity: 150000;

Name: MANUFACTURES, detail; <<Relates manufacturers
to products>> Entry:
Manufacturer$# (MANUFACTURER),
Product# (PRODUCT) ;
<<, e e>>
Capacity: 2000000;

Name: REPRESENTS, detail; <<Relates manufacturers
to distributors>> Entry:
Manufacturer# (MANUFACTURER),
Distributor# (DISTRIBUTOR) ;
<<.ee>>
Capacity: 5000;

Name: SELLS, detail; <<Relates distributors to products>>

Entry:
Distributor# (DISTRIBUTOR),
Product# (PRODUCT) ;
<<oe0>>

Capacity: 5000;

End.



Appendix B

IMAGE schema for the Presidential database mentioned in the Practical Methodology section.

Begin database CHIEF;<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>