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SECTION

Overview [1!‘

1.1 Abstract

The rise in mini and micro computers led to proliferation of computer systems. With these inexpensive
computer systems each work group, and often person, could afford his own computational facility. This
proliferation of computer systems also increased the need for exchange of data between computers, and
the sharing of expensive resources. To address this need computer vendors produced their own proprietary
computer networking capability. Examples of this are HP’s DS network which pioneered distributed
processing, and IBM’s Binary Synchronous network, which was primarily hierarchical.

This approach worked well up to a point. It, however, had three limitations:

1) Proprietary networks did not communicate to other proprietary networks. Thus if users
bought computers from more than one vendor, inter-vendor communication was difficult at
best.

2) Once the network was implemented, it was expensive to rewire it as the computational need
of the user changed.

3) The proprietary nature of the networks precluded incorporation of new networking
technology.

To ameliorate this problem HP has adopted the International Standards Organization (ISO) Open Systems
Interconnect (OSI) model which allowed customers to get the benefit from their network. In contrast IBM
adopted its System Network Architecture (SNA), a closed architecture which obsoleted its older BSC
network.

This paper outlines a method of designing computer networks based on the ISO OSI model. It explains the
ISO model and develops criteria for selecting different hardware and software components from the model
to implement an efficient, flexible, and cost effective network based on computational and data traffic
needs. The paper shows how a network designed with such principles can allow heterogeneous
communications, changes in topology, and upgrading to newer technologies.

1.2 Organization of Paper

This paper addesses the need for developing networks which provide the benefits stated above. Section one
briefly explains the International Standard Organization Open Systems Interconnect model. Section two
examines the architecture of the OSI model, and the benefits of layering in providing modularity, and
expandability. In section three the advantages of using standard communication protocols are explained,
and this is expanded in section four which develops a model for selecting different communications
protocols. Sections five and six sum up with a case study of networking a multinational company, and a
summary of the paper.



SECTION

Open Systems Interconnect Model l—!|
2

With the advent of mini and personal computers, came lower prices and the proliferation of computers.
These computers were distributed in many sites, and a need arose to connect the computers together. The
International Standards Organization (ISO) developed the Open Systems Interconnect (OSI) model for
connecting computers to provide four services. They are:

e Share information. Computer networks allows companies to share and distribute information
over the entire company, even if the company is geographically dispersed

e High Reliability. Computer networks allow higher reliability by providing back up data and
processing power. If a disc drive or processor fails others are available to allow computation.

e Load Sharing. Computer networks allow computation to occur at the site of the data, thus
allowing only pertinent transactions to be transmitted, and lowering communications cost.

e Communications Network. Computer networks allow electronic mail between members of the
company.

This section examines the International System Organization (ISO) Open Systems Interconnect (OSI) model

for implementing computer networks which provide the above mentioned functionality. The objectives of
the layered model, and the functions of each layer are explained.

2.1 OSI Model

The ISO committee designed the OSI model in seven layers. With each layer the committee intended :
e Clearly defined layers.
e Each layer has a specific distinct task.

e Modularity in decomposing the network.

The OSI model above has seven layers. Each layer communicates with the layer above and below The
functions of the layers are:

e Layer 1: The Physical Layer. The bottom layer is the physical layer which transmits raw bits
over a communications channel. The layer defines the medium, the voltage, the length of
electrical signal. The layer defines mechanical, electrical, and procedural interfaces.

e Layer 2: The Data Link Layer. The data link interprets the signals transmitted on the
physical link, and ensures accurate transmission and receipt of data through error correction
or retransmission. For instance a noise burst can destroy data. The data link protocol requests
retransmission and acknowledges the data received.

19



Open System Interconnect Model

Application protocol
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Physical layer host

OSI Model

o Layer 3: The Network Layer. The network layer controls the routing of data. It accepts the
data from a source converts them into packets and directs them to the right destination.

e Layer 4: The Transport Layer. The transport layer accepts data from the session layer and
ensures the data arrives at the destination in the correct sequence. This is specially important
in a host computer which establishes multiple sessions with other computers.

e Layer §: The Session Layer. The session layer provides the user an interface into the network.
It establishes a connection between a user on one computer with a user or service on another
computer. This connection is known as the session. The session layer handles authentication,
and communication protocols employed in the lower layers.

20



Open System Interconnect Model

e Layer 6: Presentation Layer. The presentation layer presents the data transfered by the
network in an understandable format. This is specially important when the two computers
involved employ different internal data representations (eg 7 bit and 8 bit characters). The
layers also handle data compression and encryption for speed and security.

o Layer 7: The Application Layer The application layer defines the topmost layer of the OSI
model. This layer is defined by the users of the computers. The actual format of the layers
depend on the application of the network, and the people implementing them. For instance,
electronic mail may use message passing, while distributed data bases may use remote data
base access, and distributed processing may use inter-process communication.

This layering allows building of modular networks, which the user can modify easily to adapt to new
computational needs and technology.

21
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SECTION

Advantage of Layering I_!_l
3

3.1 Modularity

Since the layers in the OSI model pass well defined messages to the ones above and below, the OSI model
allows for modular decomposition of computer network commnunications. This modular decomposability
allows for individual, or group, of layers to be replaced easily by other layers providing the same
functionality of the layers replaced. This ability to replace layers makes changing of network topology,
communications protocol, and technology with minimum effect to other parts of the network and the
computer system. This section describes how modification of networks can be effected.

3.2 Changing Your Network

Firstly, modularity is useful in changing computer networks. For instance, suppose a user connects two
computer system using point to point synchronous connection on HDLC protocol. This line communicates
at S6KBPS, and adequately supports the communications need for the customer. As the users
computational needs grow, he purchases another computer and connects this to one of the other computers
This creates a problem since the user has to use one of his computers as an intermediate node between the
other two. This puts an extra communication burden on the intermediate computer. This is further
complicated because the users’ communication needs increase.

To resolve this problem, the user switches from a point to point network to a 802.3 local area network.
With this the user replaces the binary sychronous cable with a coaxial cable, and the HDLC protocol with
the 802. 3 protocol.

3.3 Expanding the Network

Let us examine the case if the customer needs to expand his network. Suppose the user wishes to add a
computer to another site at a different location. The user then needs to exchange data between his
current computer facility and the new computer facility. The user can designate a computer at each site
to act as a communications gateway and use an dial up line to connect the two computer sites on an "as
required” basis.

To connect these two sites the user adds lower level HDLC communication protocol over a twisted pair.
This protocol works in conjunction with the existing upper layers or networking software, allowing the
user to utilize existing network software over both the local area and the wide area network. .In this
manner, from the user’s point of view, the local and the wide area computers reside on the same network,
the only difference being the speed of the line.




Advantage of Layering
3.4 Adopting New Technology

While the above examples illustrate addition, modification and substitution of the lower layers of the
network, network users can modify other layer with a similar approach. The user can expand this
approach to encompass new network technologies. For instance if the computer user decides to adopt a
mail network based on X.400, he can simply pass messages through the existing lower six layers to
implement a new mail system. Similarly if the user increases his data traffic between his remote computer
sites, and a new technology, such as optical fiber, offers him a higher data throughput, he can replace his
twisted pair copper line with an optical fiber line.

3.5 Advantages of Layering

Thus a layered networking protocol provides a number of advantages:

1) Easy modification of network to suit actual data communications needs. Since the network is
layered, each layer can be replaced without major impact to the other layers.

2) Easy addition to exiting network to expand coverage. Additional links or services can be
added to the exiting network, thus providing more functionality when it is needed.

3) Easy incorporation of new networking technology. As new software and hardware
technologies become available, they can be added to the network without losing the existing
investment in the network.

4) Protection of investment. Because the network can be modified incrementally, existing
investment in software and hardware need not be scrapped to either change the network, or
adopt newer technology. This reduction of switching cost ensures networks can be cost
effectively developed for customer needs.
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International Standards

Once the user adopts the OSI layered communication protocol for networking, the user needs to decide
which specific protocol to implement. Many vendors offer their own protocol; some of the vendors
implement an OSI like layered communication protocol for their network. This approach allows users to
connect, to a large degree, computers manufactured by the same computer vendor. However, many users
apply computers manufactured by different computer vendor for different task. /f the user should wish to
connect these computers from multiple vendors in a homogeneous information management system, he
will often find the different vendors do not provide the ability to connect to computers manufactured by
another vendor. The user then is left to his own resources to pass information between these various
computers.

4.1 Advantage of Standards

Adopting networking standards relieves this problem in three way, firstly, through a standard set of
protocols, computers manufactured by different vendors can communicate with each other. Secondly,
economies of scale ensure cheaper and more reliable networks, and thirdly, international standards tend to
exist longer than single vendor protocol, and thereby offer protection to the users investment.

4.2 Mulitivendor Connectivity

Adoption of international standards for all communication provides the user with one immediate benefit
- computers purchased from different vendors can communicate using the same protocol. While a vendor
proprietary protocol may allow more efficient communication between some of the machines of a given
vendor, communications between different vendors, and even different product lines of the same vendor
(IBM series 36 and Series 38) are more difficult. Adoption of internationally agreed upon protocol
standards (such as GM’s MAP) allow users with more connectivity between heterogeneous computers.

4.3 Product Longevity

Another benefit of adopting standard communication protocol is that, the communication protocol tends
to exist longer than a protocol supported by one vendor. This is because typically many vendors will
support an international standard, and products communicating via the protocol will exist for a time
longer than products supported by a single vendor. This is important from a user’s financial point of view,
as he can purchase communication products to supporting his existing application programs for a longer
time than application products using vendor proprietary products.

4.4 Lower Cost

Because multiple vendors support international standards, products supporting these standard protocols are
developedeby a relatively large group of companies. This results in competition between the suppliers and
a lower cost product for the user. Also, because standard communication protocols are supported by



International Standards

multiple vendors, the number of products available increases, the number of units in use increases,
resulting in more variety and lower cost due to economies of scale.

4.5 Tradeoff for Standards

While following a standard provides many benefits for the computer user, typically the standard lag the
leading edge technology by a few years. This implies that customers needing to use the latest technology
cannot be guaranteed of an international standard with the above mentioned benefits. For instance, fiber
optic communication has no established protocol which looks like becoming an international standard.

Similarly, if a user wishes to provide the fastest communication between two specific systems, he may wish
to bypass a standard protocol and develop a protocol which he can fine tune to provide the best
performance for his specific application.

The user has to evaluate whether these advantages outweigh the benefits of standardization and low cost.
In systems like real time fire control on military aircraft, the user may indeed decide a high performance
proprietary protocol provides the technological edge to ensure survival of the aircraft. However, the user
should realize, that developing proprietary protocol will be more expensive and more time consuming than
using standard protocol. In the majority of the cases the user will opt for standard protocols.
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SECTION

Picking A Standard l—?—_]

Once the user commits to the OSI model for his computer communication, the question of what standards
to use for his application arises. HP aggregates the OSI model into three layers, and picks standard based
on these three layer. This makes choosing standards much simpler with three layers, and the network does
not lose much flexibility.

Starting from the bottom the layers are the link, incorporating layers | and 2 of the OSI model, the
transport, incorporating layers three and four of the OSI model, and the application incorporating layers §
through 7 of the OSI model.

6.1 Linking the Systems

To establish the computer network, the user must first connect the two systems together. This is the link
between the computer systems. It incorporates the lower two level of the OSI model. The user needs to
ask himself a number of questions when deciding the type of link over which he will connect his
computers.

1) Where does he plan to place his computers. The geography of his computer network
determines some of the options he has for connecting his computers. If all his computers are
in the same building within 1.5 KM of each other, he can use IEEE 802. 3 local area network.
If they are in separate nearby building he can use IEEE 802.4 broadband LAN. The user can
also use point to point connections, phone switches, and X.25 based data switches for local
connections. If distances are larger telephone lines, leased lines, public X.25 networks, and
satellites may provide the appropriate connections.

2) What are the performance requirements of the network. In other words what applications
does the user expect to run over the network. If the applications require high data transfer,
LANS would be appropriate for local connection, and fiber optic and satellite for remote
connection. If the user expects rapid response, a satellite connection would cause too much
delay.

3) How many systems does the user intend to connect in the network. If the user intends to
connect few systems, point to point connections may be the most effective method of
connecting the systems. If he wishes to connect many systems, LANs, X. 25 switches, and PBX
switches (for local connections) may be necessary. LANs, X.25, and PBX switches allow
multiple systems to coexist on the same network.

4) Price. How much is the user willing to pay for the network. The higher the performance and
functionality, typically, the higher the price.

The user needs to carefully analyze his current and future data communications requirements to develop
cost effective connections between his computer systems using the above mentioned guidelines.
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5.2 Transporting the Data

After the user establishes a connection between his computer systems, he needs to transport his data
between the systems so that the receiving computer can meaningfully interpret the data sent by the
transmitting computer.

Luckily the choices here are less. The user needs to determine reliability of the link he has chosen and
adopt a transport protocol which provides the most throughput. For instance an 802.3 LAN provides
more reliable data than a disc drive. Unfortunately there is only one major standard available today -
Transport Control Protocol/Internet Protocol (TCP/IP). TCP/IP was designed for relatively unreliable
communications links, and thus provides much higher error checking and correction than is necessary with
some of the modern links.

However, many vendors have adopted TCP/IP and it is key in connecting multi-vendor computer. Thus
till a better standard is designed by ISO (eg TP4), TCP/IP is the transport protocol of choice.

5.3 Network Applications

After the user develops a method for transferring data reliably from one computer to another, the next
task is to pick a set of applications which provide high degree of functionality. This layer covers layers 5,
6 and 7 of the OSI model. This layer provides the functionality of communicating between the computer
systems. Functions provided include:

e Inter Process Communication
o Network File Transfer

o Remote Terminal Capability
e Remote Process Management
e Remote Data Base Access

e Network Management

Many implementations of the application layer offer variations of these services. This layer is offered
both in vendor developed packages, and in packages based on internationally developed standards. In
picking the set of protocols in this layer the user has to keep two thing is mind:

1) Are the protocol based on ISO. That is can the protocols communicate using layers 1-4 of
standard international protocols such as TCP/IP X. 25, 802.3 etc. If this is not true then the
protocols cannot provide communications between multiple vendors. If the protocol is based
on international standard, the user can either buy implementations of the protocols on
different vendors or, in the case of computer vendor developed protocols, implement these
protocols on machines of another vendor.

2) Do these protocols allow modular decomposition. In other works can these protocols allow
applications developed on one machine to be distributed over multiple machines. Global
address spaces and interprocess communication protocols allow for this expansion capability.
Inter-process communication tends to be easier to implement than global address spaces. With
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IPC, the user can develop his application program in modules. As the user needs more
computation power, he can easily move modules to other computers on the same network, and
thereby increase his computational capability by utilizing multiple processors.

A number of international protocols are being developed for different application. They include the MAP
protocol for manufacturing environment, the TOP protocol for the engineering environment, and the
X. 400 protocol for the electronic mail environment. In addition vendors such as HP, DEC have developed
application protocols based on the OSI model.
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SECTION

The previous sections described the OSI model, the advantanges of designing a network based on this
model, and some guidelines for.selecting layers of these models. This section integrates the previous
sections by applying the principles developed before to a hypothetical company which needs distributed
computation. The section describes the company’s computational needs, its geography, and then designs a
network to serve the company

6.1 Company Computing Need

Let us assume we are dealing with a company named ABC. ABC designs, manufactures and sells
state-of -the-art widgits. To operate efficiently ABC divides its operations into four functional area,
Engineering, Manufacturing, Marketing and Sales, and Administration. Below are described the operations
and computational needs of each functional area.

Engineering. The engineering organization designs the widgits with powerful Computer Aided
Design (CAD) workstations. These engineers need to share design between themselves to
efficiently design the widgits. They also need access to expensive plotters and disc drives to
plot and store the designs. The engineers also need input from the marketing organization for
new designs. They also would like to send the designs to the manufacturing operation quickly
so that designs can be manufactured and sold before the competition’s widgits.

automated factory. The orders are received from the sales force to a materials management
computer. This computer automatically plans production based on demand, and orders raw
materials and manages inventory. The orders are passed on to factory floor computers which
run the production process. Typically one production line is operated by multiple computers.
These computers build products based on designs sent to them by the CAD computers in the
engineering operation.

Marketing and Sales. Marketing and sales are two different functions in ABC’s marketing
organization. The marketing organization performs traditional marketing function of
merchandising, forecasting, and product management. To accomplish this efficiently ABC has
provided its marketing staff with personal computers which support forecasting, data base
management, word processing and graphics. The marketing staff shares common data among
its staff. The sales organization was provided with portable computers. The sales force
determines price quotes with these computers and enters orders to the factory by these
computers.

consists of accounting, personnel, and report generation. They use a minicomputer, and need
data from all other operations on revenues, expenses, personnel, and capital outlays.
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e Network File Transfer. This function is needed to transfer files and share information
between users on different computers.

e Remote Data Base Access. This function provides access to data on remote computers.

e Virtual Terminal. This allows users of one system to initiate sessions on a remote computer.

6.3.2 Transport Protocol

The standard industry transport protocol is TCP/IP. Company ABC picks TCP/IP since this allows them
the most flexibility in choosing the upper level application software, and lower level network link.

6.3.3 Link Technology

ABC needs a number of communication links. Each of these links is for a different communication need.

e Broadband LAN. The manufacturing environment needs a deterministic real time network
which allows high speed communication between production line computers. for this purpose
a broad band 802.4 LAN is appropriate. This LAN is extended to connect the manufacturing
planning computer to the production computers. The 802.4 LAN also reaches the next
building where the CAD computer reside. It connects to the engineering computer network
via a gateway.

e Baseband LAN. For the engineering CAD stations a 802.3 baseband LAN provides the same
high performance at a lower price than the broadband LAN. The workstations connect over
this 10 MBPS LAN to each other and a dedicated server which supports high speed disc drives,
printers, and plotters.

e Work Group Thin Lan. For the marketing organization, a local high speed network is
necessary. The network implemented by ABC supports workgroups of four to six people. The
network uses a small minicomputer which double as a file, print, and plot server. Eighty per
cent of group communication is among themselves. Twenty per cent is to other group. To
accomplish this ABC employs two LANs. The first is for the group. It is a thin 802. 3 based
10 MBPS coaxial cable to connect the workgroup to each other. Each work group LAN in
turn connects to a campus wide thick 802.3 coaxial cable. This backbone coaxial cable allows
the different groups to communicate among themselves.

e PBX. The minicomputer supporting the administrative staff also connects to the backbone
computer. The administrative group supports a large number of terminals. These terminals
connect to the mini computer via a telephone switch. The switch allows support of a large
number of terminal which all do not need to connect to the CPU at the same time.

e X.25. The sales offices around the continent are connected to head quarters via a public X.25
network. The X. 2§ network allows flexible configuration, and a demand based network. ABC
is charged for actual data transfer between its remote computer systems.

e Point to Point Connection. The two main sites of ABC (marketing & administration and
engineering & manufacturing) transmit large amounts of data to each other. For this purpose,
ABC uses a direct telephone line.
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6.2 Company Geography

ABC is arranged in three groups. The Engineering organization and manufacturing organization are
situated in adjacent buildings in one locations. Marketing and administration are located in another two
adjacent buildings in another city, and the sales offices are spread all over the continent.

e Engineering and Manufacturing. ABC’s engineering and manufacturing facilities are located
in an adjacent building. The engineers each have design workstations, and share a number of
high speed disk drives, printers, and plotters. The manufacturing floor is organized around
production lines. Each line is controlled by computers operating a number of PLCs. The
production line computers themselves are scheduled by a production planning computer.

e Marketing and Administration.. The Marketing and administration groups are situated in one
building. The marketing organization is grouped into 4 to 6 man units. Each person in the
unit works on PC and needs to share his information with others in his workgroup.
Occasionally a person in one group needs to share information with people in other groups.
The administrative organization employs a central computer to manage corporate wide data
bases. The people in administrative organization use intelligent terminals to establish sessions
on the computer. The computer is maintained in a central computer room.

small computer with a group of PCs. The main function of the computers is to generate
quotes, log orders, and keep track of customers. The sales office receives new parts lists every
week, and transmits orders every hour on an as-needed basis.

6.3 Picking The Network

Given ABC’s computational needs, communications traffic, and geography, the next task is to pick the
application software, the transport protocol, the connection technology. The application software is
determined by the functionality required from the network, the transport is determined by performance
and error recovery concerns, and link technology is determined by the geography of the systems.

6.3.1 Application Software

ABC needs to perform a number of functions over the network. In the engineering environment it needs
to pass files between the engineers and access data bases remotely. In the manufacturing environment the
different computers need to pass information to each other in real time to inform the other computers on
process control. In the marketing organization, the PC users need terminal access to the mini computers,
and file transfer capability. The sales office needs batch file transfer capability, to HQ to receive updates
and send orders. All functional groups need a mail capability to pass messages. Below are a list of
standard protocols and services ABC implemented on its network.

e MAP. For the manufacturing operation the protocol to follow the Manufacturing
Automation Protocol (MAP) being developed. This protocol is being developed for real time
computer networks on the factory floor. This provides remote terminal and file transfer
capability.

e X.400. For the corporate wide mail network, X.400 is the networking protocol being
developed by the CCITT for electronic mail. This packages the messages from any computer
and routes it to another computer.
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Summary

From the study of ABC corporation we saw how a company wide network can be designed using the ISO
OSI model. The different parts of the organization need different communications capability. This is done
by using the layered architecture and employing a multitude networking products based on the OSI
model. This allows ABC to:

e Share information between users.

e Provide higher reliability of information available.

e Share information between different computers.

¢ Communicate via electronic mail.
The OSI structure ensures the ABC has the capability to:

e Connect computers from multiple vendors.

e Design a flexible network with multiple technologies.

e Upgrade and modify the network easily.

e Protect ABCs investment in the computer network.

7.1 Blography

The author, Hassan Alam, has been with HP for two years. He is a network specialist for HP’s
international region. He has had work experience designing WANG’s 1/0 system, and managing ROLM’s
military computer products. Hassan Alam holds a Bachelor’s degree in computer science, 2 Bachelor’s
degree in Electrical Engineering from the Massachusetts Institute of Technology, and an MBA from
Stanford University.



X.25: WHAT TO DO AFTER THE NETWORK IS IN PLACE

Stephen J. Coya
MCI Digital Information Services, Washington, D.C., USA

Summary

Many organizations are discovering the advantages of using X.25 packet
switching networks to support their data communication requirements.
However, it's not until the network is installed that the real "fun"
begins: connecting all the hosts and getting them to talk to each other.
This is especially true when hosts from different vendors are to be
connected to the network. While the OSI model provides a good theoretical
framework, many vendors have implemented this model in different ways. As
a result, diverse, and sometimes incompatible, protocols must be
accommodated and coerced into cooperation before they can communicate.

This paper will review the problems (and solutions) encountered
connecting HP3000s, HP1000s, and DEC VAX 11/785s together over a
nationwide private X.25 network. It will touch on the physical connections
to the packet switch (OSI Level 1), a special Transport Layer protocol
that had to be developed (OSI Level 4), and some of the problems
encountered with DSN/DS (combination of OSI Levels 3 and 4) and what we
had to do to make it all work.

Introduction

We knew from the start it would be interesting. Many companies have
made the transition to X.25 networks with relative ease, but this can
often be traced to systems where only one vendor host is involved. For
example, a network consisting of HP3000s and the selection of a network
switch vendor that supports such an environment. The MCI Mail system, an
electronic mail system with hardcopy support, was designed around the use
of VAX hosts for the mail application and HP3000s to process and print
hardcopy traffic on 2680A Laser printers, and we knew the hosts would be
connected to the network switches (PSNs) at 56 kilobits per second (kbps).
We drew network (cloud) and system diagrams, examined technical
specifications for the hosts and the switches, realized what could and
could not work, and reached for the bottle of aspirin!

I should mention that there were time constraints involved that did
not permit extensive experimentation or research, and the capabilities
that exist on today's equipment did not exist three years ago. The system,
designed in the latter part of 1982 was built in six months during 1983.
Even after details were worked out in joint design meetings, special plugs
and cables had to be developed on the fly as we tried to meet our target
date, which we did.
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Transport Layer (OSI Level 4)

The first "Gotcha" was getting information from the VAX hosts to the
HP3000s. All VAX hosts were located in a central facility while the HP3000
based print sites were set up across the country. Tape transfers were out
of the question, and the old standby, RJE, did not fit the overall system
design. When DSN/DS was initially developed, it was for point to point
communications between HP equipment. It was expanded to support X.25
interfaces, but still required the use of DS as a transport layer
protocol. So one still had to use DS to transfer files to an HP3000, Well,
DS was never implemented on VAX equipment, and we needed something that
would talk straight X.25 with the VAXen and DS with the HP3000s. Enter the
HP1000.

The HP1000 was inserted into the network diagrams between the VAX
hosts and the HP3000s (we also started using pencils instead of pens to
draw the diagrams). We used two LAPB modem cards and two physical
connections to the packet network. One modem card was set up to use
straight X.25 (DSN/X.25) to communicate with the VAX hosts. The second
card was configured to use DS (DSN/1000-IV) to communicate with the
HP3000s. Simple? Not quite. While the HP1000 could use DS to communicate
with the HP3000, there was no transport layer protocol to communicate with
the VAX.

The solution was to design a Simple File Transfer Protocol (SFTP) to
accommodate the need for a transport layer. This protocol was implemented
on the VAX equipment and on the HP1000s. As its name implies, it is a
simple protocol: no CRCs, just simple checksumming and byte counts. It was
also implemented on an IBM 4341 which was connected to the network and
served the application as the accounting and invoicing host.

So, we had finally identified the host equipment that would be
connected to the packet network and had designed a protocol that would
provide the OSI level 4 Transport Level between the VAX and HP1000
equipment., Back we go to the basics, 0OSI Level 1, and connect the
equipment to the packet switches.

Physical Layer (OSI Level 1)

0SI Level 1 pertains to physical connections, which pins are used for
what signals, and the electrical levels of those signals. Unfortunately,
there are a number of different standards that have been recommended and
implemented: RS232c, RS449/RS422, and V.35 were the ones we had to work
with (See figure on last page).

The packet switch nodes (PSN) supported RS449 physical connections.
The switches did not supply a clocking signal, and the hosts were to be
connected directly to the PSNs (no modems) at 56 kbps. I mention clocking
because at that time neither the HP1000, HP3000, or the VAX could supply
clocking at 56 kbps (if they could we didn't know about it). So we had to
connect three different hosts that support three different interfaces to a
packet switch that supported only one of the three.

The HP1000 was the easiest as it uses RS449 as a physical interface.
All we had to do was insert a RS449 Synchronous Modem Eliminator (SME)
between the HP1000 and the PSN to provide clocking at 56 kbps. Since then,
we have been successful in operating without an SME as the HP1000 will now
supply the clocking signal.
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The HP3000, however, uses V.35 as its physical interface. To establish
this connection, a V.35 cable from the INP is used which terminates in a
Winchester type connector. The next link is a cable which terminates on
one end with a Winchester connector (connected to the HP3000 INP cable),
and on the other end with a DB-37 connector. The DB-37 connector is wired
to conform to the RS449 specification, the electrical characteristics of
which conform to RS422 (RS422 is the electrical specification for signals
carried on an RS449 interface). The DB-37 connector is then plugged into a
SME. From the SME comes a cable to a special V.35/RS422 convertor that is
plugged directly into the HP3000's port on the PSN. Two down, one to go.

The VAX supports RS232 connections, which is rated at 19.2 kbps up to
75 feet. However, the interface from the VAX to the packet switch goes
through a KMS1l1l processor which has a rated speed of 56 kbps. A shielded
cable is used to connect the KMS1ll to a RS232/RS449 SME which is then
connected to the packet switch.

So we now have all the hosts connected to the network, transport
layers are in place, and we can transfer files where they need to go. All
done? Not yet - the system must be operated and strange things can happen!

To Flush or not

Our network supports data packets of up to 1024 bytes in length. When
data is to be transmitted from the HP3000 over the packet network, the DS
protocol sets up a buffer containing four 1024 byte packets. The packets
are sent one at a time to the local packet switch which acknowledges
receipt of each packet. After the fourth packet is transmitted and the
local PSN acknowledges receipt, the buffer is flushed and the next group
of 1024 byte packets are placed in the buffer. This looks acceptable on
paper, but in practice caused some problems.

As the packets traveled through the network on their way to the
destination PSN (the switch connected to the host to receive and process
the data from the HP3000; in this case, another HP3000), a network problem
caused a RESET to be generated by a packet switch. This RESET packet is
returned through the network to the originating HP3000, essentially
stating that something bad happened and requesting that the packet be
retransmitted. If the reset is received by the HP3000 before the fourth
packet has been acknowledged, the packet is located in the buffer and
retransmitted.

However, if the reset is received after the fourth packet has been
acknowledged, the buffer has been flushed and the packet is not available
to be retransmitted. When this happens, DS just sits there wondering what
to do. Recovery from this state required bringing down the DS connection,
bringing it back up, and starting the transmission all over again.

The problem was reported to HP, and our SE captured numerous dumps to
substantiate our claim, especially after HP informed us that 1) they
couldn't reproduce it and 2) the local PSN had acknowledged receipt of the
fourth packet, so it was a network problem, not an HP problem. That they
couldn't reproduce it was understandable; they'd need to replicate our
system switches, configuration, traffic patterns, line speeds, etc. Their
second claim was a little hard to live with as it wasn't a "network"
problem, but a SYSTEM problem. HP's position was understandable albeit
cavalier. By the way, the occurrence of a RESET packet is part of the CCITT
X.25 recommendations.
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The solution? You won't believe it. We received a DS patch from HP
that essentially said "If network=01 (BBN), don't flush the buffer until
acknowledgment received from destination PSN."

Error Checking and DS

As I mentioned earlier, DS was written originally as a point-to-point
transport agent for the HP3000s. It was later modified to support X.25
connections as a short term solution until a better defined interface was
developed. It should be noted that error checking in DS is only done at
the packet level (not message level) with the local PSN.

Lets step back a moment and look at what a packet switch is: a
computer. It's a special purpose computer, but a computer none the less.
And what makes a computer work? Software. A packet switch contains an
operating system, tables, microcode, routing'algorithms, etc. Guess what
happened when we upgraded the switch hardware and installed a new version
of the PSN software designed to run only on the upgraded software.

The new equipment and software was tested for some time in a test
mini-network we maintain that replicates our operational system, and we
verified its functionality, new capabilities, and features. Unfortunately,
there's one thing that cannot be tested in our mini-network: LOAD. The new
hardware was installed throughout our network and the new software was
propagated over some period of time. Two weeks after full propagation we
got burned!

There was an obscure bug in the PSN software release that caused an
"overlay" of data, overwriting the data contents of a packet in the memory
of the PSN. The PSN then calculated the checksum and sent it on through
the network. The "bad" data was not noticed by the HP3000 when received,
since error checking is done on a packet level and the checksum for the
packet was ok (as it was not calculated until after the overlay), and it
was accepted. The "clobbered" message was printed and no error was
encountered...but there was an error in the message, one that got through
the network unnoticed by any of the software!

The PSN software was backed out and is only now being repropagated as
the cause of the problem has been identified and corrected. I mention this
here because there IS a deficiency (or hole) with DS and X.25 networks in
that these errors are not discovered. What is needed is an end-to-end
protocol that can be implemented on both the originator and receiver of
the message so that error checking may be done on the message level
itself, not just at the packet level which we now see is inadequate. But
there is hope.

NS/3000

The latest release of communication software from HP will include,
among other features, straight X.25 support; decoupling the requirement of
DS as the transport layer protocol, though it will still be available and
probably widely used. As an alternative to DS, NS/3000 will support the
TCP/IP protocol which includes an end-to-end (host-to-host) checksumming
algorithm that can be turned on and off. This is message level checking,
not packet level, and data errors can be identified and recovered from by
the software.
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As TCP/IP has been implemented on VAX equipment (The Wollongong
Group), it is feasible to use this protocol to permit VAXen and HP3000s to
communicate directly with each other without the HP1000 being in the 1loop.
However, there are costs involved that must be considered before we make
the decision.

In our application, removing the HP1000s from the communication path
would eliminate a central focal point for real time monitoring and
controlling of the hardcopy system. On the other side of the coin, it
would remove a potential bottleneck as 24 VAXen now communicate with 20
HP3000s through three HP1000s.

The network impact of removing HP1000s must also be considered as this
would dramatically alter the flow of data over the packet switched network
as all VAXen and HP3000s would communicate over virtual circuits,
increasing the traffic and complexity of the network environment. A number
of network topology studies would have to be conducted to anticipate the
changes to the network, design host redeployment strategies, and determine
the network modifications required to accommodate these changes.

Another hurdle is that DEC has not officially "sanctioned" the
Wollongong Group implementation of TCP/IP. Indeed, DEC would prefer your
using DECNET in an all VAX environment, just as HP would prefer you using
DS in an all HP3000 environment. All this really means is that DEC is not
actively marketing TCP/IP, and users must ask about it specifically. Just
remember, user needs always outweigh vendor desires, especially since it
is the user doing the buying.

And finally, the benefits of implementing TCP/IP must be compared to
the costs. Error detection and recovery handling adds to the processing
requirements, which is one reason HP will permit this function to be
turned on and off (I do not know if the VAX implementation includes this
option or not). If the network and transport protocols are solid and the
encountered error rate is sufficiently low or within acceptable levels
within the current environment, the benefits of introducing end-to-end
error checking may not offset the costs incurred in modifying the system
to support the protocol. If data integrity is critical and there is a
history of damaged or incomplete messages/file transfers, the benefits may
outweigh the costs of implementation.

Conclusion

In this paper, I have attempted to provide a little insight (and
humor) to the difficulties of bringing up a multi-vendor system on a
packet switching network; that there is more to do than wait for the
network to be installed before you just plug in the hosts. I included a
couple of "horror" stories to illustrate that the job isn't done when
everything has been connected and initial communication tests completed,
but that it is an on-going effort to operate, improve, and even upgrade
the system to support current and future requirements.

MCI believes in open architectures and makes no secret as to how the
MCI Mail system is implemented. In fact, a more detailed description of
our application and the network was the topic of another paper delivered
at the Madrid INTEREX conference. I have limited the length of this paper
and presentation so that there will be enough time to answer any questions
that might be raised, or to discuss other related topics; including the
experiences or plans of other organizations that might be building a
system from scratch as we did, or who might be planning a transition to a
X.25 network based system.
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THE ANATOMY OF AN X.25 BASED EMS APPLICATION
(AND HOW WE PRINT THE MAIL)

Stephen J. Coya
MCI Digital Information Services, Washington, D.C., USA

Summary

This presentation describes the architecture of a multi-vendor
electronic mail system (MCI Mail), concentrating on the innovative
Hardcopy Distribution System supported by HP1000s and HP3000s with 2680A
Laser Printers. The basic system consists of six Digital Equipment
Corporation (DEC) VAX clusters and three HP1000s located in a central
facility, and a number of HP3000 based print sites located across the
United States and Europe. The components of this system are connected by a
private Bolt Beranek and Newman (BBN) X.25 packet switching network which
uses a combination of 9.6 and 56 kbps lines, largely derived from the MCI
Telecommunications Transmission System. There are three operational
centers, one of which monitors and controls the hardcopy system
exclusively.

This paper will include an overview of the network components and
system architecture, but will focus on the transmission and processing of
hardcopy bound mail. It will also describe our implementation of a
Graphics Design Center which supports the use of letterhead and signature
graphics, and will touch on our plans to provide a communications path to
support print sites located on foreign public data networks. The scope of
this paper does not provide for a detailed description of each and every
feature or capability of the electronic mail system.

This paper is divided into four sections covering the Packet Network,
the Electronic Mail System, the Hardcopy Distribution System, and the
support of "Off-Net" Print Sites. To facilitate the presentation, a
"simple" network configuration diagram is presented in Figure 1.

The Packet Network

The packet switching network is made up of five major components:
Packet Switch Nodes, PADs, the Network Authentication Server, the Server
Maintenance System, and the Network Operations Center. The switching
subsystem is made up of packet switch nodes (PSNs) which are
interconnected via MCI long-haul microwave or optical fiber trunks
operating at 9.6 or 56 kilobits per second.

Packet Switch Nodes

There are over 50 packet switches in our network, each of which can
support up to 30 host connections and 14 trunk lines, the total of which
is constrained to 44 or less. Each PSN can support a throughput rate of
approximately 300 packets per second, counting one for a packet which
enters and leaves the PSN. The network interfaces to service hosts and
PADs by way of the CCITT X.25 protocol, and utilizes the balanced Link
Access Protocol (LAPB) version of CCITT standard High Data Level Link
Control protocol (HDLC). Data rates up to 56 kilobits per second are
supported for host and PAD access to the PSN.
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In addition to the link level reliability provided between hosts and
PSNs, the inter-PSN protocols in the network permit adaptive alternate
routing in the event of network congestion, line or node failure. These
features preserve end-to-end virtual circuits even when intermediate nodes
or lines fail.

Packet Assembler/Disassembler (PAD)

The next component of the packet network is the PAD. This device
supports external access to the electronic mail system from dial-up and
hard-wired terminals, Personal Computers, Word Processors with
asynchronous dial-up support, Telex devices which use Direct Distance
Dialing, and other asynchronous access devices. There are approximately 60
PADs in the network, each of which support up to 64 devices operating at
speeds up to 19.2 kbps. Our system currently supports 110-1200 baud
asynchronous dial-up, and special hard-wired services at 4800 baud. For
our Document Processing service, special provision for the support of word
processors operating bisynchronously at 2400 baud is also provided.

Two special PAD variants, the Gateway PAD and Telex Switch PAD,
provide special purpose interfacing to domestic and international public
packet switch users, the Dow Jones News/Retrieval Service, and the Telex
user community.

Network Authentication Server

Access to the electronic mail system is controlled by a special
processor called the Network Authentication Server (NAS). There are three
NASes in our network to support both load sharing and reliability. Each
NAS has a database that contains information for all registered users of
the system, and PADS are able to access any NAS for purposes of user
authentication. The database contains login names, a one-way encrypted
password, the corresponding mailbox identifier, the network address of the
host serving the mailbox, and a table of user service privileges.

All users accessing the mail system begin by establishing a connection
from their device to a local access PAD. The access PAD prompts the user
for username and password. This information is sent, in an encrypted form,
to any one of the NAS servers, where the information is checked against
the database. Once a user is validated, the NAS provides the access PAD
with the network address of the user's mail host. The access PAD then
establishes a virtual circuit to that host, and the mail session begins.

The NAS databases are updated daily by means of a Server Maintenance
System which runs as an adjunct to the Order Entry System. On a daily
basis, changes to the registered user database which must be reflected in
the NAS, such as password changes, addition of new users, movement of
mailboxes among service hosts, removal of users, and changes in user
service privileges are communicated to each NAS using a private
application protocol between the host running the Server Maintenance
System and each NAS.
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Network Operations’ Center

The monitoring of the network is accomplished by another special
processor called the Network Operations Center (NOC) which uses a special
interface to the network to access internal processes operating in each
PSN. Each PSN reports periodically to the NOC the status of all attached
hosts and trunks, throughput, alarms, and abnormal conditions. The NOC is
also capable of monitoring the status of all network PADs. Statistics on
the use of PAD ports can be collected for analysis.

The NOC is capable of remotely controlling the reloading of
operational software into any of the packet switches. Consequently, the
propagation of new software or recovery from a node failure is readily
accomplished. The NOC can also distribute new releases of the PAD software
by downline loading the operational programs through the network.

The Electronic Mail System

A multi-cluster system, situated in a central facility, acts as the
focal point for the electronic mail system. Physically, the system is made
up of DEC VAX 11/780s and 11/785s which are organized into six clusters of
four processors each. Each cluster supports twenty four large (404 mbyte)
disks which are sharable among all processors in the cluster. The system
supports disk shadowing so that the 24 disks in one cluster are organized
as 12 shadow pairs. Any data written to one of a shadow pair is also
written to the other. A disk failure does not cause any loss of service
and a new disk can be installed without interruption of service.

Each processor is connected to a 10 mbps Ethernet to support high
speed transfers both within and between VAX clusters. Each VAX is also
connected to a packet switch and it is this connection that permits PAD
users to access the mail system and to accommodate communication between
these VAXen and with hosts not connected to the Ethernet.

The Mail System

Users may use the electronic mail system either interactively or in
batch mode. Interactively, there are two classes of service: basic and
advanced. The basic service is menu driven and supports the basic
creation, editing, reading and sending of electronic mail to other
electronic mailboxes, Telex users, or to one of the print sites for postal
or courier delivery. The advanced service is command driven and provides
users with more capabilities. All users, basic and advanced, have access
to the Dow Jones News/Retrieval service and may exchange messages with the
Telex community.

Each mail host has access to a copy of a relational database
containing all registered subscribers of the mail system. During message
creation when users enter addressee names, they are looked up in the
database and any ambiguities or failures to find matches are instantly
reported. The service permits a correspondent to be addressed by his
formal name, user name, or the unique mailbox identifier. |

The batch electronic mail service is requested by the user when
initially connecting to the mail system. This service gives access to a
subset of the interactive services and is oriented around the requirement
to support computer based interfaces to the mail system. The batch service
provides an exchange protocol permitting the caller's PC or mainframe to
stay in synchrony with the mail service, handshaking at each major step to

%ggg;e completion and to report any problems in a machine understandable
ion.
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Each VAX mail host also has an administrative subsystem that includes
an accounting facility which logs information about user sessions and
message deliveries (including hardcopy and telex). On a daily basis, every
VAX sends this accounting file over the network to an IBM 4341 which
functions as the accounting host. The administrative subsystem also
maintains logs of system activity, error messages including any user
encountered problems that may be detected by either the application
software or the operating system., It also accepts daily updates to the
user databases produced by the Order Entry system which is described in
the next section of this paper.

Order Entry and the COP

There are two "special purpose® VAXen in our central facility. One is
the Order Entry (OE) machine. The Order Entry system is the means by which
the registered user databases are maintained and it is through this system
that user information is added, deleted, or modified. The system provides
customer service personnel with full interactive access to the user
database permitting the entry and editing of user records. The system also
supports interactive access via the network to the accounting and
invoicing database maintained on the IBM 4341. The Order Entry system is
the originator of all database transactions to the EMS database and,
through the Service Maintenance System, to the NAS databases.

The second special purpose VAX is called the COP (which doesn't mean
anything...it functions as a traffic COP) whose purpose is to interface
the electronic mail system with the Telex community. Every registered user
of our mail system has a unique Telex number which is simply the mailbox
identifier preceded by the characters 650. A telex sent to one of these
650 numbers comes through the Telex switch which has a connection to the
Telex switch PAD mentioned earlier. This PAD is linked to the COP through
the packet network and a special process turns the incoming telex message
into an electronic mail message and delivers that message to the user's
INBOX. In addition to sending messages to other registered users and to
the hardcopy system, mail users may also send messages to domestic or
international telex machines. In this case, the system reformats the
message for injection into the MCI International Telex Store and Forward
AUTOSAFE system, which automatically transfers the call to the Telex
switch.

The Hardcopy Distribution System

One of the innovative features of the mail system is the ability to
send hardcopy or "paper" mail to specific message recipients. The Hardcopy
Distribution System is made up of four components: the Hardcopy Relay
Agent which runs on the VAX, the HP1000 which serves as an interface and
router, the HP3000 based print sites (called Digital Post Offices or
DPOs), and the Graphics Design Center which maintains the master graphics
database.

If a user wishes to send a hardcopy letter to another registered user,
the mail system will look up that recipient's registered address from the
EMS database which becomes the mailing address. If the recipient is not a
registered user of the service, or the registered recipient is not at the
"home" address, the originator has the ability to supply a postal address
for the recipient. The registered address of the message originator is
used as the return address.
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Another special service offered by the mail system is the Telex World
Letter (TWL). This service permits Telex users to address and send telex
messages from their devices that are to be printed at one of our HP3000
based print sites and delivered by the postal service. This service allows
telex users to take advantage of our hardcopy system without being
registered as mail users.

Though the message is created on a VAX which serves the user as a mail
host, copies need to be transmitted over the packet network to the
appropriate print sites, based on the postal code of each recipient, where
the copies will be printed on a 2680A Laser printer. This requirement
caused some problems initially as HP3000s insist on using DSN/DS as the
[0SI model] transport layer protocol and DS was not (and is not) available
on VAX equipment. The "normal" methods of transferring data files between
VAXen and HP3000s were not acceptable: tape transfers were obviously not
appropriate due to time constraints and geographic separation of the DPOs
and VAX facility, and RJE sessions did not support the overall design
concept of the electronic mail system, and would have been both expensive
and inefficient,

The solution was to introduce HP1000s between the VAX and the HP3000.
The HP1000 has two modem cards installed, each of which is connected to a
PSN. One modem card is used to communicate with the VAX using the the
DSN/X.25 communication package and a simple file transfer protocol (SFTP)
transport layer developed internally to facilitate file transfers among
multi-vendor host computers. The other modem card uses DS/1000-IV to
communicate with the various print site based HP3000s, using DSN/DS as the
Transport Layer protocol.

The hardcopy system provides the user with the ability to specify that
a letterhead is to be printed on the first page of the message, and
whether or not a signature graphic is to be printed. Of course, this
requires that the user register the letterheads and signatures with the
mail system. The mail system will not permit a user to reference a
letterhead or signature graphic that is not associated with that user's
mail account.

Hardcopy messages can be delivered by one of three methods: the postal
service, courier for next day delivery, and courier for Four Hour, same
day delivery in some locations. When a user has created the message and
posts it, the mail system checks the country code, postal code, and
priority for each recipient. If the user has requested a delivery option
not available in the recipient's area, the system will not post the
messdge but will warn the user and permit the editing of the envelope.

Hardcopy Relay Agent

After the message has been posted by the user, a copy is delivered to
a special mailbox which is serviced by the Hardcopy Relay Agent (HCRA).
The HCRA processes only those recipients that are to receive the message
in hardcopy form. As a message may contain any number of recipients,
because there may be different delivery options specified for the hardcopy
recipients, and because the monitoring, tracking, and accounting must be
done for each copy, each postal recipient is handled as a separate unit.
Based on the combination of a recipient's postal code, country code, and
delivery option, the HCRA determines which print site is to receive and
print the message.

48



All hardcopy traffic is transmitted from the Hardcopy Relay Agent to
the one of the Hardcopy Distribution System Interfaces (HP1000s), which in
turn transmit the print files to the appropriate remote print site. Each
print site has a primary HP1000 associated with it, and the VAX will
attempt to send all hardcopy messages to the primary HP1000. If the HP1000
is unable to accept the print files, the Hardcopy Relay Agent will send
the print files to an alternate HP1000. Each VAX may send hardcopy traffic
to any of the HP1000s, and each HP1000 can communicate with any HP3000
print site. Interestingly enough, each HP1000 believes it is the only
HP1000 in the network, but what it doesn't know won't hurt it. While the
hardcopy environment is capable of being supported by a single HP1000,
three are used for backup and load leveling purposes.

The HCRA knows the node names of each of the print sites, but not the
network addresses. Instead, each print site is initially associated with
one of the HP1000s and the DTE addresses of these HP1000s are known to the
VAX. An output queue process exists for each HP1000 in the network. The
HCRA takes each message and places it into one of the output queues.
Within each output queue, the messages are maintained in priority order.

After the message has been sent from the VAX, acknowledgments are
returned from the remote print sites, permitting the HCRA to keep track of
successful processing of each hardcopy message. These acknowledgments are
used by the HCRA to generate accounting transactions, monitor the status
of individual messages, generate return receipt notifications (if
requested by the originator) and to maintain the status database of the
hardcopy system.

The Hardcopy Distribution System Interface

The Hardcopy Distribution System Interface (HP1000) serves as the
"router" of hardcopy traffic and provides operational personnel with an
overview of the state of the hardcopy environment.

When the connection to the HP1000 is opened by the VAX, all print
files are transmitted in one session over an X.25 virtual circuit using
SFTP. The HP1000 is responsible for examining each print file to determine
the target remote print site and the priority of the message. The HP1000
is capable of receiving print files from every VAX simultaneously, and
places these print files in the appropriate queues, based on the target
print site, and the priority of the message. These queues are maintained
internally in the memory of the HP1000, and thé queues may be viewed or
manipulated by authorized operations personnel. It is possible to move the
contents of one print site's queue to another, and it is possible to
instruct the HP1000 to always send a particular queue to an alternate
print site. Manipulating queues only effects the eventual print site that
will process and print the letter. The priority of the message is never
changed.

When the HP1000 has print files in its queue for a particular print
site, a connection to that print site is made, using DS over an X.25
virtual circuit. The HP1000 starts up the receiving process on the remote
HP3000 and transfers the contents of the queues in priority order,
receiving confirmation of successful transmission from the remote print
site for each print file transmitted. When the transmission of all print
files in every queue for the print site has been completed, the transfer
process is closed down and the connection is cleared.
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The processing of acknowledgments from the remote print sites are
handled in a similar way. The print site will open a connection, via DS,
and transmit all the acknowledgments to the HP1000. The HP1000 places the
acknowledgments in the appropriate queues, also maintained in memory, for
each VAX. Regardless of the print site that processed the print file,
acknowledgments are always returned to the VAX that originally sent it,
for monitoring and accounting purposes.

The HP1000 permits the operations staff to monitor the state of the
hardcopy environment and provides mechanisms to react to potential
problems or operational decisions, such as the rerouting or moving of
print files to alternate print sites. Monitors are also used by operations
to show the progress of file transmissions between the HP1000 and the EMS
hosts and the remote print sites. The monitors notify the operations staff
when problems are encountered in transmitting files to either the VAXen or
the remote print sites.

Laser Print Sites

The printing '‘of hardcopy messages is performed at the remote print
sites. The application software runs on an HP3000 series 40 to which the
HP2680A Laser Printer is attached. Print site equipment also includes disk
and tape drives and operator terminals. The HP3000 and the Laser Printer
are configured with two mbytes of memory each.

The application which runs on the HP3000 has been designed in such a
way as to stream line much of the processing and printing activities,
minimizing the amount of operator intervention required, providing a real
time display of activity and status, and providing the capability to
control the flow of messages through the system. There are five major
processing modules that handle the messages to be printed, from receipt of
the message from the HP1000 through the actual printing and sending of an
acknowledgment back to the originating VAX. The design of the print site
software is illustrated in Figure 2.

Receipt of Print Files

When the HP1000 has messages in its queues for a particular print
site, the HP1000 logs on to that HP3000 and initiates a process to accept
the print files. During the transfer, all print files are transmitted in
queued priority to the HP3000. The receipt process on the HP3000 notifies
the preprocessing module of incoming print files, and sends
acknowledgments back to the HP1000 for each print file received. This
acknowledgment is not sent until the entire print file has been received
and stored on the HP3000.

If additional print files for the HP3000 are received at the HP1000
during the transmission, these files are injected into the queues and
transferred during the same session. When the entire transfer is
completed, the receipt process is closed down by the HP1000. The
application is designed to permit up to eight simultaneous transfers from
the HP1000s. The print site operator has the capability to disable any or
all of the HP3000 receipt processes to prevent any transfer from the
HP1000.
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Pre-processing of Print Files

The pre-processing module of the application examines the print file
contents for errors and graphic requirements, reformats the print file for
later processing and printing, and places the print file into a prespool
file. A prespool file is a collection of print files of the same priority.
Prespool files are used to optimize the efficiency and throughput of the
laser printer, and also to provide more controls to the remote print site
operations personnel.

The pre-processing module will continue to add print files to a
particular prespool file until the maximum number of print files has been
entered or until the confiqurable spool timer expires. When the prespool
file has been created, the pre-processor notifies the printing module,
which takes over the processing responsibility of the prespool file. If
necessary, the pre-processor immediately creates a new prespool file and
continues processing print files that have been received by the HP3000.
The pre-processing module dynamically allocates disk space to store the
prespool files. This process prevents the allocation of more storage than
is necessary to store the file, and also provides for the storage of very
large messages.

Another function of the pre-processing module is to examine the
araphic requirements for a given message to determine if the required
graphics are in the remote print site's local graphics database. If the
graphics are in the local database, processing continues. If the graphics
are not in the local database, a message is sent to the graphics retrieval
process,

Graphics Retrieval

When the pre-processing module encounters a print file requiring a
graphic not stored locally at the print site, the print file is placed in
a separate prespool file and the graphics retrieval module is notified
that a particular prespool file contains one or more print files requiring
a specific graphic. The graphics retrieval module establishes a virtual
circuit through the packet switching network to the Graphics Design
Center. The print site HP3000 logs onto the Graphic Design Center and
performs a remote database access against the master graphics database.
When the requested graphic record is located and extracted, it is stored
in the local database. The graphic retrieval module then informs the
printing module directly that the prespool file is ready for printing. If
for any reason the requested graphic is not available, the printing module
is notified to print a reject page for that particular prespool file.

The local graphics database is actually two files. The first file
contains the unique identifier, margin settings and other data, including
pointers to a position in the second file. The second file contains the
actual partitioned raster files of all graphics stored at the local site.
The local graphic database also contains the date the graphic was last
referenced and print site operators have the ability to delete entries
from the local database.
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Laser Printing of the Print files

The Laser Printing module accesses the prespool files, creates the
print spool files and submits them to the HP2680A laser printer. The
prespool files are processed and submitted to the laser in priority order.
In addition to the printing of text and either letterhead or signature
graphics, the laser printing module supports bolding, underscoring,
superscripting and subscripting, and the use of headers and footers within
the text of the message.

A spool file, containing the information needed to drive the laser
printer, is created for every prespool file submitted to the laser
printing module. The laser printing module prints a header and trailer
page before and after the letters in a prespool file. These pages contain
the name of the prespool file, the total number of letters within the
prespool file, and the unique identifier assigned to each recipient letter
by the HCRA.

Between the prespool header and trailer pages are the letters
themselves. Each printed letter is preceded by an address page, which
contains the mailing address of the recipient and the originator's return
address. Following the last page of each letter is a print control page
which contains information about the message just printed. These control
pages are maintained at the remote print site for tracing and monitoring
purposes, and as required by law.

To facilitate the handling and monitoring of priority mail, and to
meet the requirements of the courier company, each priority message is
assigned a bill of lading number as it is received at the HP3000. Each
remote print site has a unique location code (three characters), and this
location code becomes the first three characters of the bill of lading
number. The bill of lading number appears beneath the recipient mailing
address on the address page. For overnight or courier mail, a destination
airport code is appended to the bill of lading number.

This module will also print REJECT header and trailer pages if it is
not able to print a letter. Between the reject header and trailer pages
will be a control page stating the reason for the reject (for example, if
no graphic was found by the graphic retrieval process). Any "problem"
messages will result in a REJECT header page followed by a control sheet
indicating the problem, followed by the trailer page.

Acknowledgments

Throughout the processing of a print file, entries are made to a
process database, including the status returned from the Laser Printing
module. This information is included in the acknowledgment sent from the
HP3000, through the HP1000, and back to the originating EMS host VAX. The
acknowledgments require remote print site personnel to assert an
accounting code and cause the acknowledgments to be transmitted. The
accounting code is used to indicate whether the letter is billable or not.
Acknowledgments are generated for a given prespool file. The operator may
set a global accounting code for each print file within the prespool file,
though they do have the ability to modify the accounting codes for
particular print files.

Receipt of a successful printing and billable acknowledgment by the
EMS host VAX causes the accounting transaction record to be generated and,
if requested by the message originator, will cause a return receipt
notification to be generated and posted.
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Remote site personnel also have the option of sending back an
acknowledgment that essentially requests the VAX to retransmit the print
file to an alternate print site. This capability facilitates the
processing of user mis-addressed mail which resulted in the print file
being transmitted to the default printer.

Acknowledgments are sent back to a primary HP1000, as configured at
each remote print site. If the network connection cannot be made to the
primary HP1000, or the HP1000 cannot accept the acknowledgments, this
module will attempt to send the acknowledgments to an alternate HP1000.
Should the module determine that is is unable to send the acknowledgments
to any of the HP1000s, a warning message is printed and displayed on the
HP3000 status screen. In any event, these acknowledgments are maintained
in a queue until successfully transmitted.

Operator Interface

The operator interface module controls the hardcopy application
software on the HP3000 and continually displays the "state of the world"
when not being used by remote site personnel. The operator interface
module consists of four separate screens (Command, Status, Acknowledgment
Processing, and Report Generation) which are used by the site personnel to
monitor the application and hardcopy processing activities, or to process
operator commands and requests.

The command screen is used by the remote print site operators to
control the application and perform operational tasks. This screen is used
to start and stop the entire application, pause or resume certain
processes, check and delete graphics from the local database, reprint
letters received, and to provide control over the acceptance of new print
units and the transmission of acknowledgments.

The Command Screen will also display information on the screen, either
by prespool file or print file, and permits detailed examination of the
displayed information. The command screen also simplifies such tasks as
performing maintenance dumps (system backups), the ability to change the
information or status of an acknowledgment and the ability to retransmit
an acknowledgment,

As many of the command screen options are very powerful, some
capabilities require the operators to enter their personal operator code
before the requested process is begun. Some of the capabilities require
the password of the remote print site supervisor.

The Status Screen is a real time display which is continually updated
as it receives status information from the various modules. The status
screen will display which connections to the HP1000s are open, which are
currently active, which pre-processing components are active. If active,
the name of the prespool files are displayed with the number of letters
currently contained by the prespool file. The Status Screen also displays
which prespool files are being processed by the laser printing process,
along with the total number of pages that have been printed.

A table in the corner of the status screen displays, by priority, a
historical record of the number of letters that have been received,
printed, rejected, and acknowledged. The table also shows how many graphic 3
retrieval requests have been made and completed. These counters are
maintained over time, even if the application is stopped and restarted.
Through the Command Screen, the supervisor has the ability to reset all or
some of the counters.



The Acknowledgment Processing Screen is the interface used by the
operators in generating and transmitting the acknowledgments. The operator
is required to enter the prespool file name, enter the global accounting
code, change the status for any number of print units within a prespool
file, and request that the acknowledgments be transmitted. To facilitate
the process, this screen displays all valid accounting codes and validates
the operator's entry.

The Report Generation Screen, as its name implies, is used to generate
reports which are printed on the laser printer. The operator may request a
report and specify how the information to be displayed is to be sorted and
the time period the report is to cover. The report generation screen is
also used to generate the courier manifests which include the bill of
lading numbers. This manifest accompanies the letters to be delivered by
the courier.

The Graphics Design Center

The Graphic Design Center, an HP3000 series 64, is the central
repository for all graphic information which may be used at the remote
laser print sites. This includes both letterhead and signature graphics.
An HP26096A Digital Camera System is used to optically convert these
letterheads and signatures into a digital dot-bit format for electronic
transmission and reproduction. Storage, retrieval, maintenance, and
transmission facilities are included within the Design Center to allow
access to the registered graphics from all laser print sites.

Each graphic is stored in the graphics database at the Design Center
and associated with a unique graphic identifier. This jdentifier is
assigned by a module of the Order Entry system. Once the graphics have
been created and entered into the master graphic database, the graphic
identifiers are added to the user's EMS database record. At this point,
these graphics may be referenced by the user when creating a message to be
printed at a remote laser print site.

Each mail account has a default letterhead. If only one letterhead is
registered, it is the default. If more than one letterhead is registered,
the user specifies which letterhead is to be the default. An account may
also have more than one signature registered, but it is not necessary to
designate one as the default signature. The user assigns a name to each
letterhead and signature and references them by their assigned names. The
mail system will substitute the actual graphic identifier associated with
the named graphic when the message is posted by the user.

When creating a message, the user specifies which graphic is to be
used by providing the name of the graphic in the handling field of the
message. If no specific reference is entered, the defaults are used. If a
letterhead has not been registered, there exists a system default
letterhead which appears on the laser printed message. There is no system
default signature. If no letterhead is desired, the user may request a
"BLANK" letterhead.

All graphic information is stored in an IMAGE database. In addition to
the graphic identification number, the database contains internal
information such as the submission date, the creation date, margin
defaults, and the last access date.
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Inter-Network Hardcopy Support

As system usage increased, it was noted that more and more users were
sending hardcopy messages to recipients in foreign countries. As this
percentage grew, we were soon faced with the demand for print sites
located outside of the United States, specifically in Europe, to support
time critical processing and delivery of hardcopy messages. A print site
was established in Belgium, connected by a private leased line to one of
our domestic switches, and plans were developed to establish additional
print sites in other foreign locations. The use of dedicated international
circuits to link foreign print sites to the domestic U.S. system is
expensive, however, and we were strongly motivated to make use of sharable
public packet net systems as an alternative means of supporting these
remote facilities.

These "off-net" print sites must still function as Digital Post
Offices, receiving hardcopy traffic, initiating graphic research requests
to the Graphics Design Center, and sending acknowledgments back to the
originating EMS host VAX located on the private network. In essence, a
link had to be established between our private network and a public
network.

Fortunately, our organization had just introduced a public packet
switching network (MCI DataTransport) and had established an X.75 Gateway
connection to our international packet switching network (MCII IMPACS)
which already had connections to a number of other public data networks.
All that remained was to link our private network and our public packet
networks.

X.75 only supports connections between public data networks, not
private networks, so X.25 links had to be established between the our
network and the public data network. This was accomplished by adding a
physical connection from the Graphics Design Center and from one of the
HP1000s to the public network switch (See Figure 3). From the public
network, traffic (print files) will pass through X.75 gateways to other
public networks, and from there to the final "destination" network. Once a
print file reaches the destination network, it will be delivered by the
network to the print site host at the destination DTE address.

An off-net print site must be connected to our public packet switching
network or to a network that can be reached by the public network through
a series of X.75 connections between consenting networks. All hardcopy
traffic destined for one of the off-net print sites is sent by the
Hardcopy Relay Agent to the inter-network HP1000 whose network print site
link (to HP3000s) is connected to the public network. The inter-network
HP1000 maintains a table of all off-net print sites, their Data Network
Identification Code (DNIC), which identifies the destination network, and
the DTE address.

The VAX-based Hardcopy Relay Agent still refers to the print site by
its node name only and does not need to know on which network the print
site is located or its DTE address. The destination print site is
determined by the country code and postal code of the recipient's mailing
address, though in the case of the off-net print site it will only key off
of the country code. If the destination print site is off-net, the
Hardcopy Relay Agent will transmit the print file to the inter-network
HP1000.
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From the inter-network HP1000, a virtual circuit is established
through our public data network, out the X.75 gateway(s) to the public DTE
address of the off-net print site. Once the connection is established, the
print files are transferred to the off-net print site for processing and
printing. When the print site processing is completed, acknowledgments
from the off-net print site follow the same path back through the X.75
gateway(s) to the inter-network HP1000. The HP1000 then establishes a
connection to the appropriate VAX and transmits the acknowledgments.

If an off-net print site receives a hardcopy message requiring a
graphic not available in the print site's graphic database, a Graphic
Research Request is initiated by the print site. This results in a
connection being established from the off-net print site on the
"destination" network through the X.75 gateways(s) to the Graphics Design
Center which is now connected to the public data network as well as our
private network. Once the connection is established, the off-net print
site performs a remote database access against the master database on the
Graphic Design Center, retrieves the necessary graphic information, and
closes down the connection. The graphic information is then placed into
the off-net print site's local graphic database for future use.

Mail Control

There are three operational centers supporting the mail application
and the network. Once of these, the Mail Control Center, is responsible
for monitoring and controlling the Hardcopy Distribution System. A central
facility is organized around a set of data terminals which are used to
access special software running on the VAX EMS hosts and on the HP1000s.
Mail Control personnel have special privileges that permit them to access
these programs through the network from the data terminals connected to
PADs.

When connected to the VAX Master Node (where the software is located),
Mail Control personnel are able to start or stop the Hardcopy Relay Agent
process on all or individual VAX hosts. They are also capable of viewing
the hardcopy process log files (and any error messages about problems in
processing hardcopy mail) and maintaining the postal code routing
databases. The software includes report and query options to display all
pending messages (those sent out but awaiting acknowledgments from the
print sites) and all queued messages, on a host by host basis.

When connected to an HP1000, Mail Control personnel can monitor and
control the various VAX and HP3000 queues maintained in memory. This
includes the moving of print files from one print site's queues to
another, entering instructions that will automatically reroute traffic
from one print site to an alternate print site, and stopping the flow of
traffic to individual HP3000s or VAXen. The software on the HP1000 permits
the addition or deletion of hardcopy hosts, changing node names or DTE
addresses, and closing down all packet network links.

A data terminal is connected (again via a PAD) to each HP1000 and
functions as a monitor, tracking the progress of file transmissions to and
from the HP1000. The software running this monitor displays inverse video
error messages and "beeps" whenever a problem is encountered establishing
a virtual circuit to either a VAX or HP3000.
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Conclusion

This paper has explored the basic architecture of most of the
components of our mail system in general, and the hardcopy system in
particular. It focused more on WHAT is done rather than HOW it is done.
There are a number of features and capabilities that were not mentioned at
all, such as our Custom Mail product and Response Plus services to support
large volume mailings of hardcopy messages. Even though some of the tools
were described, there was no mentioned of the operational aspects of
supporting the hardcopy system, how and why these tools are needed and
used, or what is involved in digitizing customer letterheads and
signatures. Unfortunately, time and size limitations prohibit a more
detailed explanation.

The MCI Mail system integrates a broad range of technologies and vendor
products into a coherent collection of practical and innovative services.
The system described in this paper has been in operation since 1983. A
number of implementation details have changed since them as we learned
from experience about operating the system and supporting new and "unique"
client requirements, but the basic architecture has remained stable.
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PACKET SWITCHED NETWORKS -
THE FUTURE OF DATA-COMMUNICATIONS ?

Joerg Groessler
Joerg Groessler GmbH, Berlin, West Germany

mma

Packet Switched Networks (PSN) provide data communication on the basis of an international
standard data communication protocol (X.25). In addition to fail-proof data transfer it offers a
method of establishing logical rather than physical connections.

Since PSN has been introduced, efforts have been undertaken to create new standards for all
kinds of tasks in data communications (terminal access, file transfer, remote job entry) using X.25
as their basic transportation method. The first result was PAD (packet assembly and
disassembly) which meanwhile is supported on all major computer systems worldwide (including
HP3000). Other standards are still discussed or in the status of a draft (e.qg. file transfer).

After some time of confusion (basically about handling and pricing) users start to understand that
PSN opens them a world where various computer systems made by different vendors can talk to
each other on a very high level of communication (something like DS working on all kinds of
systems). Big companies solve their problem of communication between different computer
systems. Other Companies start to provide services (like database access, electronic mail) which
can be used by everybody having PSN access.

Basic Struct

In traditional data communication enviroments, data terminals (which stands for either a real
terminal or a host computer) are connected via telephone lines. Modems are required to
transform the digital signals which have a theoretically unlimited bandwidth to analog signals with
the bandwidth of a telephone line which is app. 3 Khz. Connections are done either by simply
dialing (using a handset) or by establishing a permanent connection (leased line).
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In Packet Switched Networks computers take care of establishing a connection between one
data terminal and another. The data terminal is connected via a modem to the exchange
computer (mostly using leased lines). Data is transmitted no longer in a steady flow but in
portions of so called packets. Each packet is provided with an address, which makes it possible
to have more than one logical connection open at a time (using the address in the packet the
exchange computer knows which logical connection part of the data belongs to).

DATEX-P
TELENET




X3

X21

rds invol i itch t

Packet Assembly and Disassembly Unit (PAD) which is used in a PSN
enviroment for an asynchronous data terminal. A virtual terminal which can be
controlled (speed, XON/XOFF, echo etc.) by standard functions (e.g. escape
sequences) regardless to what host computer it is connected.

Interface between data terminals and data communication units (modems) for
synchronous transmission within public networks.

X.21bis as X.21 but using the V-Series of modems (e.g. V.22)

X.25

X.28

X.29

X.75

X121

Interface between data terminals and data communication unit for terminals
using packet switched networks.

Interface between a data terminal and a data communication unit for an
asynchronous terminal using a PAD unit to access the packet switched network
within the same country. This standard can also be applied to local PAD units
which may be a program in a mainframe or a PC.

Method of exchange of data and control information between a PAD unit and a
data terminal working in packet mode (which typically is the host computer).

Communications interface between different packet switched networks.

International numbering scheme for public packet switched networks.

not packet oriented

=] =

asynchronous
not packet- | X-21 X.25

oriented
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These are the main characteristics for packet switched networks:

© Automatic dialing with various options (collect call, “closed user group" (access only
possible for a certain class of users), "call user datafield" (additional information about
the kind of connection)
error proof data transfer using HDLC protocol on level 2

flow control on level 3 (packet level)

interrupt as a bypass in the event of e.g. errornous flow control

© © 06 ©

various levels of error handling (soft, hard etc.) using RESTART and RESET packets

| CALL-packet —»
|———————{ CALL-ACCEPTED-packet |
 m— DATA packet |-}
R DATApacket |
| ¢—————————] DATACONFIRM. packet |
———| DATA packet T
@¢——————  DATApacket |
[ @————————{  INTERRUPTpacket |
] INTERR.-CONFIRM.packet———————
@¢————————  (RESETpacket) o]
[—————{ (RESET-CONF.packet) |———pp»
@————————  (RESTARTpacket) [
L [(RESTART-CONF.packe) | ———* >
| —————————  CLEARpacket f———
[ 4————— CLEAR-CONF.packet |

transmitter
receiver




PAD: a standard data terminal; a set of parameters (speed, echo on/off etc) can be tested and
manipulated by both end user and host computer. So far this is the only available standard for
levels4to0 7.

X.3-parameters

echo @on Qoff
auto LF @on Ooft
XON/XOFF | Oon @oft
break @on Qoft
speed 9600
chars/line 80

test and change
of X.3-parameters

fine conyol functions

X.25

»
data transfer mode [ exchange] of data packett |
X.28 handling X.29 handling

4, HP3000 and PSN

Available for HP3000: DSN/X.25 (using an HP-specific protocol on levels 4 to 7), X.29 PAD
protocol which allows to run PAD sessions in MPE

i

DATEX-P
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5. Structure of a PAD Program

A PAD program would enable access to any host computers which support the X.29 PAD
protocol.

(=)
T— T

PADprogram

\
]

-’

*mamiandpapi®

Introducing special stuctures a PAD program could be used for much more than just running a
session on a remote computer: As long as there is no international standard for file transfer, PAD
could perform this function temporarily. Another interesting feature would be to 'predefine' PAD
sessions so that they can be runin a job stream.
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administration
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X.29 < »
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terminal access handiing X.25 access
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The synchronous communications used for high speed, long distance data
communications are adversely affected by imperfect transmission channels.
These channels, made up of modems or their equivalent (DCE) and transmission
facilities (leased lines, dial-up lines, microwave links, unloaded metallic
lines, fiber-optics, etc) introduce sporadic errors which are usually detected
by the communications protocol in use, causing re-transmission of at Teast the
block in error. These channels also introduce delays in the transmission of
data, which, though they may be quite small, prevent full utilization of the
apparent channel speed.

This paper examines the causes of these errors and delays, their measure-
ment and their effects on point-to-point communications links. MODEM test and
selection criteria are presented with emphasis on multiple parametric testing.

OUTLINE
Section I. Throughput over point-to-point Tinks

A. Definition of throughput

B. Factors affecting throughput

. MODEM (DCE) speed

Link error rate

MODEM turnaround time

Block size

Protocol

a. Half-duplex protocol

b. Full-duplex protocol

c. Protocol overhead characters
6. Path length
7. CPU/Interface servicing time

C. Calculation of throughput

D. Results

m-hwr\'n-

Section II. MODEM (DCE) test and selection

A. MODEM economics

B. Measurement of MODEM quality
1. Live link testing
2. Impairment distribution on US Bell System
3. Simulated line testing

C. Comparative analysis

D. Results
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Section I.
A. Definition of throughput

Number of bits correctly transmitted

Throughput = -------mmmim e
Time to correctly transmit the bits

The unit of measure used to express throughput here will be bits-per-
second, abbreviated BPS.

B. Factors affecting throughput
1. MODEM (DCE) speed

In the U.S. synchronous MODEMS (Data Communications Equipment - DCE) are
available at speeds ranging from 1200 to 230,400 BPS. MODEM equivalents (CSU/
DSU or ISU) are available for use on strictly digital facilities at speeds of
2400, 4800, 9600, 19200 (with duo-plexer) and 56000 BPS.

Devices which attach to these DCE, namely Intelligent Network Processors
(INPs), Synchronous Single Line Controllers (SSLCs), cluster controllers and
multiplexers, etc. normally receive bit timing information from the DCE (i.e.
when to send a bit or when a bit may be sampled for received data) as opposed
to asynchronous equipment where the transmitting and receiving devices (Data
Terminal Equipment - DTE) pace the communications rate based on internal
clocking.

As a parameter taken alone, the faster the DCE speed, the higher the
throughput in direct proportion.

2. Link error rate
The imperfection of a data communications Tink is expressed as:

Bits in error
Error rate = -------------
Bits transmitted

or

Blocks in error
Error rate = ------emooooooo
Blocks transmitted

The most common error rate abbreviations are BER for the bit error rate
and BLER for the block error rate where a block is normally 1000 bits.

To measure the error rate of a channel, the DTE at the ends of the
point-to-point link are replaced by Bit Error Rate Test set (BERTs). A BERT
is capable of simultaneously transmitting and receiving a pseudo-random bit
stream (PRBS) of fixed length, usually 63, 511, 2047 or 4095 bits. Longer
tests are accomplished by simply repeating the fixed length PRBS. Receiver
synchronization takes place in a period set by the binary root of the PRBS,
(6 bit-times for 63-bit PRBS, 9 bit-times for 511-bit PRBS, 11 bit-times for
2047-bit PRBS, etc.) so it is not necessary to be terribly precise about



starting the test at both ends of the line at exactly the same time.

BERTs may be set to transfer a fixed number of bits (1000 bits - 1073,
10,000 bits - 1074, 100,000 bits - 1075, etc. to 1,000,000,000 bits - 10%9),
may be set to transmit for a fixed period (5, 10 and 15 minutes are commonly
used) or may be set to transmit continuously. By using a fixed number of
bits, the error rate may be expressed independently of the 1ine rate and test
duration.

The link error rate is due to the combined imperfections in the com-
munications facility and the DCE connected to the facility. Impairments
which affect the error rate are composed of two types: Steady State and
Transient.

Steady State Impairments
. Attenuation (Amplitude) Distortion
. Background Noise
. Frequency Shift (Offset)
. Envelope (Delay) Distortion
. Phase Jitter
. Non-Linear Distortion

Transient Impairments
. Impulse Noise
. Gain Hits
. Phase Hits
. Dropouts

Steady state impairments appear as random errors in error rate testing
while transient impairments show up as bursts of errors.

The causes, measurement and acceptable limits of error rates and line
impairments are covered in the Bell System technical publications 41004
through 41009 and in the Hewlett-Packard manual "Data Communications Testing",
part number 5952-4973 chapters 2 and 3.

3. MODEM turnaround

On all half-duplex (HDX, two way non-simultaneous) links and on full-
duplex (FDX, two way simultaneous) links (point-to-point as well as multi-
point) some time is required for the receiving DCE to synchronize with the
transmitting DCE. To restrain the transmitting DTE from sending data during
this synchronizing (training) period, the transmitting DCE provides a delay
between the time the transmitting DTE turns Request-To-Send (RTS) ON and the
time when the transmitting DCE turns Clear-To-Send (CTS) ON. This time period
varies from about 7 milliseconds on short, slow speed circuits to over three
seconds on long, high-speed circuits. Common values fall in the range of 7ms
(ATTIS Model 201C FDX private line, switched carrier), 12-15 ms (fast-poll/
fast-train modems), 50 ms (ATTIS Model 208B with "50" switch pushed in on
short dial-up Tines) to 148-150 ms (ATTIS Models 201C and 208B dial-up lines
with normal settings).

On FDX channels the RTS-CTS delay time will be incurred only at link es-
tablishment if one selects the constant-carrier mode for the DCE. Then, for
the purposes of this discussion, the turnaround time may be considered to be
0

Improper configuration of the MODEM and/or Communications controller
(INP or SSLC) transmission mode may adversely affect throughput by causing the
modems to re-synchronize on each and every transmission when in fact this is
not required. For example, on a full-duplex circuit, if the MODEM is strapped
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for switched carrier and the INP or SSLC is set to Transmission Mode= 1 (TM=1
under CSDEVICES ) each transmission will be subject to an RTS/CTS delay which
is neither necessary or desirable.

4. Block Length

As the block length of the transmitted data block is increased, the num-
ber of protocol overhead characters becomes a proportionally smaller fraction
of the overall block transmitted. However, as the block length is extended,
the probability that an error will occur is increased.

Block length is a parameter of throughput over which an HP3000 user has
some control. The parameter "Preferred Buffer Size" used to configure the
communications controller sets the default block length (excluding protocol
characters) in words, with maximum sizes of 1024 words (2048 bytes) on the INP
and 4095 words (8190 bytes) on the SSLC. Communications subsystems may over-
ride the default settings as follows:

a. RJE
RJLINE MAXRPB parameter sets number of records per block
to be transferred. Size of block is the size of the
records times the number of records per block.

RJIN COMPRESS parameter is used to prevent the transmission
of EBCDIC blanks or ASCII spaces within each record.

TRUNCATE parameter is used to prevent the transmission
of EBCDIC blanks or ASCII spaces at the end of each
record.

RJOUT OUTSIZE parameter sets the length of the data records
to be received.

b. Bisync DS Configuring the monitor, IODSO as subtype 0 will cause
DS to transmit data in uncompressed format while
subtype 1 will cause DS to compress transmitted data.
Subtype 1 is recommended below 56000 BPS.

DSLINE LINEBUF parameter sets the maximum size of the trans-
mitted data block in the range of 304 to 1024 words
(608 to 2048 bytes) if an INP is being used or 304 to
4095 words (608 to 8190 bytes) if an SSLC is being
used.

COMP parameter overrides the system configured default
turning compression on.

NOCOMP parameter overrides the system configuration
turning compression off.

c. X.25 DS Configuring the monitor, IODSX0 as subtype 0 causes
DS to transmit uncompressed data while subtype 1
causes DS to transmit compressed data. Subtype 1 is
recommended below 56000 BPS.



NETCONF Line Characteristics Table: The PACKET SIZE
parameter set the maximum number of data bytes in a
packet in the range of 32 to 1024 bytes.

d. MTS The maximum number of characters to be transmitted
in one write is 4096 (SSLC only).

The maximum number of characters to be received in
one read is 2048.

Writes to peripheral devices attached to MTS termi-
nals should be treated very carefully. Since the
attached device may use a transfer rate that is Tower
than the communications line rate, checking transfer
status after writing each record should be avoided
because the status won’t be available until after
the transfer to the peripheral has been completed

or interrupted and the status won’t be returned to
the user’s program until the group/device is next
polled. It is faster but slightly less secure to
write several records in a block (programmer is
controlling block length here) and then checking
transfer status.

Other subsytems (Bisync/SDLC, IMF, MRJE, NRJE and SNA/IMF override the
default buffer size parameter but are dependent on the host/FEP (Front End
Processor) configuration parameters.

5. Protocol Dependencies
a. Half-duplex protocols.

Half-duplex protocols require an acknowledgment block to be returned for
each data block transmitted. Only the data block in error will be re-
transmitted although there may be some additional protocol overhead when data
blocks are not perceived to be in error (i.e. when the acknowledgment is with-
held or is Tost). The time required for these relatively infrequent occasions
will not be a part of this paper.

Two examples of half duplex protocol are Bisync (BSC - Binary Synchronous
Communications), used on any type of communications facility, and SDLC (Syn-
chronous Data Link Control), used on multipoint facilities (for example SDLC/
IMF, SNA/IMF and NRJE).

b. Full-duplex protocols.

Full-duplex protocols require positive acknowledgments only when the
transmit window size is reached. Negative acknowledgments indicate the
number of the frame received in error (or not received at all) and require the
re-transmission of not only the frame in error but also each frame transmitted
after the frame in error. On paths with little delay this normally involves
only the transmission of 2 frames (the frame in error and the frame following)
but in paths with large delays it may be necessary to transmit 3 or 4 or more
frames to correct the error and continue the transmission.
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Examples of full duplex protocol are HDLC and its subsets SDLC and LAP/
LAP-B (used for X.25).

It should be further noted that higher levels in the communications sub-
system may degrade throughput even more by requiring end-to-end acknowledg-
ments for each packet. DS/X.25 uses the "D" bit ON, requiring
an end-to-end packet acknowledgment when used with Public Data Networks
(PDNs) .

c. Protocol overhead

The addition of protocol characters for error detection, addressing,
control information, etc. adversely affects throughput. For Bisync, approxi-
mately 8 characters are added per block (4 sync characters, STX, ETB/ETX, 2
block check characters). HDLC adds between 6 bytes (2 flags, address octet,
control octet, 2 frame check octets) and 7 bytes (2 control octets are used
with window sizes between 8 and 127) plus bit-stuffing bits depending on the
content of the data.

The exact number of sync characters sent in Bisync can be obtained from
the CSTRACE Information Display in the DOPTIONS bits 14:2 as follows:

0= Send 4 Sync bytes
1= Send 8 Sync bytes
2= Send 12 Sync bytes
3= Send 16 Sync bytes

Higher levels in the full-duplex protocols add additional overhead in
the for of message headers for each level, the content and length of which are
beyond the scope of this paper.

6. Path length

Signal propagation through free space is approximately 186,000 miles
(300,000,000 meters) per second or, inversely, 5.4 microseconds per mile (3.3
microseconds per kilometer). Since not all of the communications path passes
through free space, a longer transit time is imposed on signals. A common
value used for propagation is 1 millisecond per 100 miles of actual circuit
path (not straight line mileage) which is about double the free space transit
time.

When a satellite is encountered in a communications path, an additional
delay of 250 to 300 milliseconds (earth-station to earth-station) transit time
must be added to the overall delay due to circuit delay.

7. CPU/Interface servicing time

The time required for servicing (generating an acknowledgment or starting
the next transmission) in the CPU/Communications Controller may be quite vari-
able. Interface response time is small compared to the delays introduced by
the modems and Tine paths and will be ignored here. CPU response time is
dependgnt on parameters outside of the scope of this paper and will also be
ignored.



C. Calculation of throughput

A model for the throughput of a link including the first 6 items above
becomes:

[ *L* (1-P)
Throughput = ---------mmme e
((L+0) * T/S) + D) * (1-P) + (N * P)

Delay between block transmissions

number of Information bits per character
Length of data block in characters
Number of blocks to be re-sent on error
number of Overhead characters per block
Probability of error in a block

Modem speed in BPS

Total number of bits per character

where :

L L [T | A 1)

—u»movo=Z2rr-—o

Assumptions: Lost blocks and lost acknowledgments are ignored.
Errors are single bit errors (worst case)
Evaluations:
Probability of errors in a block
P=1-(1-E)"*{I+0)*T)
where E = Link error rate
Values often used for E are:

Analog lines 10%-5
Digital Lines 10"-6

For existing lines the actual value of E may be measured with a Bit Error
Rate Test set as described above.

An alternate method of obtaining the probability of error when the error
rate of a dedicated Tink is not known is as follows:

1. :SHOWCOM NN;RESET at location A

2. Send 1000 fixed length blocks with the communications subsystem at
hand from location A to location B.

3. :SHOWCOM NN;ERRORS at location A. The probability of error on the
link in the direction from location A to location B is:

Retransmissions
Messages Sent

as long as there are no response timeouts indicated.
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Delay between blocks
The delay between blocks is the sum of:

1. The propagation delay from source to destination
2. The RTS/CTS delay of the destination DCE
3. The time required to send the acknowledgment which is:

where:
= Total bits per character
X = Number of characters in the acknowledgment block
S= Line speed in BPS

4. The RTS/CTS delay at the source DCE

D. Results

Results are presented below choosing block size as the independent vari-

able because block size is the parameter most easily controlled by a computer

user.
Figure 1 Throughput vs Line Error Rate

Figure 2 Throughput vs Modem/Line Type (Error Rate 1E-5)
Figure 3 Throughput vs Modem/Line Type (Error Rate 5E-5)
Figure 4 Throughput vs Propagation

Figure 5 Throughput vs Protocol



THROUGHPUT VS LINE ERROR RATE

THROUGHPUT LBITSISEC)

BLOCK SIZE (CHARACTERS)
TEST CONDITIONS:
Data Bits/Char 8
Total Bits/Char 8
Overhead Char/Block 6
Modem Speed 4800 bits/sec
RTS/CTS Delay 150 MS
# Blocks Resent on Error 1
Length of Circuit 1000 Miles
Length of ACK Block 6

Figure 1
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THROUGHPUT VS MODEM/LINE TYPE
ERROR RATE 1 IN 10°5

THROUGHPUT (8PS)
4800

TEST CONDITIONS: (Error Rate 1E~5)

Data Bits/Char 8

Total Bits/Char 8
Overhead Char/Block 8

Blocks to Resend 1

Length of Circuit 1000 Miles
Length of ACK 6 Char

Figure 2



THROUGHPUT VS MODEM/LINE TYPE
ERROR RATE 5 IN 10~5

THROUGHPUT (BPS)

TEST CONDITIONS: (Error Rate 5E-5)

# Data Bits/Char 8

Total Bits/Char 8
#Overhead Char/Block 8
#Blocks to Resend 1

Length of Circuit 1000 Miles
Length of ACK 6 Char

Figure 3
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THROUGHPUT VS PROPAGATION

500 MILES

1200 §-

100 MILES

o . . | .
1000 1500
BLOCK SIZE (CHARACTERS)
TEST CONDITIONS:
Error Rate 1E-5
Data Bits/Char 8
Total Bits/Char 8
Overhead Char/Block 8
Blocks to Resend 1
Length of ACK 6 Char
Speed 4800 Bits/Sec
RTS/CTS 0 M