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3043. SIMPLE STEPS TO OPTIMIZE TRANSACT/3000 APPLICATIONS

TOM NIELSEN
MWC ATC
HP-NAPERVILLE

WM RN RN RN NN H NN IIINIIIIIIININNNRNNN NN

The trend towards higher labor costs and lower hardware costs in today’s
economy has led to a rapid increase in the use of a class of computer
productivity tools called "Fourth Generation Languages (u4GL’s)." LGL’s
are designed to relieve the programmer of much of the tedious coding
required by many traditional languages, allowing the programmer to code
at a much higher, and productive level. This reduction in programmer
effort results in the inherent tradeoff that the computer is now faced
with the task of doing more of the work in order to make the application
run. This increased burden on the computer resources invariably causes
the topic of performance ramifications to be brought up in nearly every
discussion of 4GL’s. While 4GL’s inherently use more computer resources
than conventional languages, there are many techniques the programmer
can use to attempt to minimize this difference.

The following paper attempts to outline numerous techniques that are
avaliable to programmers creating TRANSACT/3000 (Hewlett Packard’s
version of a 4GL) applications which will improve their program’s
efficiency significantly with minimal effort. The format will be to
first discuss the generalities of each performance optimizing technique
in light of TRANSACT/3000’s methodology. This general discussion will
then be substantiated with short test programs designed to highlight the
performance ramifications of various techniques.

Since many of the test programs utilize an IMAGE data base, a
familiarity with that data base may be helpful in the analysis of
certain portions of code. For this reason, a schema listing of the
IMAGE data base TESTB has been included as APPENDIX B. Listings of the
test programs and their results are also included in APPENDIX B.
APPENDIX A includes an explanation of the testing procedures used.

WRBNNNRRNRNNINNRIRNW RN RNNRRNINRNRRRRNRRIHRRNRRT RN R RN

Paper 3043 1 WASHINGTON, D. C.




BALTIMORE WASHINGTON REGIONAL USERS GROUP INTEREX 86

I. MINIMIZE DATA ACCESSED FROM IMAGE DATA BASE FILES

This statement goes beyond the obvious of advising against unnecessary
accesses to a data file and stresses the optimization of each data
access verb (ie. GET, FIND, OUTPUT, PUT). Since TRANSACT data access
verbs actually call IMAGE intrinsics directly, this point can be used to
improve performance for programs coded in any language.

When a program accesses a data item, the IMAGE intrinsic must first
determine that item’s data base relative item number from the data base
root file. The security matrix (also in the IMAGE root file) must then
be checked to verify that the password used to open the data base grants
the appropriate access to that item. These two overhead operations must
be performed for each item requested by the program for each access.
Understandably, then, the fewer items the program attempts to access,
the less time it will take for the IMAGE intrinsics to transfer the data
to/from the program’s DATA register.

Unfortunately, this relatively simple step is often bypassed by many
programmers. Reasons seem to vary from ignorance of the functions of
the LIST= option to the philosophy that it’s just easier to retrieve all
the data so that whatever the program may need down the road will be
available in the DATA register. The former could be resolved with
adequate training and experience, and the latter could be resolved with
good initial program design.

The TRANSACT Reference Manual makes it very clear that the only items
absolutely required in the LIST= option are those items that are being
used as MATCH criteria in selecting specifi¢ records. Perhaps the
biggest misconception is that key or search items must be included in
the LIST= option of retrieval verbs. This is entirely false using
TRANSACT, and differs from the rules present when calling the IMAGE
intrinsics directly from ordinary languages. In fact, for most keyed
access retrievals, the program already has the desired value (we had to
use it to set up the Key and Argument registers). Who knows how many
millions of unnecessary item retrievals are being done on search items
alone.

Programs T1 and T2 highlight the performance implications of retrieving
unnecessary data from an IMAGE data set. Both programs center around a
FIND(SERIAL) command which retrieves 150 detail records. The only
difference between the two is that Tl retrieves values for all six items
in the data set, while T2 retrieves values for only one item. An
initial GET is inserted to remove the irrelevant overhead of opening the
dataset from the timed loop. The PERFORM= paragraph performs a data base
access to eliminate any optimization of the list parameter that either
TRANSACT or IMAGE may attempt on the iterative FIND verb.

Paper 3043 2
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RARRARRRAAARRAARARAARRARARAARARARAARARRARARAARRAAARAARAARRAAARRBEARARAARR

PROGRAM # OF ITEMS RELEVANT
NAME RETRIEVED ELAPSED
TIME
RARRAARRARRR KRRRARRRRR RAREHRERR
T1 6 2999
T2 1 2516

BRARRRARARARAAARARARRARRRRRRRARDARRARRARRARRRRERRAARARARRRARARARRARRR
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II. STRUCTURE THE LIST= OPTION TO OPTIMIZE PERFORMANCE

Performance optimization suggestion I dealt with the idea of minimizing
the number of items which are accessed from an IMAGE data base. Once
the programmer has decided on the items which must be accessed, however,
there are further simple steps which can be taken to improve
performance. These steps deal with the structuring of the LIST= option
of data access verbs.

As the TRANSACT Reference Manual indicates, there are numerous methods
to indicate which items are to be accessed. The most common of these
seem to be:

1. LIST=(iteml:itemn) requests retrieval of values for all
items in the LIST register between
iteml and itemn, inclusive.

2. LIST=(iteml,..,itemn) requests retrieval of values for
the specific items listed.

3. LIST=(@) a feature as of A.02.02 which
specifies all items in the data
set.

While the second option is often simpler to implement, as it does not
require any strategic management of the LIST register, it is also less
efficient as far as program execution. Specifying the LIST= option as
an item range (as in example #1), on the other hand, will result in
faster execution, but is more difficult to manage the LIST register, as
the programmer must attempt to put items that are accessed at the same
time contiguously in the LIST register. The idea of different data
access verbs requesting a different combination of items leads to
complication of this process. Performance tests indicate that specifying
LIST=(@) is identical to specifying all items via an item range,
assuming that range includes all items.

Many programmers agonize over how to build the program’s LIST register
so that they may always use the more efficient item range construct. It
should be noted that minimization of data access should take precedence
over this concern and thus the LIST register should be constructed to
allow the item range construct to be used in the most frequent data
access verbs (use test modes or temporary DISPLAY statements to
determine the most frequent verbs). The remainder of the data access
verbs, then, should simply use an item list construct. To attempt to
manipulate the LIST register to allow item ranges for all verbs would be
quite laborious, probably end up slowing execution, and would cause many
debugging nightmares.

Programs T9, T3, and T4 highlight the performance ramifications of
different LIST= constructs. Program T9 uses an item range, T3 uses an
item list, and T4 uses a variation on the item range that is even a
little faster than the traditional iteml:itemn construct. T4 uses the
itemn construct which specifies retrieval values for all items in the
LIST register from the bottom of the LIST register through itemn. This
technique turns out to be a little more efficient because of reduced
search time of the linked list (see performance suggestion III). It
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should be noted here that while the performance difference may be small
in the test programs supplied, these programs only reference six (6)
items. The performance ramifications would obviously become more
substantial as the number of items accessed increased.

HARRARRRRRARRARRAARRRRRRRRRARARARRAARARRAARARARARRARRARRBEAARARAARARAAAS

PROGRAM L1ST= RELEVANT
NAME CONSTRUCT ELAPSED
TIME
(2222222 ] RARRBREAR L2222 2 ]
T9 (ITEM1: ITEMN) 2665
T3 (ITEM1,ITEM2,...,ITEMN) 2863
T (: ITEMN) 2659

RARRARRRBRRRRARRARARARRARARARRARRARAARARRARARARRAAARAARRRARRRANAARAARARNS
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III. PLACE FREQUENTLY USED ITEMS NEAR THE TOP OF THE LIST REGISTER

Every time a program references a data item’s value, TRANSACT must first
locate the corresponding item name in the LIST register, which then maps
to the appropriate location in the DATA register. Since TRANSACT allows
multiple occurrences of the same item name in the LIST register,
TRANSACT can not use a direct, or hashed, search method to locate the
item in the LIST register. Instead, TRANSACT maintains the items in the
LIST register as a linked list which is searched whenever a data item
name is referenced. The search will continue down the linked list until
one of two conditions occur:

1. The item name being searched for is found, providing a map
into the DATA register.

2. The linked list is exhausted without finding the item name
being searched for, in which case the run-time error
"ITEM NOT FOUND IN LIST REGISTER" will occur.

Obviously, we are more interested in case #1, as case #2 is merely a
programming error which must be corrected.

Understanding the direction of the search is crucial to optimizing a
program’s performance. If the programmer can minimize the time taken by
each search (which, remember, occurs every time a data item is
referenced) the program will, as a direct result, take less time to
execute. As it turns out, the search starts out at the top of the LIST
register (ie. it starts with the item most recently put into the LIST
register) and works its way to the beginning (or bottom) of the LIST
register. In order to minimize search times, then, frequently accessed
items should be added to the LIST register last. This optimization
technique is even more crucial for applications using a large number of
data items, as search times can become significant.

Programs TS5 and T6é point out the performance implications of putting
frequently used items near the top of the LIST register. Both programs
have a relatively large LIST register (129 items). Program TS accesses
an item near the top of the LIST register 200 times while T6 accesses an
item at the bottom of the LIST register. Note the significant
difference in execution time between the two otherwise identical
programs.

WMNNNNRNNNRIENRRIIIIIINNNIIINIIIINNNRRRERRRRRRRRERRRRRERRE RN RNNRR

PROGRAM POSITION OF NUMBER OF RELEVANT
NAME ITEM IN LIST ACCESSES ELAPSED
TIME
RRRRERR RARRRRRRRRRRR REHRRREAN ERRRRRR
T5 TOP (#128) 200 1kg90
T6 BOTTOM (#1) 200 1827

HRREERRERRERRRRRRRRRRRRRRRERRRRRRRRRERRRRRRRRRRRERRRRARRRRRRRRRRRRR
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IV. REDUCE TRANSACT’S MANAGEMENT OF THE WORK AREA

This performance optimizing suggestion is perhaps the least frequently
thought of by TRANSACT programmers. With each TRANSACT application
comes an area called the WORK AREA, which is a temporary work area
containing the MATCH, UPDATE, and INPUT registers. Every time the
program utilizes these special registers, an entry is put into this work
area, which is implemented as a linked list. Whenever an entry is
deleted from these registers (ie. via RESET(OPTION)), TRANSACT merely
flags the entry in the linked list as deleted, but does not return that
space to the reusable state. With repeated use of these registers,
then, the WORK AREA, which has a user specified size (via the
WORK=option on the SYSTEM statement), will soon become full of "deleted”
entries. When this occurs, TRANSACT will automatically call a routine
called REWORK, which will actually delete the previously flagged entries
and return that space to the available list.

In order to improve program performance, the programmer should attempt
to minimize the number of times REWORK must be called. This can be
achieved by increasing the size of the WORK AREA via the WORK= option of
the SYSTEM statement. Increasing the WORK AREA, however, will increase
stack usage at run time, so it must be done with care. Perhaps a
realistic approach is to attempt to minimize the calling of REWORK ,
while at the same time monitoring stack usage to keep it appropriate for
your specific system.

Test modes 102 and 123 should be used in making these adjustments to the
WORK AREA. Test mode 102 reports statistics on WORK AREA usage during
execution, while test mode 123 prints a warning message to TRANOUT
everytime REWORK is called.

Programs T7 and T8 highlight the difference in program execution time
when we minimize reorganization of the WORK AREA by increasing its size.
T7 has a small work area and requires 124 reorganizations of the WORK
AREA, while T8 only requires 6, hence exectution time is decreased.

F6 09 30 03690 96 096 36 30 96 3 030 363 36 30 36 26 30 I 6 3 36 3 30 I 6 I 6 I 36 66 I 90 0 I 6 I 30 2 2 0 I 6 I I0 I 0 36 0 00 30 636 30 9 6 I 96 36 96

PROGRAM WORK AREA REWORK RELEVANT
NAME SIZE CALLED ELAPSED
TIME
RRNHRN HRARNRRR RN HRAANNR N
T7 15 WORDS 124 2181
T8 255 WORDS 6 2151

F6 336963635 030 0 0036300330 306 3 3 3366 006 IH I I I I J I I I I I I I I N IR R AN I I MR
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V. OPTIMIZE NUMERIC CALCULATIONS

TRANSACT was intended as a transaction processing tool as well as a
prototyping tool. Unfortunately, TRANSACT is not terribly efficient
when it comes to things like number crunching, because of some data type
conversion operations performed. A few simple techniques, however, can
at least make any necessary numeric calculations a little less time
consuming.

Perhaps the most common suggestion for streamlining TRANSACT number
crunching is to have the TRANSACT application invoke (via the PROC verb)
some external routine written in a more efficient language to do the
calculations for TRANSACT. This suggestion, however, does have a couple
of weaknesses. It first assumes that another programming language is
available on the system, and second it assumes that all number crunching
is done at one time in the program. It does not take into account the
idea of "sporadic" calculations done throughout the TRANSACT
application. The suggestions presented below will help optimize
TRANSACT applications in both of these instances.

The first suggestion is to choose an appropriate data type for elements
that will be involved in numeric calculations. The chart below
indicates Real (R)and Integer (I) are the most efficient data types for
numeric calculations, while Zone Decimal type (2) is the worst. If your
application permits then, attempt to make all variables that will be
used extensively in calculations type R or I. Counter items are an
excellent example of items which should be streamlined.

The second suggestion to minimize the amount of overhead incurred by
TRANSACT numeric calculations is to make all elements involved the same
type and decimal scale if possible. This will reduce the amount of type
conversion that TRANSACT must do before the calculations (done by a
procedure called CALCULATE). An example is programs T10, T15, and T16.
T10 crunches two I(5,0,2) elements in 1446 relative CPU seconds; T15
crunches two R(6,0,4) fields in 1446 relative CPU seconds. But when we
crunch one item of I(5,0,2) and one of R(6,0,4) together as we do in
T16, note the increase to 2332, which is higher than the calculation
using two of the less efficient Z type variables.

The chart below, then, depicts nine programs which do 100 relevant
numeric calculations with the only difference being the type and decimal
scale of variables used.
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RRARRAFHRUFRARAARARARRAARAARAARAARARARARAARAARRARAARARAAARARARARRARARRR

PROGRAM
NAME

RRERS

T10
T11
T12
T13
T14
T15
T16
T17
T18

VARIABLE

#1

RRURRRER

1(5,0,2)

VARIABLE
#2

HERRRARR

SAME AS #1
SAME AS #1
SAME AS #1
SAME AS #1
SAME AS #1
SAME AS #1

MAXIMUM
OPERAND
VALUE

HRMRRNRR

32,767
2,147,483,6L8
9,999
99,999,999
9,999,999
999,999

RELEVANT
ELAPSED

TIME

RRRNRRRS

1Lk6
1LL46
2171
2187
1491
1446
2332
2455
1511

RRARARARRRARAARARARARAAAARARRAARRAARARAAARAARARAARAARRARRARARRRARRRARD
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VI. OPTIMIZE INTERNAL DATA TRANSFERS

Transact offers two verbs to be used in transferring values from one
data item to another. Unfortunately, many people seem to be unclear, or
misinformed, about the difference between these two verbs and in which
situations to use either. The following discussion should clear up
these misconceptions of TRANSACT’s MOVE and LET verbs, and points out
how the appropriate use of the MOVE verb can improve performance.

TRANSACT’s MOVE verb is specifically designed for straight data transfer
from one location in the DATA register to another and for alphanumeric
operations. Unfortunately. the TRANSACT reference manual’s discussion
almost leads you to believe that the MOVE verb can only be used when
manipulating (transferring or concatenating) alphanumeric values. To
many people’s surprise, however, the MOVE verb can also be used to
transfer numeric values. There are, however, certain limitations
inherent in the MOVE verb:

1. No numerice calculations can be done with the MOVE verb.

2. The MOVE verb does not do data type conversions, so both source
and destination variables should be the same type.

Because of the fact that MOVE does no data type conversions, it is a
relatively fast verb for data transfer. Programmers should thus use the
MOVE verdb for both alphanumeric and numeric data transfer operations
between like type data elements. Only for those operations involving
incompatible data elements and/or numeric calculations should the LET
verb be used.

Programs T20 and T2l point out a very simple example of the increased
performance of using MOVE over LET. T20 performs 100 MOVE operations,
moving an I(9) value to another I(9) field. T2l uses the LET verb
instead of the MOVE.

HRURRBRRRRERERRBRRBERRRRERRBRRRRBERRERRRRBRRRRRRERRRRRERRRRRRRRRRRRRERS

PROGRAM VERB RELEVANT
NAME USED ELAPSED
TIME
LT ey BRRRRRRR
T20 MOVE 759
T21 LET 800

r*****“**********ﬁ****“***********#******ﬁ******”*********************
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VII. USE FILE VERB FOR MPE FILE OPERATIONS

Transact offers two methods for reading, writing, updating, and sorting
MPE files. Unfortunately, because of the fact that most programmers are
more familiar with the data management verbs (ie. PUT, GET etc) used
with IMAGE files, they use these less efficient verbs when interacting
with MPE files as well. Because of the fact that these verbs were
designed to work with the more complex data base files, as well as to be
generic enough to work with all types of files, they incur much overhead

which is not necessary in working with MPE files.

The more efficient method for interacting with MPE files is the FILE

verb.
update, or sort MPE files.

This verb has modifiers which allow programmers to read, write,
As the sample program indicates below, the

FILE verb is much more efficient than the data management verbs.
Unfortunately, the FILE verb does not utilize TRANSACT s special
registers, so its uses are limited to operations such as a straight

serial read or simple additions to the file.

WRIINIINNIRIIRRIIRIINRIRIRIRRIIT RN NN RN RNNNNFRNNRNFRNNNINNINNRNN

PROGRAM VERB FREQUENCY RELEVANT
NAME USED ELAPSED

TIME

EX 222 2 2 2 ] R 222 2] E 2 X2 222X 23 E 22222 22X )

T22 GET(SERIAL) 200 4385

T23 FILE(READ) 200 3451

T2Y PUT 200 514y

T25 FILE(WRITE) 200 L277

RN NWNNNIIINIINNI IR II NI I W I T T I IR IIHI0 22633632 263036 362 3636 2 2636 2 % % % %
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SUMMARY

The seven techniques outlined aboved, then, are presented 'in order to
help programmers who are developing TRANSACT applications to better
understand TRANSACT’s methodology in certain operations. The intent was
to present these ideas in a way that would allow programmers to weigh
alternatives available to them in order to maximize their application’s
performance. It should be noted that the list is by no means exhaustive
in presenting methods of improving performance. Additional
considerations are outlined in Appendix E of the TRANSACT Reference
Manual. In addition to the techniques presented here, as well as those
outlined in Appendix E, the programmer should keep in mind the ordinary
techniques in program design, in attempting to design an optimal
application.
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APPENDIX A

The test programs presented in this paper were all c¢reated by the
author. The attempt was made to make the programs as simple as possible
while still allowing the point to be made, and may thus often seem very
trivial at first glance. That was the intention. Attempts were made
programmatically to insure a "clean" compare between multiple test
programs (ie. beginning many programs with an initial disc access to
insure initial disc head placement etc.). Most of these techniques are
discussed directly in the paper where appropriate.

The methodology selected in determining performance implications was one
of at least two methods which could have been used. The reader will
note that most programs initially place an item labelled TIMESTART into
the LIST register, initializing it to PROCTIME. The code which follows,
then, is the c¢ode that is being compared between programs, followed
immediately by the placement of a second item, labelled TIMESTOP, into
the LIST register, again initializing it to PROCTIME. The difference
between TIMESTART and TIMESTOP, then, is the amount of CPU milliseconds
within the loop, and is reported as ELAPTIME. This ELAPTIME value,
then, can be used for comparison purposes.

A second method of determining performance ramifications would be to use
TRANSACT’s test mode 4 to determine actual instruction timings. This
method seems to result in the same performance guidelines being agreed
upon, while the testing procedure is much more laborious, hence the
first method was selected for use with this paper.

The test programs were run on a dedicated HP3000 Series 48 with disc
caching enabled.
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APPENDIX B

DATA BASE SCHEMA FOR TESTB

BEGIN DATA BASE TESTB;

PASSWORDS :
ITEMS:
El, X2 H
E2, X2 H
E3, X2 H
EY4, AN s
ES, zh 3
E6, 78 3
ET, I1 H
K1, X2 H
SETS:
NAME ¢ MASTERSET, MANUAL 3
ENTRY: K1 (1);
CAPACITY: 50;
NAME : DETAILSET, DETAIL H
ENTRY: K1 { MASTERSET ¥,
El,
E2,
E3,
Eb,
E5,
E6,
ETs
CAPACITY: 150;
END.
Paper 3043 1%
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COMPILED LISTING AND RUN RESULTS OF PROGRAM T1

COMPILING WITH OPTIONS: LIST,CODE,DICT,ERRS

1.000 SYSTEM T1,BASE=TESTB(";",1);

2.000 0000 << LOOP THROUGH DETAIL WITH ALL ITEMS RETRIEVED »>
3.000 0000 DISPLAY "ALL ITEMS BEING RETRIEVED";

7.000 0002 LIST K1:E2:E3:EY4:E5:E6:ELAPTIME;

9.000 0012
10.000 0012 LIST TIMESTART,PROCTIME;

11.000 0015 FIND(SERIAL) DETAILSET,LIST=(Kl1,E2,E3,EL,ES,E6),

PERFORM=A};

12.000 0026 LIST TIMESTOP,PROCTIME;

13.000 0029

14.000 0029 LET (ELAPTIME)=(TIMESTOP)- (TIMESTART);
15.000 0031 DISPLAY ELAPTIME;

16.000 0033 END;
17.000 0034

18.000 0034 A:
19.000 003k GET(SERIAL) DETAILSET,LIST=(E2,E3);

20.000 0040 RETURN;
CODE FILE STATUS: REPLACED
0 COMPILATION ERRORS

PROCESSOR TIME=00:00:03
ELAPSED TIME=00:00:04

BRARARRARARRERARRARARARERRRRRAAAARRRAARRRRAARARRRAANRRARARRARRAANARAR
TRANSACT /3000 HP322UTA.01.07 - (C) Hewlett-Packard Co. 1983

SYSTEM NAME>
ALL ITEMS BEING RETRIEVED

ELAPSED TIME
3030

EXIT/RESTART(E/R)?>
ALL ITEMS BEING RETRIEVED

ELAPSED TIME
2999

EXIT/RESTART(E/R)?>
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COMPILED LISTING AND RUN RESULTS OF PROGRAM T2

GTON REGIONAL USERS GROUP

COMPILING WITH OPTIO]

.000

.000 0000
.000 0000
.000 0002
.000 0012
10.000 0012
11.000 0015
12.000 0019
13.000 0022
14.000 0022
15.000 0024
16.000 0026
17.000 0027
18.000 0027
19.000 0027
20.000 0033

O WM

CODE FILE STATUS: RE

0 COMPILATION ERRORS
PROCESSOR TIME=00:00
ELAPSED TIME=00:00

NS: LIST,CODE,DICT,ERRS

SYSTEM T2,BASE=TESTB(";",1);

INTEREX8S

<< LOOP THROUGH DETAIL RETRIEVING ONE ITEM >>

DISPLAY "ONE ITEM RETRIEVED";
LIST K1:E2:E3:EL:E5:E6:ELAPTIME;

LIST TIMESTART,PROCTIME;

FIND(SERIAL) DETAILSET,LIST=(E2),PERFORM=A;

LIST TIMESTOP,PROCTIME;

LET (ELAPTIME)=(TIMESTOP)-(TIMESTART);

DISPLAY (ELAPTIME);
END;

A:
GET (SERIAL) DETAILSET,LIST=(E2,E3);
RETURN;

PLACED

:03
:03

BRRRRRRRRRRRERRRRRRRRARRRRRRRRRRRREERRRRRRRRRRRRRBRRERRRRRRRRRRNRR RN

TRANSACT /3000

SYSTEM NAME>
ONE ITEM RETRIEVED

ELAPSED TIME
2570

EXIT/RESTART(E/R)?>
ONE ITEM RETRIEVED

ELAPSED TIME
2516

EXIT/RESTART(E/R)?>

Paper 3043
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COMPILED LISTING AND RUN RESULTS OF PROGRAM T3

COMPILING WITH OPTIO

1.000

3.000 0000
7.000 0002
9.000 0012
10.000 0012
11.000 0015
11.500

12.000 0026
13.000 0029
14.000 0029
15.000 0031
16.000 0033
17.000 0034
18.000 0034
19.000 0037

CODE FILE STATUS: RE
0 COMPILATION ERRORS

PROCESSOR TIME=00:00
ELAPSED TIME=00:00

NS: LIST,CODE,DICT,ERRS

SYSTEM T3,BASE=TESTB(";",1);
DISPLAY "ITEM LIST BEING RETRIEVED";
LIST K1:E2:E3:EL:E5:E6:ELAPTIME;

LIST TIMESTART,PROCTIME;

FIND(SERIAL) DETAILSET, LIST=(K1,
PERFORM=A;

LIST TIMESTOP,PROCTIME;

E2,E3,E}4,E5,E6),

LET (ELAPTIME)=(TIMESTOP)-(TIMESTART);

DISPLAY ELAPTIME;

END;

A:
GET (SERIAL) DETAILSET,LIST=(E2);
RETURN;

PLACED

:03
;04

(22222222 22 22 2222 222 222 s 2 sl s s st sy d

TRANSACT/3000 HP322U7A.01.07 - (C) Hewlett-Packard Co. 1983

SYSTEM NAME>
ITEM LIST BEING RETR

ELAPSED TIME
2894

EXIT/RESTART(E/R)?>
ITEM LIST BEING RETR

ELAPSED TIME
2863

EXIT/RESTART(E/R)?>

Paper 3043
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COMPILED LISTING AND RUN RESULTS OF PROGRAM Tk

COMPILING WITH OPTIONS: LIST,CODE,DICT,ERRS

.000

.000 00
.000 00
.000 00
10.000 00
11.000 00
12.000 00
13.000 00
14.000 00
15.000 00
16.000 00
17.000 00
18.000 00
19.000 00

O W

SYSTEM Th,BASE=TESTB(":",1);

00 DISPLAY "IMPLIED ITEM RANGE SPECIFIED";
02 LIST K1:E2:E3:E4:ES5:E6:ELAPTIME;

12

12 LIST TIMESTART,PROCTIME;

15 FIND(SERIAL) DETAILSET,LIST=(:E6),PERFORM=A;
19 LIST TIMESTOP,PROCTIME;

22

22 LET (ELAPTIME)=(TIMESTOP)- (TIMESTART);
24 DISPLAY ELAPTIME;

26 END;

27 A:

27 GET (SERIAL) DETAILSET,LIST=(E2);

30 RETURN;

CODE FILE STATUS: REPLACED

0 COMPILATION

ERRORS

PROCESSOR TIME=00:00:03
ELAPSED TIME=00:00:07

RARKHARRRAERARER

RRARARRRAARRRFAARRARARRAARRARAARARRARAAARAARRARARARRARRRARSR

TRANSACT/3000 HP32247A.01.07 - (C) Hewlett-Packard Co. 1983

SYSTEM NAME>
IMPLIED ITEM

ELAPSED TIME
2691

EXIT/RESTART(
IMPLIED ITEM

ELAPSED TIME
2659

EXIT/RESTART(

Paper 3043
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RANGE SPECIFIED
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COMPILING

1.000
2.000
3.000
4.000
5.000
6.000
7.000
8.000
9.000
10.000
11.000
12.000
13.000
14,000
15.000
16.000
17.000
18.000
19.000
20.000
21.000
22.000
23.000
24,000
25.000
26.000
27.000
28.000
29.000
30.000
31.000
32.000
33.000
34.000
35.000
36.000
37.000
38.000
39.000
40.000
41.000
42.000
43,000
LY. 000
45.000
46.000

Paper 3043

COMPILED LISTING AND RUN RESULTS OF PROGRAM T5

WITH OPTIONS: LIST,CODE,DICT,ERRS

0000
0002
0002
0003
0004
0005
0006
0007
0008
0009
0010
0011
0012
0013
001k
0015
00