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David R. Beasley 
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Everyone who manages a computer installation realizes that no 
matter how well you schedule system backups, there will 
inevitably come a time in which the backup tapes have parity 
errors, or the disc has a head crash or drive fault, or the 
system crashes prior to the daily backup, or someone simply 
halts the machine on the way up from a COOLSTART! Each of 
these cases present some unique problems to overcome, but one 
common problem is that valuable data may be lost. Or is it? 
Has the data been physically destroyea, or has MPE become 
logically inoperable due to the corruption of some key data 
structure such as the system directory? Most data can be 
"physically" recovered given enough time, the know how, the 
proper tools for the situation, the equipment, and the pa­
tience. There are certain questions to be asked in all 
situations involving "lost" data. Can the data be re-entered 
from scratch? How long will it take? Can the data be phys­
ically removed from the storage media? Can you afford to 
lose the Data? Is the amount of time required to recover the 
data more valuable than the data itself? Once you have 
decided that an attempt must be made to retrieve the data, 
you must understand how the data is organized and what t~ols 
are available to help you in saving all or part of the data. 

There are many different ways to organize data, such as IMAGE 
files, KSAM files, or simply a standard MPE file. In many 
cases, this is a critidal factor in deciding how much effort 
should be spent in an attempt to get the data back. Because 
of the sometimes complex interrelationships between the data, 
it is net always "good enough" to retrieve some, but not all 
of the data. For example, saving a KSAM key file, but fail­
ing to save the corresponding data file may not gain any­
thing. Another example is when you fail to restore one of 
IMAGE's dataset files •. At first, you might think that all 
you need to do is get that one file from a previous backup 
tape set, but that could leave you with a logically corrupt 
data base. In such situations, it may be necessary to accept 
the loss of one file, or to even "bite the bullet", RELOAD 
MPE, and re-enter the data. It is for this reason that 
transaction logging and saving daily transactions in hard 
copy format are sometimes recommended. Let me add a word of 
caution to those users who do partial Sysdumps on a daily 
basis. If you have IMAGE data bases, all of the files may 
not be STORE'd to the tape because some of the datasets may 
not have been accessed. This is ok unless you run into 
trouble later on down the line trying to re-construct your 
data base due to lost data. If you are extremely careful, 



and if you make sure that you restore the files in the cor­
rect order, you will not have a problem, but why give your­
self a chance to make an unnecssary mistake. It is recom­
mended you do a DBSTORE of your databases to keep all of the 
datasets together. Some people may argue that this takes more 
time. This is true, but how much time do you have to recover 
you database if a failure occurs? Each application is dif­
ferent, so thinking of these issues, and planning for di­
saster recovery will help you avoid losing critical 
data. 

1 - 2. 

Although data can be logically organized in a variety of 
ways, it is simply a "bunch of bits" to the computer hard­
ware. This fact is not new to anyone who understand com­
puters, but is it vitally important to remember when you need 
to recover "lost" data! The mass storage devices such as the 
disc drives and tape drives do nothing more than physically 
record the data that the software tells it to. These periph. 
erals aren't responsible for understanding the logical orga­
nization of the data. Suppose that MPE can't find a par­
ticular file because the area of disc occupied by the system 
directory is unreadable due to a bad track. The file is 
still on the disc, it is simply unaccessible in the logical 
way MPE expects to locate it. There are utilities for such a 
case to assist you in retrieving that file. (You may need to 
write your own sometime). It is almost always possible to 
retrieve the physical record of data from the peripheral and 
its media, unless of course the media has been mutilated and 
destroyed. However, if the peripheral was broken at the time 
i n w h i c h. t h e d a t.a w a s w r i t t e n t o i t , t he d a t a ma y b e g a r b a g e 
when it is read back. In this situation, you need to e~al­
uate whether or not the data can be "repaired" once physical­
ly retrieved or is re-entering the data the best approach. 

Assuming that you have made the decision to attempt to re­
trieve the data from the physical media as opposed to return­
ing to a previous known good copy of the data and re-entering 
your work, there are several useful utilities available to 
you. Some of these are supported by Hewlett-Packard and 
others are not. The syntax of the utilities will not be 
focused on since these are documented in the Hewlett-Packard 
System Utilities Manual (30000-90044) or in other places such 
as the User Contributed Library. For most of these util­
ities, an understanding of the HP3000, equival~nt to that 
which is taught in the System Manager's class offered by 
Hewlett-Packard is sufficient to allow the user to use these 
utilities with confidence. During the discussion of the 
utilities and the situations in which they can be used, an 
understanding of the disc organization and some key disc 
resident data structures must be understood. You may refer 
to the MPE System Tables Manual (32002-90003) for a dascrip­
tion of these table layouts. (Appendix A provides table 
layouts for some of these disc resident tables). 
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What can be saved? Disc files and files from bad SYSDUMP/ 
STORE tapes are the most common types of files necessary to 
recover. Let's discuss disc files first. Disc files are 
located by MPE by finding a pointer to the LDEV and sector 
address of the file label. (Note that the LDEV pointer is 
really a volume table index). Each file has a file label 
which contains a description of the characteristics of the 
file such as the record size, the block size, the EOF point­
er, etc., and it also contains an extent map which points to 
the LDEV and sector address of the other extents which make 
up the entire file. Note that all extents do not necessarily 
reside on one particular disc. If the system crashes and 
catches you without a good set of backup tapes and if MPE is 
logically inoperable due to data structure corruption, a 
utility called SADUTIL can be very useful. SADUTIL stands 
for Stand Alone Disc Utility. It is supported by HP, and is 
documented in the System Utilities Manual. SADUTIL does not 
run under the control of MPE. It is cold loaded similarly to 
the way MPE is loaded as a.stand alone utility. SADUTIL will 
allow you to save files to tape which otherwise would be lost 
if a RELOAD of MPE was necessary. SADUTIL expects some data 
structures on disc to be intact, however. Each mounted 
system volume must have a good volume label, (sector 0). If 
the system directory is intact and the correct address of the 
directory is valid in the Cold Load Information Table, (sect­
or 28), and if the Volume Table is good, you will be able to 
save files with the@.@.@, @.@.acct, or @.group.acct option. 
If the above data structures are invalid, you may attempt to 
re-build them with the EDIT functions in SADUTIL. Another 
option would be to use the FIND command which scans the 
entire disc looking for file labels. There is no guarantee 
that the data will be valid, however. After successfully 
saving the files to tape, a RELOAD of MPE will be necessary 
along with any other appropriate action required to correct 
the original problem. Once MPE is running again, a program 
called RECOVER2, which is also supported by HP, can be run to 
retrieve the files from the SADUTIL tapes and re-create them 
in the system directory. Note that the data in the files is 
not guaranteed to be valid and garbage free! 

While we are on the subject of SADUTIL, let's consider a case 
where someone halts .the system during a system start up, such 
as a COOLSTART or COLDSTART. INITIAL is the program which, 
when bootstrapped into memory, executes to build MPE and 
MPE's tables and data structures. There are several disc 
resident data structures which INITIAL depends on (unless 
doing a RELOAD) such as the Cold Load Information Table. 
INITIAL locates other critical data structures on disc from 
this table. Some examples of the disc resident tables re­
quired are the system directory, the Volume Table, and a 
file named CONFDATA which ~ontains configuration information. 
The format of these tables are in the System Tables manual. 



In order to protect the integrity of the operating system, 
there is also something known as a Cold Load ID. This Cold 
Load ID is incremented by INITIAL on each start up in order 
to ensure that all volumes belonging to the system are mount­
ed together as a set. This Cold Lo~d ID is kept in each 
system volume label, (sector 0), in the Cold Load Information 
Table, (sector S34), and in the Volu'me Table. This Cold Load 
ID is also kept in each file label. When FOPEN opens a file, 
the Cold Load ID in the file label is compared with the 
"current" Cold Load ID so that the file system will know if 
certain kinds of information are current, such as; is the 
file currently 9pen and shared?; is the FCB vector valid?; are 
the STORE bits valid?; etc. In this way, FOPEN knows if the 
file was open during a system cr•sh. If you halt INITIAL 
during a start up, the Cold Load ID's may get out of synch 
and INITIAL will not allow you to subsequenty start the 
system, but instead will give you the infamous message of 
"MOUNT CORRECT VOLUMES OR RELOAD". With SADUTIL you can EDIT 
the discs in the correct locations to get the Cold Load ID's 
back in synch. The precise locations are in word 7 of each 
system volume label (sector 0), word %12 of the Cold Load 
Information Table (sector %34), and in words 1 and 3 of the 
Volume Table which is pointed to by words %124, %125 of 
sector S34. By modifying these words, you may save valuable 
data by allowing MPE to be restarted and a STORE to take 
place. It should be noted that anytime you have to "re­
build" any table for MPE, it should only be done with the 
intent to save the data. Since you can never be certain as 
to what else is not correct, a RELOAD should always follow 
this procedure to ensure operating system integrity. 

DISKED2 is another supported utility which can be used to 
read or modify any area of the disc under the control of MPE. 
However, DISKED2 is not under the control of the file system 
so you must use this utility with great caution. FLUTIL3 is 
an unsupported utility which will allow you to modify certain 
words of a file label if it becomes corrupt for any reason. 

Let's turn our attention to bad SYSDUMP/STORE tapes, It is 
not uncommon for tapes to have several parity errors or to 
develop "bad spots" over time. GETFILE2 is a very useful, 
although unsupported utility to help you read past bad spots 
on a tape and recover files that MPE's RESTORE will not allow 
you to get. Another scenario for which GETFILE2 is very 
handy is as follows. Suppose someone does an FCOPY of a 
small file onto one of your STORE tapes by mistake. Well, 
obviously, the data which was overwritten is lost, but the 
data beyond the new logical end of tape is still there even 
though RESTORE does not recognize the format of the tape. 
GETFILE2 will allow you to read the entire tape looking for 
files labels. FCOPY is also a good tool at times to recover 
files from tape. 

l - 4 
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There are a couple of other unsupported utilities that I 
would also like to mention. STAN (Store tape analyzer) and 
TAPLIST. Either of these can be used to look at the direc­
tory at the beginning of a STORE tape if you're not sure 
what's on the tape, or if you're having trouble RESTORE'ing a 
file because of an incorrect accounting structure. 

One more utility that you should be aware of is IOCDPNO. 
This program is not for the novice and will require a thor­
ough understanding of MPE's I/O system. IOCDPNO allows that 
user to specify any or all of the parameters to ATTACHIO. 
ATTACHIO is a procedure in MPE which interfaces the file 
system to the I/O system. With IOCDPNO, you can totally 
bypass the file system, and you can request any function code 
that the driver recognizes for whichever device you are 
accessing. If the data you are trying to recover can be 
physically read from the media, IOCDPNO will let you do it. 
Let me emphasize that great caution should be used with this 
utility. A "typo" could be catastrophic even when you are 
simply reading from a device. For example, if someone is 
FCOPY'ing a tape file, and I accidentially specify the wrong 
ldev, (the tape drive), in my parameters to ATTACHIO, I will 
have just "blown away" the user doing the FCOPY. He'll end 
up one record short. It could be worse than this. Suppose 
I'm trying to read the volume label, (sector 0), of the 
system disc, just because I'm the curious type. If a write 
function is specified by mistake, it could be RELOAD time 
tonight! This utility is very powerful, but very dangerous! 

It is beyond the scope of the paper to present all of the 
information you need to throughly understand in order to be 
considered a "data recovery specialist"; however, I hope you 
have been somewhat enlightened as to the types of issues that 
must be considered and what types of tools are presently 
available to assist you. Remember that planning for data 
recovery and a good "prevent defense" will save more data 
than all the tools you can imagine! 



Appendix ~ 

(Excepts :rom System Tables Manual) 

(PIN 32002-90003) 
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CHAPI'ER 3 DISC LAYOUT 

SYSTEM DISC LAYOUT 

SECTOR I SECTOR I 

~ OI DISC LABEL I 0 
1---------------------------------------------1 11 DEFECTIVE TRACKS TABLE 11 
1---------------------------------------------1 

21 Cold Load Channel Program for /30, /33, /44 12 
1---------------------------------------------1 

31 Mem Dump Channel Program for /30, /33, /44 13 
1---------------------------------------------1 

41 14 \ 
1---------------------------------------------1 I 

51 15 I 
1--------------- -------------------1 I 

61 6 I 
1------------ CODE FOR ---------------- I 

71 INITIAL PROGRAMS I 
1------------ "BOOTSTRAP" --------------- I 

10 I SEGMENT I 
1-------------- ----------------- I 

111 I 
1---------------- ------------------ >Variable 

. I I Length 
I 
I 
I 
I 
I 
I 
I 
I 
L 
I 

LOW CORE (CST POINTER, QI, ZI, POINTER) c--1 Follows 
--------------------------------------------- I :immediately 

TEMPORARY CST (INITIAL PROGRAM) I after 
--------------------------------------------- I Bootstrap 

INTERNAL INTERRUPI' HALTS I Segment 

BOOTSTRAP STACK 

REMAINDER OF SIO COLD LOAD PROGRAM 
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SYSTEM DISC LAYOU! (CONT. ) 

SYSDB l·--------------------------------------------1 -----> I I 
%130/1311 I 

I SYSTEM DIRECTORY I 
I I 
1---------------------------------------------1 
I I 
I I 
I I 
I I 
I VIRTUAL MEMORY AREA I 
I I 
I I 
I I 
1---------------------------------------------1 
I INITIAL PROGRAM SEGMENTS I 
I (EXCEPI' B001'STRAP SEG) I 
1---------------------------------------------1 
I SYSTEM FILES I 
I (FROM COLD LOAD TAPE) I 
---------------------------------------------1 

SYSTEM TABLES 
• LPDT 
• LDT 
* VOLUME TABLE 
* DEVICE CLASS TABLE 

INITIAL PROGRAM STACK 

---------------------~-----------------------

USER FILES 
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I 
I 
I 
I 
I 
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---> lote: Initial 
tries to allocate 
directly after 
the Free Space 
Table. However, 
this may vary 
depending on 
deleted or 
reassigned tracks 



DEFECTIVE TRACKS TABLE (Sector 1 of Disc) 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1--1--1--1--1--1--1--1--1--1--1--1--1--1--1--1--1 

OI I OF DEFECTIVE TRACK ENTRIES (N) IO 
1-----------------------------------------------1 

l I DEFECTIVE TRACK NUMBER I DTC I l 120 DEFECTIVE 
1-----------------------------------------------1 TRACKS MAXIMUH 

2 I DEFECTIVE TRACK NUMBER I DTC 12 
1-----------------------------------------------1 

31 DE:F'ECTIVE TRACK NUME!ER I DTC 13 
1-----------------------------------------------1 

41 DEFECTIVE TRACK NUMBER I DTC 14 
1----------------------------------~------------I 

51 15 
I I 

61 16 
I I 

71 17 
I I 

101 18 
I I 

111 19 
I I 

121 110 
I I 

.1 1 • 
• 1 1 • 
. 1 1. 
I I 
I I 

I 
I 
I 
I 
I . 
1-----------------------------------------------1651 DEFECTIVE TRACX NUMBER I DTC 117 

1-----------------------------------------------1661 DEFECTIVE TRACK NUMBER I DTC 118 

l----------------------------~------------------1671 DEFECTIVE TRACK NUMBER I DTC 119 

1-----------------------------------------------

3-10 
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DISC COLD LOAD INFORMATION TABLE (SECTORS 28-29) 

1------------------------------------------------1 Of pointer to table information I FAEFTR .. ------------1 
1------------------------------------------------1 I 

1 I pointer to temporary CST info I TCSTPI'R I 
1------------------------------------------------1 I 

21 I of entries to read on disc cold load I NREAD I 
1------------------------------------------------1 I 

31 I of code segments in INITIAL I HVTCST' I 
1------------------------------------------------1 I 

41 INITIAL ' s DB value I INITDB I 
1------------------------------------------------1 I 

51 INITIAL ' s DL value I INITDL I 
1------------------------------------------------1 I 

61 INITIAL ' s Z value I IlfITZ I 
1------------------------------------------------1 I 

71 INITIAL ' s Q value I INITQ I 
1------------------------------------------------ I 

81 INITIAL' s S value INI'l'S I 
1------------------------------------------------ I 

91 I SYSDISC t)'P9 I subtype DISCTST 

1------------------------------------------------
10 I cold load ID COLD' LOAD' ID' 

1------------------------------------------------
111 log file number LOG'FILE'IUM' 

1------------------------------------------------121 directol")' disc 
I DIRADR 

131 address 

1------------------------------------------------
141 ldev 1 virtual memol")' 

I VIRMEMADDR 
15 I dis.c address 

1------------------------------------------------
161 I LOG PROCS 

1------------------------------------------------
171 LOG ID's I 

1------------------------------------------------1 
18 I Rilf table I 

I I RINADR 
19 I disc address I 

1------------------------------~-----------------I 201 directol")' size I DIRSECT 

1------------------------------------------------1 
211 #sectors in virtual memol")' region of LDEV 1 I SECTORS IN LDEVl VM 

1------------------------------------------------1 221 UNUSED I 
1------------------------------------------------1 23 I Rilf table size I RINSECT 

1------------------------------------------------1 
241 I of RINS I RINS 

1------------------------------------------------1 
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DISC COLD LOAD INFORMATION TABLE (CONT.) 

------------------------------------------------! 
SIZE IN WORDS I FAEFTR+4 

------------------------------------ I 
MEMORY ADDRESS *CTABO I 

------------------------------------ I 
DISC ADDRESS I 

------------------------------------------------! 
SIZE IN WORDS I FAEFTR+8 

------------------------------------ I 
MEMORY ADDRESS *CTAB I 

------------------------------------ I 
DISC ADDRESS I 

!------------------------------------------------! 
SIZE IN WORDS • I FAEFTR+12 

------------------------------------ COMMUNICA-1 
MEMORY ADDRESS TION SUB- I 

------------------------------------ SYSTEM I 
DRIVER I 

DISC ADDRESS TABLE I 
I 

------------------------------------------------! 
SIZE IN WORDS • I FAEFTR+16 

------------------------------------ COMMUNICA-
MEMORY ADDRESS TION SUB-

- - ------ -- ---- - ----- -- - -- -- -- ----- -- SYSTEM 
DEFINITION 

DISC ADDRESS TABLE 

SIZE IN WORDS FAEFTR+20 

------------------------------------ COMMUNICA-
1 MEMORY ADDRESS SUBSYSTEM 

!------------------------------------ TABLE 
I 
I DISC ADDRESS 
I 
!------------------------------------------------
' SIZE IN WORDS FAEFTR+24 
!------------------------------------ LOGICAL-
! MEMORY ADDRESS PHYSICAL 
!------------------------------------ DEVICE 
I TABLE 
I DISC ADDRESS 
I 
!------------------------------------------------
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J)ISC COLD LOAD INFORMATION TABLE (CONT.) 

1------------------------------------------------1 I SIZE IN WORDS I FAEFTR+36 
------------------------------------ VOLUME I 

MEMORY AI>DRESS TABLE I 

DISC ADDRESS 

SIZE IN WORDS F.AEFTR+40 
------------------------------------ LOGICAL 

MEMORY AI>DRESS J)EVI CE 
------------------------------------ TABLE 

DISC ADDRESS 

STACK SIZE F.AEFTR+44 
------------------------------------ INITIAL'• I 

MEMORY AI>DRESS STACK I 
------------------------------------ I I 

DISC AI>DRESS I 
I 

------------------------------------------------1 
SEGMENT SIZE TCSTP'l'R 

------------------------------------ INITIAL's 
MEMORY AI>DRESS SEGMENTS 

DISC AI>DRESS 

(MORE SEGMENTS OF INITIAL) 
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TYPICAL SYSTEM VOLUME ENTRY 

1-----------------------------------------------1 01 10 
I I 

11 11 
I VOLUME I 

21 NAME 12 
I I 

31 13 
1-----------------------------------------------1 41 14 
I I 

51 15 
I o I 

61 16 
I I 

71 17 
1-----------------------------------------------1 

10 I STARTING SECTOR OF VOLUME'S VM ( 0 if' none) 18 
I I 

111 19 
1-----------------------------------------------1 121 110 
I NUMBER OF SECTORS RESERVED FOR VM ON VOLUME I 

131 (0 if' none) 111 
1-----------------------------------------------1 
I LOGICAL DEVICE I I IVMSIUNINS!SCI 

141 (•O IF. NOT MOUNTED) I I I I I I 
1-----------------------------------------------1 
I I VSET VTABX I MVTABX I 

151 I I I 
1-----------------------------------------------1 

3-25 

indexed by 
volume I 

HS - HOH-SYSTEM 
DOMAIN 

SC - SCRATCH 
UN - UNREADABLE/ 

UHFORMAT'l'ED 
VMS - VIRTUAL MEMORY 

SUPPORTING 
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Why indeed do we need another article about IMAGE data 
bases? In the last few years, many articles have been 
presented both in the local, national, as well as interna­
tional HP Users' Group Meetings. By this time everyone 
knows that capacities should be prime, that alphanumeric 
keys are generally better than numeric keys, etc. , etc. 
With respect to that. statement, I would like to make two 
remarks. First, having been a systems specialist for 
Hewlett-Packard trained in both performance consulting as 
well as data base consulting, time and time again I have 
seen users making these same mistakes when implementing 
their data bases. I am referring even to "knowledgeable" 
users. It is my opinion that a majority of all performance 
problems can be traced to bad data base design, bad data 
base design implementation, or badly designed/implemented 
programs that access a data base. Second, there have been 
very few tools available to the user community (or for that 
matter to Hewlett-Packard systems engineers) for analysis 
of data bases in order to verify suspicions that a data 
base was a significant factor in performance degradation. 

As a result of this feeling of hopeless frustration, know­
ing in one's heart that the data base was at fault, but 
being unable to prove it, three systems engineers wrote a 
program known as DBSTAT2. This program is not to be con­
fused with other programs with similar names (e.g., DBSTAT 
in the users' library that is written in FORTRAN) . Very 
simply, this program presents a detailed pictorial of the 
contents of a master data set as well as of a detail data 
set, along with various statistics about the contents of 
the data set. This program was authored by Ed Splinter (of 
InfoCraft Inc.), Ted Dickens (HP, North Hollywood), and Joe 
Berry. 



In the next few pages, I would like to describe some of the 
uses I have made of this program to help identify user data 
base problems. It will be obvious (if it isn't already) 
that this program serves a real need. Unfortunately, it 
does require the use of privileged mode (PM) capability. 
And as a result, Hewlett-Packard does- not warrant the use 
of this program on anyone's system (too bad!). 

Performance Problems? 

There are three major resources on the HP3000 that are 
potential limiting factors to good performance. These 
resources are (1) CPU speed, (2) memory, and (3) I/0 
throughput. With the release of the HP3000 Series 64, 
Hewlett-Packard has introduced a CPU-powerful computer to 
the user community. For companies requiring CPU intensive 
operations, such as solving differential equations, etc. , 
the horsepower of the series 64 is available to provide 
such solutions. 

What about memory1 The Series 40/44 can be configured with 
up to four megabytes of memory while the Series 64 c.omes 
with as much as eight megabytes of memory! That's quite an 
improvement over the days when the. maximum amount of memory 
available was two megabytes. Again hardware presents an 
easy solution to what used to· be a rather . difficult 
proble;m. Of course, if you don't wish to spend the money 
on the extra hardware, then some work, usually programming, 
will be required. But, at any rate, there is a fast "dol­
lars and cents" solution. 

When it comes to disc I/Os, the picture changes somewhat. 
Hewlett-Packard has not announced any markedly improved 
di~c l./0 devices for its products. This is not to say that 
one cannot get a fast number of I/Os through a system. I 
hav.e personally seen HP3000 systems producing 60, 70, and 
over 80 I/Os a second on live applications. Unfortunately, 
this is not the norm. Whenever I see an HP3000-that is I/0 
bound (again, which is most of the time), I immediately 
begin by examining the data bases that are in use (in one 
notable instance, however, the user presented me with an 
_I/O intensive KSAM application!). 

History Revisited 

In order to properly appreciate DBSTAT2, I will present 
some of. the particulars of its history. In the spring of 
1980, an HP OEM company in the downtown Los Angeles area 
requested assistance from HP. They explained .that one of 
their user sites was having particularly bad performance 
problems. They requested that HP send someone to their site 
in order to help identify this HP "IMAGE bug". Their 
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specific problem was this: certain transactions, which 
performed DBPUTs to a manual master data set, were taking 
an extraordinarily long time to process. 

2 - 3 

It did not require a very sophisticated program to identify 
that this data set was 99% full! (This is a fairly 
"knowledgeable" customer with five HP3000s. Just how 
production data base data sets "happen" to be at 99~ full 
is beyond me. Doesn't anyone monitor these things?) Our 
suggestion was rather obvious: increase your capacity or 
decrease the number of records. The customer explained, 
however, that they had done this before and that decreasing 
the number of records not only did not improve response 
time, it actually worsened the response! This indeed was 
difficult to understand. The "slower" response time was 
demonstrated with a stand-alone batch job that didn't have 
subjective response times associated with it. 

So what was the problem? We developed a theory we thought 
would explain the evidence. But how would we verify it? 
And furthermore, how would we demonstrate to the user that 
it was a data base design problem? 

And so, along came DBSTAT2. The first illustration (fig. 
1) at the end of this article shows the user's data base 
when it was 99% full. Details of the output will be ex­
plained later. Note, however, that very few blank spaces 
exist for new records to be inserted. The second and third 
illustrations (figs. 2A and 28) show how the data set ap­
peared when it was 93% full. There are a number of inter­
esting things to note with respect to this output and the 
previous one. First, it is very clear that the key used in 
the data set didn't agree very well with IMAGE' s hashing 
algorithm (that is, the records weren't randomly dis­
tributed throughout the data set) . .Also note the large 
number of secondaries (they' re identified as dashes) oc­
cupying the first 2,000 records. The user nad told us that 
on a regular basis they delete old, dated records from this 
data set. What we were seeing were the results of this 
cleaning-up process. However, by comparing the two il­
lustrations, it is clear that some records had been added 
to the data set before DBSTAT2 had had a chance to examine 
it. This accident provided us with the required clue to 
determine why the user's DBPUTs were now taking longer than 
before. A final analysis of this example will be presented 
further in the paper. 

Operational Characteristics 

Permit me to digress somewhat by explaining some of the 
operating characteristics of DBSTAT2. Because of the way 
the program accesses the data base, exclusive use of the 
data base is required. Many users have found it difficult 



to part with their system for the few minutes (or hours) 
that DBSTAT2 requires. In order to make the program easy 
to use, I have implemented a batch mode that requires only 
the name of the data base as an input value. The program 
makes its own assumptions about what to print out. An ex­
ample of this is as follows: 

!JOB MGR.ACCT 
!RUN DBSTAT2.UTIL.SYS 
DBNAME.GROUP 
!EOJ 

Wouldn't it be nice if all programs executed so easily? In 
this batch mode, one or more pages will be printed for each 
data set in the data base. Since it frequently happens 
that the user (or systems engineer) wants to see the output 
as it is generated, DBSTAT2 spools each data set separate­
ly. Therefore, in order to avoid many header and trailer 
pages, a HEADOFF 6 command by OPERATOR.SYS is recommended. 

Master Data Sets 

I will now describe some of the display fields presented by 
DBSTAT2. Look at the next illustration (fig. 3) while 
reading this text. (The first DBSTAT2 illustrations were 
from the original version of the program. A number of 
changes have since been incorporated.) 

Some identification information is presented at the very 
top of each data set. Following this is the field "% SPACE 
USED". This is the ratio of "# OF ENTRIES" to "CAPACITY". 
Simple enough. What should this number be? Most HP IMAGE 
classes say that this ratio should not exceed 75-80%. HP's 
Materials Management/3000 package (MM/3000) automatically 
warns the system administrator when master data sets ex­
ceed 60% full! How serious a problem is this? The simple 
answer is, "It is serious!" Let me explain with another 
example. I was once asked to examine an application 
program that was purchased by a customer to determine why 
response on their Series 44 system was so slow (even with 
just a handful of users) . The customer explained to me 
that the problem was in a program they had recently ac­
quired. He wanted me to "prove" that this application was 
poorly designed/written. He explained that the problem was 
not in the data base. I monitored the application and dis­
covered that for each order that was entered (this was an 
order entry package) something between 200 and 2,000 
(usually around 1,500) physical I/Os took place! No wonder 
the response time was so slow. I further discovered that 
all the CPU time in the application was due to one DBPUT 
(courtesy of APS/3000). At that point, I knew the problem 
was in the data base itself. I executed DBSTAT2, examined 
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the 11 # OF ENTRIES, 11 and discovered the master data set 
associated with the detail that the DBPUT was writing to 
was 98.7~ full! Had I followed my usual procedure of im­
mediately running DBSTAT2 when a data base is involved, 
this problem would have surfaced much earlier. 

Another very important item is the blocking factor of a 
data set. Since, in general, master data sets are accessed 
randomly and detail data sets are accessed serially, it is 
logical for master data sets to have small blocking fac­
tors. Why read a large block of data in memory when all 
you need is one record? If, on the other hand, this data 
set will be frequently accessed serially, then a large 
blocking factor is in order (if you will really perform a 
frequent number of serial reads of a master data set, espe­
cially a large one, then I would be suspicious of the 
design strategy for the data base itself). One must remem­
ber that the MPE file system (including IMAGE) reads a min­
imum of one sector ( 256 bytes) at a time. Therefore, if 
the record size is small so that many records can fit into 
one sector, it is not meaningful to specify a blocking fac­
tor so small that the sector isn't completely filled. 

If I have a 200-character record, and I assume random ac­
cess into the master data set, should the blocking factor 
therefore be one? Is there a need for having it be any­
thing larger than one? The answer, surprisingly, is yes. 
It is important to realize that with most applications 
there will be some small number of secondary entries 
(synonyms) in master data sets. There is a specific excep­
tion which I will discuss further down. Assume some number 
of secondaries and a blocking factor of one. Whenever one 
of the secondaries is retrieved or whenever a new record is 
added that creates a secondary, at least two or maybe more 
additional I/Os will occur because of the block size being 
one record. As a general guideline, therefore, a blocking 
factor of three or four should be used unless it conflicts 
strongly with the 256-byte block size. 

An old adage says 11 A picture is worth a thousand words. 11 

In data base analysis, this is particularly true. Each 
character in the graph of the data set (fig. 3) represents 
one location in the ·data set. Three characters are cur­
rently used: a blank, a minus character ("- 11 ), and an 11 I". 
Both above and on the left side are scalings for determin­
ing where in the data set a particular record is located. 
The blank means that there is no record present (obvious, 
right?). The 11 I" means that a record is present and that 
it is a primary record. Secondaries may have mapped to 
this record, but they are elsewhere. The "-" means that a 
secondary record is occupying this location. Note the 
columns of colons. This character acts as a block 
separator. An interesting anomaly can be observed in the 
next illustrations (figs. 4A and 4B). Only along the 
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left-hand edges of the block boundaries can any secondaries 
(the minus signs) be found. This demonstrates the way 
IMAGE allocates secondary storage. In other words, when a 
record is added to a master data set, and there is already 
a record located in its proper position, IMAGE begins look­
ing for a free location for storing that record at the 
beginning of the data block that it mapped into. Many 
people erroneously believe that the secondaries are stored 
along side the primary. DBSTAT2 is an excellent tool for 
verifying such questions. 

Beneath the graphic display of the data set are the synonym 
statistics. Not only are the number of secondaries versus 
primaries displayed, but also the number of primaries that 
have one synonym, the number of primaries that have two 
synonyms, etc. A large number of secondaries is indicative 
of a potential data base problem. 

The last piece of information available is the path infor­
mation into the detail data sets. DBSTAT2 displays the 
maximum, average, and minimum lengths of each path and 
whether that path is sorted. This, too, can be very impor­
tant. I once performed an analysis on a data base and 
found that the average chain length into a detail data set 
was approximately 12,000 records! This wouldn't necessari­
ly have been bad, but for the fact that it was a sorted 
chain. By making the path unsorted, the customer's 40-hour 
batch run was reduced to under 5 hours! 

To be totally fair, I must correct the implication of the 
previous paragraph. Sorted chains have a reputation of 
being bad (especially long . ones) . This isn't always the 
case. When a user does a DBPUT to a detail data set that 
has a sorted path, IMAGE will start by examining the chain 
in reverse sort sequence (bottom of the chain) first. If 
the record to be added falls near the end of the chain, 
only a small number of I/Os may be needed in order to place 
this record. This is true even if the chain length is many 
thousands of records long. However, if the records are 
added in a sequence opposite the sort order in the data 
set, then IMAGE may have to traverse much of the chain in 
order to appropriately place the record. This second case 
is what one needs to watch out for. 

Detail Data Sets 

Figure 5 presents sample output from a detail data set. 
The characters used to graphically display the data set are 
blanks (which means that there is no entry) and "D"s (which 
means that there is an entry). 

Before I explain the value of the detail data set output, a 
small discussion of how records are physically maintained 
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in this data set is in order. When a detail data set is 
empty, records are added in sequential order. If the data 
set contains 150 records, then only the first 150 physical 
records contain data. When records are deleted, a "delete 
chain" in the data set is initialized to indicate where the 
deleted record is located. When subsequent new records are 
added, IMAGE first places records by following the delete 
chain, and only after that chain is empty will IMAGE again 
place records at the end of the logical file. IMAGE tries 
to utilize the holes that are created when records are 
deleted. 

Unfortunately, this technique can sometimes result in per­
formance problems. Imagine for a moment the following ex­
ample: Assume there is a detail data set with five records 
per block. Let us also assume that the chain lengths are 
five · records long. Therefore, when a set of records is 
written to the data set, one full block is utilized. On 
subsequent reads (also assuming that the entire chain is 
accessed), only one physical I/O is required (assuming no 
memory contention). This nice situation will continue un­
til a record is deleted. Assume that five records are. now 
deleted (one from each chain). When a new five-record 
chain is added, these records will not be placed at the end 
of the file, but rather in the five locations left vacant 
by the previously deleted records. Therefore, when access­
ing this particular chain of records, five physical I/Os 
will take place (one record from each block) ! On the one 
hand, people recommend large blocking factors for detail 
data sets when accessing entire chains; on the other hand, 
these blocks cannot be utilized if the delete chain jumps 
from block to block. 

The field "CURRENT EOD" indicates the high water mark for 
the data set, or how far into the file the data has actual­
ly been stored. The field "# OF ENTRIES" means the current 
number of records in the data set. If these two fields are 
equal, then the delete chain has no entries. If the delete 
chain contains record pointers, DBSTAT2 will follow this 
chain counting the number of blocks read and report its 
results. It is, of course, quite possible that the same 
block will be read several times while following the delete 
chain. If the number of records in the delete chain is 
large, and if the AVERAGE NUMBER OF FREE RECORDS .PER BLOCK 
READ is small (near one), then the effective blocking fac­
tor will also be small. Looking at figure 5 by itself 
shows that most of the data set is empty. In fact, there 
are an average of 9.3 free records per block. However, by 
following the delete chain, we only have an effective 
blocking factor of 2.1. This does not allow us to take ad­
vantage of the data set blocking factor of' 10. 
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To Make a Long Story Short 

It was clear from figures 2A and 2B (the master data set 
that was 93% full) that the key was somehow related to the 
hashing algorithm. Specifically, the key used was an in­
teger "order number," assigned consecutively. When dele­
tions were made, the deletions represented a range of 
dates. This explains the sharp band between records and no 
records. When the user next wanted to add orders to the 
data set, the specific numbers he wanted to add fell (ac­
cording to the hashing algorithm) somewhere near the middle 
of the data set. No empty records were found there. 
IMAGE, therefore, started examining every block in a for­
ward serial manner. When it reached the end of the data 
set, it wrapped around and began from the beginning. 
Finally, the record found a home for itself. As each 
record was added, all of the holes at the beginning of the 
data set started to fill up. This was the state of the 
data set when DBSTAT2 examined it for the second time. 

The Grand Finale 

I have demonstrated how DBSTAT2 can help identify struc­
tural performance problems in IMAGE data bases. An addi­
tional feature that should not be neglected is prototyping. 
When designing a new data base, an important question that 
should be answered is this: How well will my keys work with 
IMAGE's hashing algorithm? To find out that the answer is 
"not too well" aft•r the data set is loaded with one mil­
lion records is, I think, too late. A safer approach is to 
build a data set with the appropriate type key and a 
capacity of approximately 1,000 records. Fill the data set 
to 80% of capacity and examine the results with DBSTAT2. 
For the small investment of time expended up front, much 
time may later be saved. 
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I M A G E S T A T I S T I C S (B.01.04) 
WED, JAN 26, 1983, 2:44 AM 

DATA BASE: TECUDB DATA SET (AUTOMATIC) ACCT-SUF-INDEXl2 
CAPACITY: 2003 I OF ENTRIES 522 

ENTRY LENGTH: 2 BLOCKING FACTOR 30 
% SPACE USED: 26 I OF PATHS 2 

ITEM KEY: ACCOUNT-SUFFIX • 12 

1 2 3 4 5 6 7 
0 0 0 0 0 0 0 

0 II I I I - I I- I I III I I II I -I I- II I 
90 I -I II I III II I I I 
180 - I II II I II I I II II I 
270 I-I- -I I I I I I II 
360 II I III I III 
450 -I I I I I I 
540 - I- I I I I I I I -- III I I 
630 I I I I I I II --I II 
720 I II I I II II I 
810 - II I IIII I II 
900 III-I- I I II I I I -I -- II 
990 I II - I 
1080 I I III I I I- -I I I 
1170 - - III III I I I-- I I 
1260 I I I I II 
1350 I I I I I I I II II III I 
1440 - I I I I - I---III I 
1530 - I- I II II I I I II I I II 
1620 I I -II I I I I I I 
1710 - I II I I III - I II I 
1800 I - - I I I II I I I -
1890 I I I I I I 
1980 - - III I 

NUMBER OF SYNONYMS PER PRIMARY. 
396 PRIMARIES WITH 0 SYNONYMS 
60 PRIMARIES WITH 1 SYNONYMS 
2 PRIMARIES WITH 2 SYNONYMS 

458 PRIMARY ENTRIES 
64 SECONDARY ENTRIES 

AVERAGE SYNONYM CHAIN LENGTH • .14 

PATH DETAIL SET ITEM NAME SORTED BY 
1 CRED-PAY-FILE 
2 CHECK-HOLD-FILE 

!ACCOUNT-SUFFIX 
!ACCOUNT-SUFFIX 

I-

I I I - I 
I I I I I--II I I 
I II II I I I I 

II I I I 
I II I II II 

I I I I I I I -I ---II II 
I I I II - I I 
I 
I I I I 

III II I 
I I I I 

III I 
II 

I 
II I 

I I I II 
I 

I I 
I II II 
I I I 

CHAIN: MIN 
0 
1 

I 

I II I II I 
II I 

I I I 
III - II I II 

I I II I 
I -- I 

I I II I -I - II - - I I 
I - I III I 
I-

I I 
I I 

AVE 
0 
1 

-
I -

I 

MAX 
0 
2 

III 
II 

II I 

II 

8 9 
0 0 

I I 
I I I 

I I I 
I 

I I I 

I I I I 
I III I 

I 
I I I 
I I I 

I I 
I I Hi ..... 

I I II 
~ II II 

II II CD 

w 
II 

I 
I 

I I I II I 

N 

N 
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There are many aspects of man/machine interface that 3 - 3 
can be considered when designing new systems or 
optimizing existing applications. The primary criteria 
should certainly be practicality, speed, and simplicity 
whenever possible. This paper will point out various 
techniques that can be implemented by the user when 
designing or upgrading applications using VPLUS. 

DESIGN CONSIDERATIONS FOR DIVERSE ENVIRONMENTS 

Environments in which VPLUS is used vary greatly from 
shop to shop. Many companies use VPLUS only in their 
data entry department for quick entry of masses of 
data. Other shops, however, use VPLUS for on-line 
inquiry and/or update of data bases. The system 
analyst/designer must consider who will be using the 
application and what their needs are. 

Let's define several different 
various factors that should 
analyzing and designing software. 

environments and the 
be considered when 

Data entry clerks want fast response time and few 
screen changes. A VPLUS application which changes 
screens several times per transaction affects their 
concentration and lessens their productivity. They do 
not tend to need lengthy directions as their work is 
very repetitive. 

On-line inquiry and update systems are usually used by 
non-technical people such as order administrators and 
inventory control clerks. People who are not familiar 
with computer based systems will gladly accept screens 
of directions, hints and extensive field labels. They 
will want exact error messages, catchy field 
enhancements and will be impressed by meticulous screen 
designs. The problem with this type of design is that 
after the first few months when everyone has become 
quite proficient at using the application, resentment 
begins to mount at the seemingly endless barrage of 
messages and questions. Time becomes more important 
than tutoring. 

One HP customer, a large insurance company, designed a 
system which was to be all things to all people. They 
wanted a centralized data base that can be accessed by 
offices in different locations. For example, the 
computer would be located in San Jose and accessed by 
the Palo Alto and Livermore offices. If a customer 
walked in from the street and wanted information 
concerning his policy, it should be obtained 
"instantaneously". Data should also be able to be 
added and modified locally as necessary. So we have a 



case of high volume, on-line inquiry/entry/update3 
processing that demanded satisfactory performance 
(response time). The problem was that it took thirty 
seconds · to display a form. This is obviously 
unacceptable response time for a busy on-line 
inquiry/update application. Much of their p~oblem was 
due to the fact ·that the programs did not take 
advantage of many of the VPLUS optimizations and also 
neglected elementary considerations for the type of 
environment in which they operated, one which 
necessitated manipulating tremendous masses of data 
repetitively and frequently. 

The design may have been fine for an environment which 
needed only occasional access to and minimal 
information from a data base, but in this case it was 
very inefficient. 

Important design considerations in this case should 
have been: 

* 

* 

* 

* 

* 

* 

* 

Use of form families to greatly reduce 
dataconun overhead and screen paint time 

Keeping to a minimum the number of times screens are 
changed during transaction processing 

Not using process handling; Process handling causes 
VPLUS to override VHOWFORM optimizations and 
prohibits the use of forms cache 

Use of HP2624B's (thereby making available forms 
cache and local edits 

Understanding that use of MTS 
time 

increases response 

Understanding that use of MTS decreases available 
terminal memory, which can be significant if forms 
cache is being used 

Using SHOWCONTROL to 
enhancements and data 
unchanged 

avoid repainting the screen, 
if this information is 

Another environment that is quite conunon is the order 
processing/ inventory control type of environment. In 
this case, the application usually is used for some on­
line data base inquiry ("How many parts do we have on 
backorder?"), some on-line data base maintenance 
(adjusting quantities of available parts), and some 
data entry (adding a new order to a sales data base). 
There is not a tremendous amount of data to be handled 
or as great a need for speed as in the previous 
example. 
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. 3 - 5 When designing for this environment, important consider-
ations should be: 

* 

* 

* 

* 

* 

Infrequent screen changes per transaction 

Menu driven screens for user friendliness and ease of 
structured programming techniques 

Comprehensive error messages 

Initialize fields whenever possible to reduce typing 
by user 

Use of local edits when possible 

OPTIMIZING EXISTING APPLICATIONS 

Often, systems are not designed to perform at peak 
efficiency. However, there are some techniques that 
can be used to optimize these existing applications. 

Local form storage (LFS), a VPLUS feature designed to 
make use of special terminal features, allows forms to 
be kept in and displayed from terminal memory. This 
feature is available on the HP2626A and the HP2624B 
terminals. Although it is implemented differently on 
the two terminals, a local form storage application 
will provide two obvious advantages over a non-local 
form storage application. The first feature of LFS 
that will help optimize existing applications is the 
reduction in data communication transmission. In a 
well designed system, a form will be transmitt2d to the 
terminal as few times as possible, preferably only 
once. The "FORM" refers to the empty form design 
created in Formspec. Initial values, enhancements, 
window messages, or function key labels are not stored 
locally. There are at least as many terminal writes 
for a form transfer in an LFS application as in a non 
LFS application. Where the savings occurs is in the 
number of characters transmitted over datacomm. As the 
form will be resident in and accessed from terminal 
memory, subsequent access of the form will trigger an 
escape sequence rather than the entire screen design. 
Since a large VPLUS form can contain thousands of 
characters, the savings in datacomm transmission can be 
significant. 

The HP2626 can hold a maximum of four forms and the 
HP2624B can hold up to 255. When implementing LFS on 
the HP2626, the systems designer should design the 
application to revolve around four (or fewer) forms. 
For example, if an application has twelve forms, it 
should be designed such that each transaction type will 
need no more than one set of four forms. When a 
particular type of transaction is requested, load the 



four 
type 
When 
next 

forms, and require that all transactions of this3 
be performed before another type is selected. 
the new transaction type is selected, load the 

set of forms that are necessary. 

There are currently two methods of loading forms, 
automatically (using the look ahead option) or manually 
(using the VLOADFORMS intrinsic). Using the look ahead 
option is by far the easiest because VPLUS, not the 
user, is determining which forms should be loaded or 
unloaded. When word 32 (LOOK'AHEAD) of the comarea is 
zero and word 39 (FORM'STORE'SIZE) is greater than 
zero, look ahead pre-loading of forms will occur. The 
next form, as specified in Formspec, is downloaded 
during VREADFIELDS. 

There will be available in Q-MIT a third way to load 
forms. Setting bit 9 (adding 64) to the SHOWCONTROL 
word in the COMAREA will enable preloading of forms 
during VSHOWFORM. If bit 9 is set when VSHOWFORM is 
called to display a form not in the currently loaded 
series of forms, the form will be loaded, then 
displayed. If bit 9 is not set, the form will be 
displayed, but not loaded. 

Forms are purged to make room for new forms on a least 
recently used basis. This method will load a single 
form at a time. Multiple forms may be loaded by using 
the VLOADFORMS intrinsic. When loading and unloading 
forms manually, the user must be aware that he is 
responsible for monitoring the forms. 

The second advantage which is realized when using local 
form storage is an aesthetic one. Users will not have 
to wait for and watch the form being painted on their 
terminal. A locally stored form flashes up on the 
screen in its entirety instead of painting line by 
line. 

Because of the way in which it is implemented, the 
display time varies slightly on the two different 
terminal types. On the HP2626 the screen display is 
almost instantaneous. This is because this terminal 
uses the workspace method, in which displaying a form 
is simply a matter of closing one workspace and opening 
another. The form is stored in displayable format and 
showing it is only a matter of switching to an active 
workspace. 

On the HP2624B display time is somewhat greater because 
the form must be copied from cache memory to the 
display area. During this operation, the terminal 
executes the escape sequences contained in the 
compressed form and creates the displayable form. The 
display video, which is turned off during the copy, is 
then turned back on. 
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The advantage of the HP2624B's method is that there is 3 
always a clean copy of the form displayed. On the 
HP2626, any error enhancements, field type changes, or 
modifications are made directly on the stored original. 

For more extensive information regarding local form 
storage and its implementation, please consult the 
article in the Communicator Issue #30 by Ron Harnar. 

Another feature of VPLUS which can be used to optimize 
existing applications is the SHOWCONTROL word. A 
default value of 0 in SHOWCONTROL prevents a screen 
from being redisplayed if no information has changed. 
This optimization can be overridden by setting 
different bits in SHOWCONTROL word in order to force 
the display of unchanged forms, data and enhancements, 
and the window display line. 

Designers should carefully consider the overhead 
involved in forcing the display of unchanged data. For 
example, let us suppose that a form the size of the 
Formspec main menu is repeated in place, and 
SHOWCONTROL is altered to force the redisplay of the 
form each time. Rather than transmitting the screen 
design via data communication and painting the screen 
once for the application, the screen design will be 
transmitted, and redisplayed every time the enter key 
is pressed. As the compiled screen design of the 
Formspec main menu is approximately 660 bytes, this 
amount of data would be transmitted to, and displayed 
on the terminal every time VSHOWFORM is called. This 
can be very costly in terms of data communication 
overhead, especially on a heavily loaded system. 

PROGRAMMATIC INTERFACES: 

The Autoread feature 

The AUTOREAD feature allows data to be transmitted from 
the screen buffer to data buffer if a call to 
VREADFIELDS has been terminated by a function key 
instead of the ENTER key. Hitting a function key does 
not now and never has transmitted data to the data 
buffer. By enabling the Autoread feature, this can be 
accomplished. Follow these steps: 

Following a call to VREADFIELDS, 

1. Determine that a function key has been pressed by 
interrogating COM-LASTKEY (word 6 in the COMAREA) 
for a non-zero value. It will contain the value 
(1-8) of the key that was pressed or zero if the 
ENTER key was pressed. 

2. Set bit 14 in TERM'OPTIONS (word 56 in the 
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3. 

COMAREA). If programming in COBOL, use the ADD 3 

instruction to add 2 to the word. Do not use MOVE 
as this will destroy the bit configuration of bits 
0-13 (part of which contain the FCONTROL 31 
handshake protocol) and cause an error 151 
"EXPECTED DC2 FROM THE TERMINAL MISSING". 

Call VREADFIELDS. 
transmitted from 
buffer. 

With bit 14 set, data will be 
the screen buffer to the data 

4. Clear bit ll.!. 
from word 56. 

COBOL programmers should subtract 2 

Function key labels 

Function key labeling is available on the HP262X family 
of terminals. Designers should remember that function 
key labeling is not supported with process handling 
because of the method VPLUS uses to monitor changed 
labels. A bit map is kept in a table which is 
inaccessible to the user. During process handling 
labels can be altered without altering the 
corresponding bits of the appropriate bit map. Thus 
when control is returned to the father process, 
incorrect labels (ie. the other process' labels) may 
be displayed. It is possible to rectify this situation 
upon return to the father process by performing two 
calls to VSETKEYLABELS. The first call to 
VSETKEYLABELS should set the labels to some dummy 
values, blanks for example. The proceeding call to 
VSETKEYLABELS should set the desired label values. 

The function key label option can be used on the HP264X 
terminals by designing the labels into the form and 
using the VGETKEYLABELS intrinsic programmatically to 
retrieve the labels from the forms file. They will be 
returned to a buff er and can then be moved to the 
screen buffer and displayed using VPUTBUFFER and VSHOW­
FORM. 

Break/Nobreak 

If a user wishes to disable the break option, a UDC may 
be set up which specifies NOBREAK. As the BREAK key 
can easily be mistaken for the ENTER key on HP264X 
terminals, this option may be desired for non-technical 
people who would not be able to recover from hitting 
the BREAK key in block mode. The UDC would look 
something like this: 

******* 
PAYROLL RUN 
RUN PAYROLL.PAY.MAINT 
OPTION NOBREAK 
******* 
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FORM DESIGN 

VPLUS/3000 can be used with most HP264X, HP262X, HP307X 
and HP2382 terminals. As VPLUS uses many features of 
the various terminals, the type of terminal(s) on which 
the application will be run should be of major concern 
to the designer. 

The HP264X terminal family is the terminal default 
you do not need to access FORMSPEC's Terminal Selection 
Menu to select this terminal type. When designing 
forms to run on these terminals, the following 
constraints should be considered: 

* 

* 

* 

Do not use column 79 if the form is to be part of a 
form family 

Do not use column 80 if the form may have another 
form appended to it or be part of a form family. 

The security display enhancement is not available on 
the HP264X. 

The security display enhancement suppresses character 
printing by turning off the echo. It is usefu~ for 
password fields. Even though the security display 
enhancement is not available for HP264X terminals, it 
is possible to turn off the echo for password fields by 
shifting to an alternate character set that the 
terminal does not support. For instance, in Formspec 
set the field to escape sequences using display 
functions as follows: 

******Processing Specifications***** 

INIT 
SET TO "esc)ANc." 

(escape right paren capital A control N dot) 
This would change to alternate character set A. It is 
automatically terminated when the user goes to the next 
line, so you would probably want this field on a line 
by itself. 

VPLUS runs on the HP262X terminals without any· special 
action on the part of the user. However, to take 
advantage of available options, the HP262X Family must 
be specified on the Terminal Selection Menu. 
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LOCAL FORM STORAGE, as previously discussed, is one of 
the special features that exists on the HP2626 and 
HP2624B terminals. The use of LFS can greatly increase 
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the efficiency of a system, and if the supported 
terminals are available, they should be utilized. An 
application which will be used on both terminals 
supporting LFS and terminals not supporting LFS can 
easily be designed, as the LFS intrinsics are not 
executed if the terminal is not one which supports the 
feature. 

LOCAL EDITS are another terminal feature available on 
the HP2624 terminals. They are edits which are per­
formed locally within the terminal as keys are pressed 
by the user. These differ from program edits or VPLUS 
edits, which are performed after the user presses 
the ENTER key and control is passed back to the 
application. Local edits are specified in the CONFIG 
phase of the processing specification section of the 
field menu in FORMSPEC. For example if the field 
must be alphabetic, it could be set up in FORMSPEC like 
as follows: 

****Processing Specifications*** 

CONFIG 
LOCALEDITS ALPHABETIC 

The escape sequences necessary to perform these edits 
are compiled into the screen design, and are loaded 
into the terminal by VSHOWFORM when the form is 
displayed. If the terminal is not capable of 
performing the local edits, VPLUS ignores the escape 
sequences without any adverse effects. 

The SECURITY DISPLAY ENHANCEMENT is available on HP2626 
and HP2624 terminals. As previously mentioned, it 
turns off the echo so characters do not show when typed 
in. It is enabled by placing an "S" in the enhancement 
box on the Field Menu in FORMSPEC. The field to be 
secured must be delimited by visible brackets. 

The LINE DRAWING character set, a terminal option, and 
the "draw line" .function keys on the HP2626 can be used 
to create very concise, pleasing forms. The form 
designer may want to consider using line drawing when 
the users involved are accustomed to using accounting 
sheets. It is easier to train new users if the 
online applications closely resemble the old form of 
paperwork. 
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PERFORMANCE CHARACTERISTICS OF HP/DSN (DS-3000) 

ABSTRACT 

by Mel Brawn, Senior Systems Engineer 
IND Division, Hewlett Packard Company 

DS-3000 is being used by a large number of 3000 users. The 
applications of various users vary, and the performance of these 
applications also vary. There are certain basic activities such as 
file access, F Intrinsics (FREAD,FWRITE, etc.), PTOP, Remote Data 
Base Activity, and NFT. 

The performance characteristiq; of these separate activities can be 
analyzed. The overall network performance then depends, not only 
on the activity being used, but also on the simultaneous activities of 
other users. This paper evaluates the basic activity building blocks, 
then predicts the affect on performance of multiple users. Certain 
guide lines are established for optimizing performance for an overall 
network. New techniques utilizing the Inter-Process Communication 
(MSG Files) are discussed. The techniques discussed are useful in 
evaluating existing applications as well as designing new ones. 

INTRODUCTION 

The Hewlett Packard Distributed Systems Network (DSN/DS) utilizes 
the DS-3000 product. It is currently specified in a large percentage 
of HP 3000 computer systems. The purpose of this paper is to 
provide the information required to understand and properly utilize 
the DS system in. an applications environment. 

DS/3000 was introduced in 1977. Since that time enhancements and 
modifications have been made to improve the effectiveness and 
performance characteristics of the product. At the present time DS 
is available in either the BISYNC version, or in the X.25 version. This 
paper will deal primarily with the BISYNC implementation. In a 
companion paper the characteristics of the X.25 implementation will 
be discussed ( 1 ). 

DS is easy to use. Some existing activities can be executed using DS 
between adjacent systems with no changes to programs or files. The 
ease of its use is sometimes misleading. Performance may be 
disappointing if no consideration is given to the application. The 
details contained in this paper will be useful in planning new network 
activities, or in analyzing existing network applications. 
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The data presented covers the Intelligent Network Processor (INP) in 
conjunction with the series 30/33/40/44/and 64 computers. Although 
no specific data is provided using the HSI or SSLC assemblies on the 
Series II and Ill computer family the same applications techniques are 
relevant. 

The DSN/DS capabilities include Remote Commands, Virtual Terminal, 
File Transfer, Remote Data Base Access, Program to Program 
communications, and, file access including the use of IPC files on 
remote Systems. 

APPLICATIONS ENVIRONMENT 

The DSN/DS supports multiple users over the common communications 
link. A user environment consists of a local session and a remote 
session on the adjacent node. For multiple node networks a remote 
session is required on each successive node. There may be a number of 
simultaneous users on any given DS line. 

The users may access DS directly with PTOP activities, or indirectly 
through the File system, IMAGE subsystem, Command Intrepreter, etc. 
High level DS provides the mechanism for multiplexing various users 
over the line. On the remote system applications activities are 
handled through the remote user session, such as file access and 
remote commands. 

PROTOCOL 

The BISYNC type protocol when used with DS/3000 (i.e., non X.25) 
provides for conversational acknowledgements. Each request across 
the line at the users level requires a reply. These requests and replies 
are paired, although they need not be consecutive. The 
communications link may be full duplex or half duplex, but the 
transmissions from both directions are non-simultaneous. 

DS is activated by the DSCONTROL console command. Either end may 
initiate the actual connection. This initial connection involves a 
dialogue which determines line buffer size, compression capability, 
block numbering sequencing, multiple packet and exclusive user 
activity. The first connection is made on behalf of the first DS user. 
Thereafter additional users can use the line, but no further changes 
can be made in its characteristics, without shutting and reopening the 
line via the DSCONTROL command. 

When no line activity has taken place in a while (on a dial up modem 
line) the line reverts to the control mode. In control mode a line 
read exists from both ends. Therefore a transmission request results 
in a bid for the line. The read is terminated, an ENQ requests the line, 
and an ACKO reply allows the data to be transmitted. The line then is 
reversed for subsequent activity using BlSYNC conversational 
acknowledgements. When no outgoing traffic is required for a while DS 
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turns the line around to facilitate possible activity from the other 
end. The line turn around is accomplished with a 'null' message. 
When both ends have no traffic, the 'null' 'null' exchange is 
terminated with an EOT and the line reverts to the quiescent control 
state. 

A modem line in the quiescent state has 'line-keep-alives' 
approximately every 20 seconds. This is an ENQ - ACKO - NULL.- EOT 
exchange. 

There are three types of line activities in the protocol sense. The 
first include BISYNC control exchanges. These are typically one or 
two control characters such as ENQ, ACKO, EOT, etc. The second 
type includes DS requests and replies. They look like BISYNC 
transparent blocks, with a DLE STX at the beginning of the block and a 
DLE ETX BCC BCC at the end of the block. The DS data will contain a 
fixed header consisting of 16 characters. This header provides 
information on the nature of the block, who it is from and who it is to, 
length of the block, etc. There is then an optional appendage. The 
length is variable. It contains information concerning the actual 
intrinsic being executed, such as status inf or ma tion, record number, 
successful completion, etc. For PTOP operations a tag field of ~O 
characters is provided. Then an optional data field contains the user 
information. 

The third type is the 'null' exchange. It consists of: DLE STX -1 seq 
DLE ETX BCC BCC. It appears like a normal transparent block at the 
communications link level, but it has no DS Header. 

Error recovery techniques follow the normal BISYNC techniques. A 
message is NAK 'd if the BCC CRC-16 check fails. If a message is lost 
due to failure to achieve sync between the modems, or line hits that 
result in failure to recognize the data block then the BISYNC time outs 
provide for recovery. Detailed descriptions of error recovery 
exceed the purpose of the paper. 

USER QUEUING AND DATA FLOW 

A user of the DS line may do some programmatic activity such as a file 
read. The file system services this request. It prepares the 
appropriate DS header and appendage. Refer to Figure One. The 
request is then processed by the high level DS code. The request to 
the line results in an IOQ on the IOOSO di t. The OS I/O Monitor 
services this request and passes it on to the OSMON process. OSMON 
transfers the user data to its extra data segment. It performs the 
breaking into continuation records when required, as well as data 
compression if required. The data is then sent to the low level 
drivers where the BISYNC control characters are added to the buffer, 
and the CRC-16 check characters are determined. The INP transmits 
the data across the line. 

On the remote end the low level drivers receive the block. It 
verifies the BCC character check and passes the block to OSMON. 
OSMON services the block and passes it on to the DS 1/0 Monitor. The 
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OS 1/0 Monitor passes it to the appropriate user level subsystem, in 
this case the File System. If another user has an outgoing request or 
reply this traffic is handled by OSMON and it is transmitted over the 
line. The File system services the request and prepares the reply 
block. This reply is serviced in turn by OSIOM, OSMON, and the lower 
level drivers. The data is transmitted over the line. When it comes 
back to the local system the ,OS reply is checked for BCC check and 
sent to OSMON. OSMON then returns it to the OSIOM. OSIOM returns 
it to the user activity, the File System. The File system completes 
the user intrinsic and returns the data to the user st.ack. This 
comp}etes the request and reply. The user program is then free to 
continue its execution. 

The important aspects of this transfer include the automatic features 
such as continuation records, compression when requested, 
multiplexing with other active users, and transparent data transfer. 

USER APPLICATIONS 

A wide range of user activities can be supported over the DS line. We 
shall try to address them individually, and then consider these 
simultaneous activities on the line. 

The user must have a remote session. This can be initiated 
interactively with the appropriate commands, programmatically with 
appropriate commands, or with UOC commands. In most cases one 
goal is to make the overall application as friendly to the user as 
possible. 

The user may use remote commands and virtual terminal activities 
without worrying about the details. There will be some degradation 
in performance compared with local terminal activity on the ADCC 
or ATP. These type of activities are generally straight forward and 
provide little opportunity for performance optimizing. 

File system intrinsics between remote nodes may offer a wide range of 
performance characteristics depending on the application design. In 
general the data should be processed over the DS line in large 
effective blocks. The total throughput through a given line depends 
largely on the nature of the applications activities. Where the user 
can block the data up to larger effective sizes the total throughput 
can normally be improved. - Since the system can break the 'data into 
whatever size blocks are required for the configured line buffer size 
the user reads/writes can be large. The OS subsystem will break the 
data into continuation records as necessary. The total overhead will 
be reduced compared with a iarger number of activities consisting of 
smaller user blocks. 

Remote Data Base Access can be done transparently using File 
Equations. The user needs a remote session. Then the file equation 
indicates the communiq1.tions link. The performance 
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characteristics of RDBA compared with local data base access 
indicates an increase in CPU load, and elapsed time. The data from 
previous studies indicated an average increase in wall time of up to 
about a factor of four for RDBA compared with local data base access. 
There is also an increase in the total CPU resources required of .3.5 or 
4 to one, with one to two ratio on the local and remote systems. This 
means a series of Data Base activities that might require 10 minutes on 
a local system might require .35 to 40 minutes when the data base is 
remote. This assumes that there is negligible contention for the 
line. A series of activities that require 1000 CPU seconds for 
execution locally might require 1000 to 1200 locally and 2000 to 2500 
remotely when accessing a remote data base. These studies i.ncluded a 
wide range of Image intrinsics with rather heavy use of random 
access. The design of the application using PTOP was more 
effective. In the PTOP application summary type data was 
transferred between the processes. The data base access was local 
on both machines. At the present time these types of intensive RDBA 
are also being implemented using the Message file techniques. 
Although the details are beyond the purpose of this paper a user will 
want to consider PTOP or IP.C techniques for an application making 
heavy use of remote Data Base Access. 

File transfer can be easily don.e using the DSCOPY Network File 
Transfer Program. The program provides much m.ore efficient file 
transfers than FCOPY. DSCOPY uses a 4000 byte buffer. It fills it 
up as much as possible utilizing the file blocking factor. The blocking 
factor is still very important. A blocking factor of one or two 
greatly increases the CPU load, decreases the throughput, and 
increases the disc accesses per second. The optimal block.ing factor 
depends on record size, but 16 seems to be a good number for typical 
source files. 16 * 80 = 12801 so the buffer holds three of these reads. 
The default for FCOPY is one record at a time, so for a given file a 
much larger number of DS requests must be processed. 

DSMAIL also uses 4000 byte buffers in a PTOP environment. Its 
characteristics are very similiar to DSCOPY. 

The use of IPC files has greatly expanded the range of applications for 
network activities. In general two processes wishing to 
communicate must open two IPC paths. A local process opens a local 
IPC file as a reader, and opens a remote IPC file as a writer. The 
remote process opens the remote IPC file as a reader and the local IPC 
file as a writer. Thus there exists two one way paths between the 
two processes. This technique works in the same manner whether on 
the same machine or on adjacent machines. There are a number of 
advantages compared with PTOP. The transfers are core to core, 
except that disc back up is available when the reader is unable to keep 
up with the writer. There is no master/slave relationship, both 
processes ,are equal. The communications paths are bilateral and 
simultaneous. Message. files also provide suspension if there is 
nothing to process, timed reads, writer ID, IO without wait, interrupt 
to a procedure, etc. 

Applications using IPC file techniques can often reduce the 
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requirements for each user to have a remote session. Programs can 
be written to provide rational incoming and outgoing servicing of the 
DS lines. They tend to reduce memory requirements. Only a single 
user needs to have the remote session, compared with non-IPC 
applications in which each user must have the remote session. 

Every application design should be verified by the use of the CS Trace 
capability. There are sometimes surprises when some factors have 
been overlooked in the design. DS Trace can be activated by the 
DSCONTROL command. When the trace is deactivated then an analysis 
can be made using either DSDUMP or CSDUMP. The CSDUMP program 
does a formatted print of the data that can then be analysed. The 
DSDUMP program provides a higher level formatted printout. It can 
also be used interactively to a terminal and greatly enhances the 
interpretation of the DS activity. 

The Compression algorithms have been greatly improved. At the 
present time we recommend always using compression. The amount 
of CPU work required to perform the compression is reduced so that it 
is usually beneficial up to and including 56 kbits/second. Generally 
user data does contain some redundancy. Source files, for example, 
may contain up to 40 to 6096 redundancy. The compression algorithm 
follows the SNA specification. Any group of three or more 
consecutive identical characters can be compressed. Generally 
there are a great deal of spaces in source or print files. The users 
data is compressed, but not the Fixed Header or Appendage. 

FACTORS WHICH AFFECT PERFORMANCE 

There are a multitude of factors that affect the overall performance 
over a DS network. The instantaneous line speed provides an upper 
limit. A 4800 bit/second line has an ultimate limit of 600 characters 
per second. We can never achieve this because the line is not fully 
utilized, and because there are protocol characters (BISYNC 
envelope) and DS Header and Appendage. Thus the effective user 
data will be able to approach 65 to 8596 of this figure with proper 
attention to buffer sizes. The modem line turn around delay can also 
be significant. Values range up to 150 or 200 milliseconds for half 
duplex modems. Transmission over a satellite link will experience 
delays up to 230 to 250 milliseconds for an up and back one way trip. 
This is especially devastating for small data blocks. 

There is a certain amount of CPU crunching that must be done to 
service each DS request. The speed of the CPU will affect the 
throughput. If one factors out the time spent on line transmission 
and line turn around delays, and also removes the affect of disc 
accesses then the portion of the time spent within the system is almost 
directly related to the CPU speed of the various computer systems. A 
40 or 44 will be faster than a 30 or 33, and the 6.4 will be faster yet. 
Applications activity is seldom stand alone, so other CPU load must be 
considered. Some further information on the nature of the load is 
necessary to determine overall throughput. If CPU loads are 
primarily CPU bound then the priority of the various processes will be 
significant. In systems in which tight memory availability results in 
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memory management the OS performance may be affected. In many 
larger systems the other application loads may result in queuing for 
the disc. In applications that require heavy disc accesses on the 
system there may be significant affect on those OS applications that 
also require disc access. OSCOPY transfers with poor blocking 
factor might be an example. 

In OS applications requiring local or remote data base access the 
queuing for IMAGE disc access may cause large or unpredictable 
variations in performance. 

The mix of simultaneous activities on the DS line will also provide 
variations in performance. The user queuing on the line is handled by 
DSIOM. Once a user's IOQ is being serviced no other user request can 
be serviced until the data is sent and the line is reversed by data or a 
'null' reply. If a user's buffer is large (i.e., 8 to 10 kbytes) there 
may be a large delay before the next user is processed. A mix of 
activities, for example, a OSCOPY file transfer at the same time a user 
is doing 200 byte FREAD or FWRITE will result in unequal degradation 
to these two users. A 4000 byte buffer will be processed for OSCOPY 
for each 200 byte transfer for the second user. The throughput for 
the OSCOPY may drop from 3500 to 3000 char/sec in the presence ·of 
the second user (assuming 56 kbit line). The second user may drop from 
1200 to 300 char/sec in the presence of the DSCOPY transfer. Actual 
response time or transfer rate may vary widely depending on system 
load, and activity mix. 

The total throughput will generally be higher when multiple users 
share a DS line. When user activity is queued up DSIOM can 
immediately pass the new activity to OSMON and the line utilization is 
high. If no user activity is ready then the OS system waits for a short 
time to see if activity develops. The timing algorithms were 
developed to maximize the transfer rates. With only a single user 
active on the line the time delay before turning the line around with a 
'null' increases to 1.2 seconds. When multiple users are active on the 
line the time decreases to .3 seconds. Thus, in a particular 
application there may be some delays in turning the line around. 

The processing for a user's request takes place at the priority of the 
user's session. The OSMON and low level driver activity takes place 
at the OSMON priority. Thus, incoming and outgoing traffic takes 
precedence over user activity. But the user level code must be 
executed at both ends to complete DS activity. Depending o_n the 
nature of the application and the desired performance the intentional 
selection of higher or lower priority might be appropriate. 

PERFORMANCE RESULTS FOR FILE ACCESS 

Figure Two shows the performance of a OS line running at either 56 
kbit or 19.2 kbit. The line activity is Fwrites to a message file on the 
remote. This data is for a Model 40 or 44 on a lightly loaded system. 
You will notice a significant difference based on record size. The 
line buffer size is configured for 1024 words. When the user buffer 
exceeds approximately 1975 bytes a continuation record is required. 
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This results in a saw tooth effect in the performance. The actual 
transfer on the line includes the initial request, and its reply, 
followed by the continuation request, and its reply, etc. Notice at 
56 kbit the maximum user transfer rate approaches 4500- to 5000 
char/sec. This data is for lightly loaded systems essentially 
dedicated to the OS activity. In cases in which the system is 
moderately or heavily loaded the throughput can be degraded to 40 to 
60% of this figure. 

Figure Three shows the same data presented in time/record form. You 
will notice the minimum time is approximately 100 milliseconds for a 
very small record. This would indicate an ultimate maximum rate of 
8 or 9 record transfers per second. With a record size of 2000 
characters a maximum transfer rate of two transfers per second might 
be experienced. Again, with moderate or heavily loaded systems 
these figures may be decreased by 40 to 60%. 

Figures Four and Five provide the same information for line speeds of 
2400 to 9600 bits/second, with different line turn around delays. You 
will notice that with lower speed lines the user can approach a higher 
percentage of the instantaneous line speed. This is because the 
effect of the system delays is less significant due to the pacing of the 
slower line. At lower line speeds system delays due to CPU activity 
or disc activity also cause somewhat smaller impact on performance. 

The test set up for these Freads and Fwr i tes included data that was 
not compressable. A program buffer was set up so no disc accesses 
were required on the local end. The data was transmitted to a 
message file on the remote end. Another process reads the data from 
the remote message file buffer so again no disc accesses were 
required. On the local end the CPU load ranged fr.om 10.8% for a 
record size of 80 bytes to 7% with a buffer size of 8192 characters 
(for the 56 kbit line speed). On the remote end the CPU load varied 
from 28% to 5% depending on record size. This included the 
contribution from both the remote session of the originating user as 
well as the process on the remote computer that read the data from 
the message file. With compressable data the CPU load would be 
slightly higher. The apparent throughput would increase from a 
negligible improvement with small records to a factor representing 
the percentage of compressibility for large records. Data that 
involved disc reads or writes would also impact the performance. 

PERFORMANCE RESULTS FOR DSCOPY 

Figure Six indicates the thoughput on a series 44 at 56 kbit, and 9600 
bit/second with a full duplex line, and at 2400 bit/second with a 150 
millisecond turn around delay. You will notice a wide variation in 
throughput depending on the record blocking. This effect is greater at 
higher line speeds. This data was taken with no compression. The 
corresponding figures for a Fortran source file is provided at 56 
kbit/sec when using compression. The file exhibited 60% 
redundancy. The total throughput reached 5580 characters per 
second with optimal blocking factor. It may require 10 to 15 seconds 
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to set up the DSCOPY process on two systems, and to initialize the new 
file. Once this is established the steady state transfer rate raises up 
to about 8700 char/sec for this example with 60% redundancy. The 
higher figure is appropriate when using large files, or for the second 
or subsequent file so that set up time is less significant. This data was 
taken with no system load. With moderate to heavy system load these 
figures should be reduced to 40 to 60% of the no load values. The 
nature of the system load may also impact the file transfer. At 56 kbit 
approximately 20 disc transfers were required per second with a 
blocking factor of one. With a blocking factor of 16 the disc access 
rate drops well below one per second. The optimal blocking factor 
helps minimize the effect on the system. · 

The CPU loading varied from about 4.4% with a blocking factor of 16 to 
7.4% blkfact=l, with no-compression and line speed of 56 kbits. With 
compression it ranged from 9.3 to 12.4%. The total amount of work 
expended for a given file depends on blocking factor and compression 
but is independent of speed. Thus a slower line speed tends to pace 
the CPU work and reduce the instantaneous CPU load. The CPU load on 
the destination end is slightly lower but of the same magnitude. 

When transferring with DSCOPY there is set up time to establish the 
DSCOPY PTOP environment on each system. There is also time 
required to initialize the file. These figures are included in the 
overall throughput. Instantaneous transfer rates (i.e., excluding 
this set up time) may be 10 to 15% higher. 

EFFECT OF LINE ERROR CONDITIONS 

Figures Seven to Ten provide information concerning the optimum line 
buffer size as a function of line error rates. Figures Seven and Eight 
show optimum buffering for transmissions at 4800 bits per second with 
light and heavy CPU loads. Figures Nine and Ten show the data for 
transmissions at 2400 bits per second. 

The characteristics of line errors does affect OS performance. 
Normally line error rates are specified in a form such as: 80% of the 
time line error rates will not exceed 1 part in 10**4. Unfortunately 
the maximum error rate is not provided. The actual rate depends on 
the type of line, the quality of the Telephone service, the time of the 
day, and many other factors. The nature of line errors is usually 
'hits' on the line rather than merely random bit errors. These hits may 
last up to a few milliseconds. Whole sections of a transmission can 
be lost. Normally leased lines provide better quality, and less 
variation in error rates than dial up lines. Dial up lines may take a 
different path each time the circuit is established. 

For transmission over a noisy line the optimal buffer size may be as 
little as 500 to 800 bytes. In general the user can determine the 
quality 9f the line with a couple of techniques. The user can listen to 
the quality of the tone when the carrier is established. If the tone 
varies or warbles it is appropriate to hang up and re-dial. If the tone 
sounds good then proceed with the OS activity. Once the 
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transmission has begun the user can use the :SHOWCOM XX,ERROR 
command to determine the number of line errors and retransmissions. 
If the traffic will be lengthly one would not want to continue if there 
are a high percentage of retransmissions. 

As a rule of thumb a buffer size that provides at least 3 seconds of line 
transr:nission seems to be good with most dial up lines. For 4800 
bit/second operation the full INP buffer of 2048 characters seems to 
be satisfactory. On slower 2400 bit/second lines this may be 
excessive. The user is encouraged to use SHOWCOM to determine the 
statistics for the communications lines normally utilized. Using the 
full INP buffer limit might be satisfactory unless undue line error 
conditions suggest a smaller size. 

The DS subsystem will retry in order to re-establish satisfactory 
communications. However, if this fails, and the error retry counter 
is exhausted, then the line must be closed before reuse. When an 
irrecoverable error is detected the remote sessions are terminated. 
The local sessions are marked dirty so that continued activity is not 
allowed. The user would then close the line, open the line, and re­
establish the connection. The application should be designed 
robu_stly enough to allow picking up and continuing the activity once 
the line is re-established. 

HP ASSISTANCE FOR DATA COMMUNICATIONS CONSULTING 

There are HP Systems Engineers that have been specially trained to 
handle Data Communication network design and analysis. You are 
encouraged to contact the HP field office for further information and 
assistance. 

SUMMARY 

With a given network configuration there are many things a user can 
do to optimize the performance of an application. Try to minimize 
the number of request-reply pairs required by buffering larger 
amounts of user data for each request. Try to send processed or 
summary data between nodes rather than raw data when this reduces 
the data traffic. Be concerned with applications activity that 
impacts the system, such as the number of disc accesses required. Use 
properly blocked files for improved performance. On adjacent nodes 
use IPC or PTOP techniques to improve the performance of remote data 
base access. Design applications so that activities interrupted by 
faulty lines can be easily reestablished. 

Single processes servicing incoming and outgoing traffic using IPC 
file techniques may save significant amounts of memory. Simultaneous 
users may make more effective use of a DS line for total throughput. 
Applications utilizing remote terminals can be optimized to reduce 
the number of terminal control and data exchange transactions. The 
use of DS Trace can verify the actual line traffic. SHOWCOM will 
show the current activity on the line, and the number of 
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retransmissions required. User buffer sizes of just under 2000, 4000, 
etc usually provide the maximum throughput for any line speed. 

( l) Carol Hibbard and Mel Brawn/Hewlett Packard 
"Selection Criteria for Choosing Bisyncor X.25 Protocols for use with 
DSN/DS" 
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INTRODUCTION TO LOCAL AREA NETWORKS 

Marc Burch 
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ABSTRACT 

Local Area Networks (LAN's) are becoming extremely important in almost all 
areas of the business world today. The workplace is increasingly being 
filled with a wide range of computers, word processors, facsimile machines, 
terminals, copiers, printers, telephones, plotters, and personal workstations. 
We are fast approaching the maximum inflection point of being able to use all 
of this standalone and huge variety of equipment in an efficient and cost pro­
ductive way. In order for groups of people in different organizations to 
function as efficient and well integrated units, the computers, peripherals 
and other equipment that they depend on must be able to communicate and ex­
change information quickly, easily, and reliably. An integrated total system 
approach based on local area networks offers a way to provide this communication 
exchange. 

This paper provides a general introduction to local area networking basics, 
terminals, concepts, marketplace and installation considerations along with 
reviewing issues and trends in local networking. 
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The potential market for Local Area Networks is very diverse and exciting. 
The market will be in four main areas - office environments, manufacturing 
plants and complexes, ,transaction services (Financial Distribution and 
Reservation systems) and educational establishments. 

The largest market will be in the office environments of major corporations, 
where automation of off ice functions and increasing use of electronic storage 
media will require high capacity network systems with multiple channel capa­
bilities. Every office in every company, from the smallest to the largest, 
in every industrial nation in the world is a potential candidate for a local 
area network. Most observers believe local networks will become as widespread 
in the office as the telephone system. Applications for intra-company networks 
include: 

o Data and File Exchanges between Workstations 
o Peripheral Sharing 
o Electronic Mail 
o Access to Data Bases and Computing Power of a mainframe installation 
o Video Conferencing 
o Voice store and Forward 
o Others 
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In manufacturing environments, local area networks will be increasingly used 
to connect terminals, office data and word processing equipment and process 
control and surveillance systems. These environments include: 

o Factory Data Collection 
o Building/Environmental control and monitoring (Commercial Buildings, 

hospitals, schools, etc.) 
o Process control, computer aided manufacturing (CAM) and Computer Aided--

Design (CAD) 
o Energy Managementations 
o Aircraft Communications 
o Photo composition 
o Others 

Transaction services has a great need for local area networks to help with the 
following applications: 

o Financial Transactions 
o Point-of-Sale systems 
o Reservation systems (Hotels, Airline, etc.) 
o Other 

In educational establishments, local area networks will be used to connect the 
ever increasing number of microcomputers in use for computer education, computer 
aided instruction (CAI) and research purposes. However, since most high schools 
and elementary school budgets are small, they typically purchase only two or 
three disks and a few printers, and make them available to all other computers 
via some type of local area network or multiplexing arrangement. This will 
change with the development of new storage and information sources that will 
significantly increase the use of computer/communication networks within the 
school system. Other applications inlcude: 

o Scientific 
o Laboratory 

Several different technological developments allowed the evolution of new and 
exciting approaches to local area networking. 

First, the much heralded advances in LSI (Large Scale Integration) and VLSI 
(Very Large Scale Integration) technology (Computers or Microprocessor 
chips) made it economically possible to distribute minicomputers and a whole 
array of intelligent, task-oriented peripheral equipment. 

Second, many important gains in communication protocols have been combined 
with this very sophisitcated LSI and VLSI technology in nodes and network 
interfaces to provide the functions and performance levels needed for local 
area network communications. 



!'!1'4~ HEWLETT 
fJ!!J:.Jj PACKARD 

5 - 4 

BUSINESS DEVELOPMENT GROUP 19447 Pruneridge Avenue, Cupertino, California 95014 Telephone 408 725-8111 

Thi:rd, much more of the lower level protocols responsible for interfacing to 
the network and controlling network functions are being designed into the 
network hardware. As a di:rect result of this: 

o Nodes have less overhead associated with network control and now 
can better perform thei:r designated functions. 

o The network hardware components can be mass produced in volume and 
at lowered cost, simplifying connection to the network and encouraging 
greater participation by users and equipment. 

o Communications protocols that become standardized can be incorporated 
into the network hardware, thus allowing a variety of nodes from many 
different manufacturers to communicate without the need for expensive 
custom interfaces, and giving users increased vendor hardware and soft­
ware independence. 

The trend today is towards greater numbers of separately identifiable compu~er 
based systems, due to the decrease in prices and computer processing components 
within an organization. This has caused a greater awareness (at both indivi­
dual and organizational level) of the benefits of convenient interconnection 
of systems, often supplied by different manufacturers, to achieve coordinated 
access both to common resources (such as databases, analysis programs, 
development tools and office-style memos and reports) and to sophisticated 
or specialized (and therefore, expense) resources such as mainframe processor, 
file archive and management facilities, printers, plotters, etc. There is 
also a need for overall management control of system pro.liferation, duplica­
tion and/or dilution of effort, synchronization of activity and any other 
factors that can hurt an organizations resources. 

Let's now look at what exactly is a local area network? Basically, a local 
area network is a data communications system that allows computers and periph­
erals to talk to each other over a common transmission medium. 

What are local area network characteristics? 

o Reasonably high data transfer rates - one megabit/sec or higher. 
Usually, near 10 megabits/sec. Short transmission times make 
network operation transparent to users, allowing fast, 11U..1.ltiple­
station access. 

o Limited geographical coverage - They usually have a diameter of a 
few kilometers, thus allowing rapid access and communication among 
distant organization groups. 

o Low transmission error rates - Networks reliably accommodate heavy 
data transmission traffic should an error occur, a network station 
can detect it and institute a recovery. 

o Low-cost connection and installation - You can attach or delete stations 
in the network without operational charges. Connection cost shouldn't 
exceed 10 to 20% of station-equipment costs. 
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o Large number of users - Networks can support tens of thousands of users 
and don't constrain organizational growth. 

o Reliability and Availability - Networks can remain unaffected by indi­
vidual failures or removals for service. 

o Security - You can restrict network access to confidential, classified 
or sensitive data file. 

o Flexible Topology - You can modify a network as the organization 
expands. 

o .M.lltimedia Col1112Xlnications - Some networks handle voice and video 
communications as well as data. 

o .M.lltivendor Compatibility - Networks can contain equipment from 
different vendors which allows greater functionality. 

o Single Organization OWnership - Networks are usually owned by one 
organization and are designed by the organization to satisfy its 
needs. Gateways are used to co:mnunicate with other organizations. 

The design elements of a local area network must be carefully analyzed in order 
to provide the required levels of data communication capabilities and network 
performance. Anticipated use usually will determine which network type best 
matches your application requirement along with the following questions: 

o How access to the network and message traffic will be controlled 

o How many and what kinds of nodes can participate and where they can 
be located 

o How nodes will interact in the local area network - with other nodes 
and other networks 

o The performance dynamics of the network - speed of response, ability 
to handle traffic loads 

o The hardware and software that will be needed to implement the network, 
and all associated costs thereof 

o The network applications that will be possible. 
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However, before you can do your network and application planning, you need to 
understand the follow:Ulg: 

1) Local Area. Netowrk Topology 
Po:Ult-to-Poiiit or HU.ltipoint 

A. Ring 
B. star 
c. Bus 

2) Channel Access 

A. Poll:Ulg 
B. Contention 

3) Local Area Network Transmission Media 

A. Twisted-Pair Wire 
B. Coaxial Cable 
c. Fiber Optics 
D. Unbounded Medium (Radio, JU.crowave, and Infrared 

4) Signalling Techniques 

A. .Baseband 
B. Broadband 

Local. Area Network Topology 

There are two kinds of links that serve as the build:Ulg blocks 
of network topologies. Point-to-point and multipoint or multidrop. 
A Point-to-po:Ult links is a circuit which connects two (and only two) 
nodes without passing through an intermediate node. A multipoint 
or multidrop links is a smgle line which is shared by more than two 
nodes. HU.ltipoint lines can be used to reduce the number of lines 
required to connect nodes and to reduce line costs. 

A. RING TOPOLOGY 

The distinguishing feature of ring topologies is that nodes, which are 
connected by point-to-point links, are arranged to form an unbroken 
circular configuration. Transmitted messages travel from node-to-node 
around the ring. Each node must be able to recognize its own address 
in order to accept messages. 

In addition, each mode serves as an active repeater, retransmission 
messages adddressed to other nodes. 
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A. Ring Topology (Continued) 

The need to retransmit each message can make ring nodes more complex than 
the passive nodes on a bus network. When Ring configurations are used to 
distribute control in local networks, access and allocation methods must 
be used to avoid conflicting demands for the shared channel. One way this 
is done by circulating a bit pattern, called a token, around the ring. 

A node gains exclusive access to the channel when it grabs the token. 
It passes the right to access the channel (i.e. the token) onto other 
nodes when it is finished transmitting. Rings provide a common network 
channel wherein all nodes are fully connected logically. When control is 
distributed, each node can communicate directly with all other nodes under 
its own initiative. 

Ring networks with centralized control are often called Loops. One of the 
nodes attached to the network controls access to and communication over 
the channel by the other nodes. Once a node is permitted by the control 
node to transmit a message, it can travel around the ring to its destina­
tion without further intervention by the control node. 

In configuring ring networks, rings must be physically arranged so that 
they are fully connected. Lines have to be placed between any new node 
and its two adjacent nodes each time an addition is made. Thus, it is 
often difficult to prewire a building for ring networks in anticipation 
of nodes to be added in the future. 

Failure of a node or an active component, adding a new node, or any other 
break in the ring confugration will almost always cause the network to stop 
functioning. Steps can be taken to allow bypass of failure points in 
distributed rings, although this usually increases the complexity of the 
repeater at each node, as well as the component costs. Failure of the 
control node in a centrally controlled ring would inevitably lead to 
network failure as well. 

B. ST AR TOPOLOGY 

The distinguishing feature of Star is that all nodes are joined at a 
single point. Star configurations are frequently used for networks in 
which control of the network is located in the central node or switch. 
Point-to-point lines connect the central and outlying nodes, thus elimi­
nating the need for the complex link and control requirements of other 
topologies. 

A Star network could be constructed so that the control of communications 
would be exercised by one outlying node, or distributed generally to all 
outlying node, or distributed generally to all outlying nodes. In either 
case, the control function of the central node would be minimized. The 
node would serve as a simple switch to establish circuits between outlying 
nodes. 

In all star networks the central node is a single point of network 
failures. If it goes down, so does the entire network thus, reliability 
and the need for redundancy measures are important issues. 
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B. Star Topology (Continued) 

The Star it> often u.t>ed in timesharing applications, in PBX (Private Branch 
Exchange) telephone networks and in small clustered networks like word 
processing clusters. 

C. BUS TOPOLOGY 

The Bu.s topology functions in the same ways as a multipoint line and bus 
nodes share a single physical channel via cable tape or connectors. 
Messages placed on the bus are broadcast out and nodes must be able to 
recognize their own address in order to receive transmissions, however, 
unlike nodes in a ring, they do not have to repeat and forward messages. 
Therefore, there is none of the delay and overhead associated with re­
transmitting messages at each intervening node, and nodes are also re­
lieved of network control responsibility at this level. 

Bu.s networks are easily configured and expanded and the network operation 
will continue in the event of node failures. Distributed Bus networks 
have been arou.nd for some ti.me. This is attributed to the fact that the 
transmission media (usu.ally coaxial cable or twisted pair wire) and 
transmission have been in use for some time by the cable and TV industry 
and for telephone and data communciations. 

There are many considerations for the design of Bus networks. Components, 
such as transmitter/receivers, must be designed for reliable and mainframe 
operation. There must also be test equipment that will allow for fast 
and accurate Bus Fault detection and isolation to facilitate repair and 
maintenance. 

CHANNEL lJCCESS 

A. POLLING 

Polling Techniques determine the order in which nodes can take tu.rns 
accessing the network, specifically so that direct conflict (i.e. 
collisions) between nodes is avoided. Polling is thus referenced to 
as an non contention method of network access. 

Centralized polling may be based on a polling list with an arbitrary 
order (A,C,B,E,D .• ) or the order could reflect network node ana traffic 
prior it1.es. The order of access could also be based simply ·on the 
physical location of nodes. 

Distributed Polling also allows control of access to the network by 
either token passing, slotted ring, or Cambridge ring. Token passing 
is a mechanism whereby each device, in turn and in a predetermined order, 
receives and passes the right to use the channel. Slotted rings emply a 
number of slots or frames of fixed size circulate around the ring. If 
a node chooses to transmit, it waits for a free or unused slot, inserts 
data into the appropriate field, and indicates the source and destination 
address'. As in token passing nodes, along the way check to see if the 
frame is addressed to them. Due to the high speed of slotted rings 
certain inefficencies exist, su.ch as only several bytes of data can be 
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A. Polling (Continued) 

placed in each frame. Therefore, frames contain a high amount of control 
information vs data. 

The Cambridge ring system is based on the establishment and use of circu­
lating slots or packets of fixed size which are successively accessed, 
filled and read by network nodes as they pass by. Each packet slot travels 
in one direction only and make a complete revolution of the ring. 

B. CON'I'EN'I'ION 

Carrier sense multiple access with collision detect (CSMA/CD) anticipates 
conflicts or collisions and is designed to handle them. The multiple 
access feature of CSMA/CD allows any node to send a message immediately 
upon sensing that the channel is free of traffic. Therefore, you do not 
have the substantial portion of the waiting that is characteristic of 
non-contention techniques. This access control methods chief advantages 
lie in its simplicity reflected in lower cost per node because the 
scheme needs no complex priority access circuits - and its variable 
length message handling efficiently. 

Carrier sense is the ability of each node to detect any traffic on the 
channel. Nodes will not transfer if they sense that. there is traffic 
on the channel. Nodes will not transfer if they sense that there is 
traffic on the channel. However, collision could occur betwewen two 
messages due to the propagation delay (time it takes for the signal to 
travel across the network). As both nodes thought they had an open 
channel. 

After detecting a collision, each node involved backs off, waits, and 
transmits again. This waiting period is usually random as it has proven 
to be more effective in auditing further collisions. 

The most efficient use of CSHA/CD is when the packets are larger and 
therefore you have fewer collisions. 

Several Bus networks used collision avoidance instead of CSMA/CD due 
to their lightly loaded applications. Collisions get detected by the 
nodes sending and receiving circuits. The sending node waits for an 
acknowledgement signal. If it does not come, it will retransmit until 
successful. 
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3) LOCAL AREA NETWORK TRANSMISSION NEDIA 

A. Twisted-Pair-Wire - Was one of the first wire types used in telephone 
co1111m1nications and that is still true today. Pairs of wires are twisted 
together to minimize the interference created when adjacent pairs of 
wire. are combined in multipair cables. Wire is usually made of copper 
and is inexpensive and easy to install. Used mainly in low speed data 
equipment with the maximum in the :range of 9.6 Kbits per second. However 
the wire does emit and absorb high amounts of electrical interference, 
which can cause error rates. 

Twisted pair provides a good media for integration voice and data 
through Digital Branch Exchanges. 

B. Coaxial Cable - offers large bandwidth and the ability to su.pport high 
data rates with high immu.nity to electrical interference and a low 
incidence of errors. Because it maintains low level capacitance in 
lengths to several miles, coax allows high megabit per second data 
rates without signal ·refeneration, echoes or distoration. Coaxial 
cable used for CATV (Community Antenna TV) has bandwidth in the 
range of 300-400 MHz. 

c. Fiber Optics - Although expensive, possesses inherent local network 
point-to-point performance capabilities that outclass all other 
transmision media. Currently available fibers have usable bandwidth of 
up to 3.3 billion Hz, data rates of over one G-bits per second, high 
voltage isolation, non-electronic radiation, small size and light 
weight, and error rates are very loli (one bit e:rro:r per 109 bits). 

How~ver, fiber optics are still too costly and are also very hard to 
tape into to add additional nodes. 

D. Unbounded Medium - Radio, Microwave and Infrared 

Today, there are a few co111J11ercially availtJble local area networks 
based on these unbounded medium technologies. Given time and the 
advancement of technology these three major types of signals will 
undoubtedly become more prevalent. 
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4) SIGNALLING 'l'ECHNI()UES 

a) Baseband 

o Lower cost of cable used for interconnection 
o Baseband interfacing cheaper than broadband modems 
o Reasonably high data transmission rate 
o Acceptably low error rate 

Baseband local area networks are predominantly used for data comimmi­
cations and therefore the signals and transmission technology imple­
mented are digital (optimized for data) with maximum capacity of 
approximately 10 NBPS. Host often 3/8 inch coaxial cable is used with 
Bus 'topology with contention control - usually CSHA/CD. 

b) Broadband 

o High total bandwidth allows transfer of data, voice, video 
o 'total bandwidth can be (statically) 

SUbdivided into many independent channels for transparent use 
by attached devices. 

o 'l'he technology .is co1111110n to CMV (Co1llll'l.lnity Antenna TV), affording 
some cost-benefits with conventional CMV services. 

o Acceptably low error rate for most applications 
o No significant geographical extent limitation (up to 500 IOn) 

'l'he advantages of broadband are to be found in applications which call 
for.many point to point connections whre the interconnection pattern is 
essentially static or where very high point-to-point transfer rates 
(such as video) are required. 

A broadband network uses analog transmission techniques and can 
accommodate up to 500 Mbps of information. Broadband networks use 
frequency diision multiplexing (FDM) to divide a sintJ.le physical 
channel made of l/2 inch 75 OHH CATV coaxial cable into a number of 
smaller independe11t frequency channel.s. 'these smal.ler channels can 
be allocated different bandwidths so that they can. be used to transfer 
different forms of information - specifically voice, data and video. 

Broadband shortcomings are that in addition to requiring network and 
station interfaces, it uses expensive fixed - frequency or frequecy 
agile ('l'Unable) modems costing $500 to $1200. In addition to easily 
doubling broadbands interface cost, tunable RF modems prove difficult 
to check, maintain and adjust because they are usually installed 
behind walls and above hung ceilings. 
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b) continued 

Broadband networks must also rely on a central transmission facility 
or head end in a single cable network. This facility acts as the 
networks technical control center and filters incoming RF signals. 
But it also represents a point that could deactivate the entire net­
work, if it fails. 

The lack of industry wide accepted standards for interfacing equipment to 
broadband network is still a disadvantage. However, for Baseband this 
is not true as several vendors have endorsed the IEEE802 standard for 
Baseband networks. 

In the final analysis, the choice between Baseband and Broadband 
is, and will continue to be, dictated by engineering economies. 

FUTURE ISSUES FOR LOCAL .AR.EA NETWORKS 

Shared Resources - The proliferation of cheap intelligence is encouraging a 
drive towards shared resources rather than to shared logic. The number of 
individual devices that need to communicate will grow almost explosively over 
the next few years. 

Wire-Less Connection and Satellites - Terminal equipment will be able to 
communicate with the local area networks by means of Radio links and infra 
red tranmissions. 

Standardization - starting to see some of this now (i.e. IEEE802 standard 
for Baseband) but the industry needs higher level standards to be set. The 
timescale for a satisfactory outcome of the various standardization activities 
is most likely to be on the order of 3-5 years. 

Hardware Trends - Downward for prices as the combination of economics being 
achieved in packaging of electronic logic (LSI, VLSI, etc.) Along with 
new developments in information transmission media (Fiber Optics, Infrared) 
will ensure local area networks strong future. 

Network Hangement - The growing dependence of large numbers of systems to local 
area networks will demand guarantees on networks availability and performance. 
This will have to be provided through effective resource management and 
planning. 
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SUMMARY 

The future fox Local Area Networks looks exciting and wide open. over the 
next two or three years considerable progress will be made in the development 
of local area networks. This is necessary if we are ever going to have the 
much heralded "office of the future". These developments would not just be 
to benefit the office but also where information is being handled - process 
industry, manufacturing, teaching, research, etc. However, the real challenge 
lies in being able to develop new applications that will take advantage of 
Local Area Networks. 
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ABSTRACT 

MPE disc caching is a major new performance product under 
development for the HP 3000 family of computers. "MPE disc 
caching effectively utilizes the excess main memory and processor 
capacity of the high-end 3000 family members to eliminate a large 
portion of the disc access delays. encountered in an uncached 
system. With disc caching, disc data is available at main memory 
rather than disc access delays with a probability that increases 
with main memory size. The MPE disc cache designers present an 
overview of the purpose of disc caching, its design approach, its 
advantages over the alternatives, and its impact on the system 
price/performance of the HP 3000 family. The full text of this 
paper will be distributed at the conference. 
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The tremendous success of the HP 3000 stems from the strategy upon 
which it was founded and which continues to guide the HP 3000 
development today. For HP 3000 processors and MPE, this strategy 
translates into developing an increasingly broad range of processor 
price and performance while maintaining MPE compatibility. Combined 
with HP's upgrade program, this broad compatible family protects our 
customer's investment in HP 3000 hardware and software. 

Implementation of this strategy is reflected in the evolution of 
the HP 3000 family. Approximately every two years, we have introduced 
a new model doubling the performance of our most powerful HP 3000 
system. Increasing performance has also been accompanied by a large 
expansion in the configuration capacity of our systems. Throughout all 
of these changes, we have maintained upward MPE compatibility. 

This continual broadening of the range of information management 
applications addressed by the HP 3000 has created new needs for 
performance and capacity in our systems. As processors become faster, 
the speed of I/0 access can become a limiting factor on overall system 
performance. In addition, expanding configurations and a broader range 
of applications have caused some customers to encounter limitations 
imposed by the size of tables in MPE. In response to these needs, we 
will be adding new products and enhancements to HP 3000 systems in the 
near future. These planned products and enhancements wi 11 be described 
in this presentation. 
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This paper is intended to cover two particular topics of 
interest to a number of VPLUS users. It will cover 
procedures for alternating between VPLUS block mode, using 
formatted screens, and conversational mode such as used with 
MPE and utilities. This technique may be used to integrate 
existing conversation mode dialogues with new VPLUS 
applications. Perhaps more generally, it can be of 
tremendous value when debugging VPLUS applications, 
especially when two terminals are not available within 
arm's reach. 

Also presented are procedures for printing the screen 
contents, either to an attached or integral printer or to 
the system printer. Of course, these procedures are not 
specific to VPLUS applications and as such may be of even 
broader utility. 

Both of the particular topics of this paper involve 
communication with and control of· the terminal. It is 
important, therefore, to cover some background material 
first, in order to understand the terminal configuration and 
communications protocol in effect in the VPLUS environment. 
Printing the screen or switching from block/format to 
conversational mode are not particularly difficult, once the 
VPLUS operating mode is understood. Happily, all 
VPLUS-supported CRT terminals are basically compatible. 
There are some signific~nt differences between 
point-to-point and multipoint <MTS> operation, which will 
be covered in the discussion. 



Terminal and I/O Configuration 

The information in this section has 
assorted terminal and software manuals, 
conversations. It can't all be guaranteed 
so far proven out in those cases where it 

Basic Terminal Configuration 

been deduced 
observati ens 

correct, but 
was needed. 
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from 
and 
has 

A few of the Keyboard Interface straps (options> must be set 
in a particular way for VPLUS operation. For 26408 or 2644 
terminals you must do this manually, by opening the terminal 
and setting switches. VPLUS sets the others automatically 
during VOPENTERM or VGETNEXTFORM with $REFRESH. Special 
point-to-point options are: 

D - open 

E - open 

F - open 

G - open 

<Line/Page> Establishes Page mode, whereby the 
ENTER key transmits the entire screen instead of 
only a single field or line. 

(26408> Allows the 
<f 1-fB> to be used 
key. <Optional> 

terminal function 
without holding the 

keys 
CNTL 

(26408> Provides for 2645-compatible handshake 
protocol <DC1/DC2/DC1>. 

CinhHndShk> Provides that computer-requested 
block transfers Ce.g. terminal status, cursor 
sense, printer command response> observe the 
DC1/DC2/DC1 protocol. 

The main strap of interest in multipoint <MTS> is: 

J - closed <Auto Term) MTS opens this strap, which has the 
effect of limiting data transmission to data on 
the screen above the cursor po5ition at the 
time the ENTER key is pressed. VPLUS closes 
this strap to allow transmission of all data in 
the form. 

There are other 
operation, but the 

straps which are important to 
"normal" setting is the appropriate 

In addition, VPLUS requires that' the terminal 
block mode. This •s the normal modf in 
p~int-to-point, VPLUS will set the terminal in 
automatically <except 2640/44>. 

Terminal File Configuration 

be set 
MTS 

block 

VPLUS 
one. 

for 
In 

mode 

VPLUS controls and communicates with the terminal through 
the MPE file system using the standard set of intrinsics. 
Some special file system parameters are set for the 
point-to-point and multipoint device drivers under VPLUS, 
generally via the FCONTROL intrinsic. Significant FCONTROL 



functions for point-to-point operation are: 

13 Echo is turned off (if it isn't already> 
25 Set alternate terminator to RS 
31 Enable VPLUS driver control 
38 Set terminal type to 10 (if it isn't already). 

Character Echo <FCONTROL 12/13> 
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Normal full-duplex point-to-point operation requires the 
HP3000 to echo each character it receives back to the 
terminal to be displayed. In block mode, under VPLUS, each 
character is displayed on the screen as you type it, and 
nothing is sent to the computer until you press ENTER. Since 
everything you type is already shown OQ the screen, a 
computer echo of the block transmission would only confuse 
matters. Therefore, FCONTROL 13 (disable echo> is used. 

Alternate Terminator CFCONTROL 25> 

VPLUS uses the "ultimate" form of block mode on HP 
terminals, i.e. Block/Page mode. This allows the terminal 
to send the whole screen at once, the most efficient form of 
block transmission. However, full page, block mode inputs do 
not end in the usual carriage return <CR> code which 
terminates other inputs; in fact, there may be a number of 
carriage returns in the midst of the input. Instead, HP 
terminals send a control code called "Record Separator" 
<RS> to signal the end of the block. VPLUS accommodates 
this by setting the RS code as the "alternate terminator" 
in point-to-point operation, using FCONTROL 25. 

Terminal Type <FCONTROL 38> 

Terminal ports used by HP CRT terminals are usually 
configured as Terminal Type 10, which signals the I/O 
driver to observe certain protocols which are appropriate to 
such terminals. For example, the driver will send a 
control code, ENQ, after every 80 characters output. HP 
terminals will answer with an ACK when they are ready for 
the next 80 characters. This is the famous ENQ/ACK 
handshake. When you use VPLUS you must be using an HP 
compatible terminal; so VPLUS sets the Terminal Type to 10 
using FCONTROL 38, in order to activate these protocols. 

VPLUS Ori ver Mode <FCONTROL 30/31> 

FCONTROL 31 is more puzzling, since HP has so far neglected 
to document it. When reading from the. terminal under this 
option, a DC2 code as the first character received causes 
the MPE device driver to set up a block read. This is 
necessary since, when you press ENTER, the terminal doesn't 
just send the screen contents as a big block of data. It 
only sends the single control code, DC2, and waits for a 
DCl. VPLUS used to handle the DC2 itself, but now uses the 
new Driver Mode. Now, on receipt of the DC2, the MPE device 



driver <not the program, not VPLUS> responds with: 

<esc>c<esc>H<DC1> 

where <esc> stands for the ASCII 'ESCAPE' control code, 
<DC1> for the DC1 code. These control codes lock 
keyboard, home the cursor, and trigger the block 
transfer. The driver times the block read, in case 
terminator character is lost. The read terminates 
character count, timeout or receipt of an RS code 
VPLUS alternate terminator, i.e. the Block/Page 
terminator character>. It is natural to assume that 
block read functions armed with FCONTROL 31 have been 
into firmware on the ATP. 

MTS Unedited Input <FCONTROL 41> 

8 - 4 

and 
the 

data 
the 

by 
Cthe 
Mode 
the 

moved 

The above functions are applicable to point-to-point 
terminals. For multipoint terminals, the MTS driver can 
handle block transmissions pretty much as usual. The only 
important difference to the driver is one FCONTROL: 

41 - Set unedited mode <with parameter %137) 

This option is used to stop MTS from placing a block 
delimiter everywhere VPLUS puts the cursor. Block 
delimiters set by MTS <or the ENTER key with the terminal's 
strap J open> would prevent the transmission of the full 
screen to the computer. 

User Read Time-out <FCONTROL 4> 

For point-to-point or multipoint, VPLUS will also use 
FCONTROL: 

4 - Enable read time-out 

when OPTIONS <word 56 of the Comarea) has bits 9-10 set to 
01. USER'TIME <word 58) gives the number of seconds to allow 
for input. 
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Conversation vs. VPLUS Mode 

There are occasions in many applications where it is 
desirable to remove the terminal from VPLUS operati.on for a 
while, then resume VPLUS. For example, you may wish to run 
another program which doesn't use VPLUS, er just engage in a 
conversational dialogue. Debugging, with DISPLAYs and 
ACCEPTs er PRINTs and READs, or using MPE Debug or Tcolset, 
is an almost universal occasion for conversation mode. 

Normally, a program resumes conversation mode with a call 
to VCLOSETERM when it terminates. This suggests an approach 
to switching modes: Tc change from VPLUS mode to 
conversation mode, call VCLOSETERM. To switch back, call 
VOPENTERM. Since VCLOSEFORMF isn't called,, a lot of valuable 
information is preserved: 

Current form name 
Data buffer contents 
Next form name 
Repeat/Next form options 
Screen label settings 
Save field contents 

This may be the best approach to use when you wish to 
switch modes in order to run another program. There's no 
telling in what state the other program will leave the 
terminal and I/O configuration, but VOPENTERM should be able 
to sort it out. In fact, the undocumented intrinsics 
VTURNOFF and VTURNON should have about the same effect, 
without taking quite such drastic steps as closing and 
re-opening the terminal file, clearing the screen, and so 
en. Parameters are the same as VCLOSETERM and VOPENTERM, 
respectively. 

If you take 
complications 
application: 

this approach, 
which may Cor 

1. Your screen remains empty. 

you will discover a 
may net) affect 

few 
your 

VOPENTERM clears the display, but VSHOWFORM doesn't know 
it. This means that your next call to VSHOWFORM may not 
write any data to the screen, since VPLUS believes the 
1 ast form to be sti 11 there. This is a result cf 
VSHOWFORM optimization, whi~h you can correct by moving 7 
to word 34 of the Communications Area CSHOWCCNTROL> 
before calling VSHOWFORM. Dcn•t forget to reset 
SHOWCCNTROL afterward <New requirement with the Q MIT>. 
Or, you may call VGETNEXTFORM with Next Form name 
$REFRESH. 

2. Your screen is still empty. 

VOPENTERM reconfigures workspaces on a 2626 
form storage, but VSHOWFORM doesn't knew 

using 
it. In 

local 
this 
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case, moving the 7 to SHOWCONTROL might just cause 
VSHOWFORM to try to redisplay the form from the workspace 
where it used to be. You need tc use SREFRESH in this 
case, er perhaps VLOADFORMS with SHOWCONTROL. As of this 
writing, it is too early to tell the effect on 26248 
Local Forms Storage. 

3. Your screen labels are missing. 

VCLOSETERM removes your screen labels from the terminal, 
but VOPENTERM doesn't put them back. It is anticipated 
that you can use $REFRESH to correct this problem in the 
Q MIT. We can only hope that VOPENTERM will also be 
corrected. To solve this problem prior to the Q MIT, 
follow VOPENTERM with YSETKEYLABELS, for global or form 
labels, whichever is appropriate. I use VGETKEYLABELS to 
retrieve the needed values, so they don•t need to be 
coded into the program. 

You may actually have to do two VSETKEYLABELS, due to 
VPLUS optimization. If you simply set them to the same 
value they had, VSHDWFORM will not bother to put them on 
the screen. I get around this by first setting the labels 
to a different value, then setting them back. 

Note: As of VPLUS B.02.02, you must do your 
VGETKEYLABELS before calling VCLOSETERM, since the latter 
destroys the values in the VPLUS label buffer. 

Switching Modes Yourself 

· Mpst often all you .want to do is switch modes quickly in 
order to display a message or allow some form of debugging 
dialogue. For example, the VPLUS debugging facilities in 
INSIGHT II and RADAR <two Computing Capabilities Corporation 
products> keep the terminal in conversation mode except 
during VPLUS output or input. As a result, Debug 
breakpoints, abort messages and VPLUS screens are all 
accommodated on a single terminal. 

This is not a dif.ficult task, as it turns out, made easier 
since the addition of FCONTROL 30/31 <VPLUS Driver Mode> 
for point-to-point terminals. Appendix 1 includes a listing 
of a short SPL procedure, VSETMODE, which performs the 
necessary functions. This procedure has two parameters: The 
VPLUS _ommunications Area (just like VPLUS intrfns .. cs> an.d 
an integer mode. Mode zero calls for VPLUS operation, and 
one cal 1 s for conversational. mode. 

This routine operates outside the bounds of documented 
VPLUS operations. This means it is possible that HP could 
change things around in such a way that it won't work. This 
is not highly likely, since the operations performed are so 
fundamental. 
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VSETMODE Comarea Usage 

You will see that VSETI10DE uses three words in 
Comarea. The first two are the terminal file 
the terminal model as determined by VPLUS. 
documented in the current edition of the VPLUS 
Manual. 

the VPLUS 
number and 

Both are 
Reference 

The third word used is 
Bits 4-9 of this word 
Type. We need this to 
terminal, designated 
information could also 
terminal file, without 

not documented in the VPLUS 
contain the original MPE 
learn if the t~rminal is 

manual. 
Terminal 

an MTS 
<MTS> 

the 
by Terminal Type 14. This 
be obtained using FCONTROL 39 on 
reference to this word. 

Bit 1 is used to determin~ whether character echo was on 
before VOPENTERM. Half-duplex connections, for example, 
should net have echo turned.on. The essential information 
could be obtained without reference to this word by using 
FGETINFO to check for a half-duplex subtype. 

VSETMODE Operation 

To enter conversational mode, VSETI10DE first conditions 
terminal by writing a sequence of control commands. 
begins by turning off Format Mede, moving the cursor to 
bottom cf memory, and unlocking the keyboard: 

<esc>X<esc>F<esc>b 

the 
This 
the 

On terminals which support this operation, VSETMODE also 
turns off block mode: 

<esc>&kOB 

On the new line of terminals, the aids and modes keys will 
be unlocked: 

<esc>&jR 

When returning to VPLUS mode, these operations are reversed, 
although the keyboard, aids and modes keys are not locked. 

If character echo was en before VOPENTERM, it will be turned 
on again by VSETMODE when entering conversation mode and off 
when resuming VPLUS mode <FCONTR~L 12 and 13, 
respectively>. 

Si nee the introduction of VPLUS 
point-to-point terminals,. it is no 
change other MPE file parameters. 
operate normally unless you beth: 

Driver 
longer 

Your 

Mede for 
necessary to 

terminal will 
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1> Read input using the terminal file number in the 
VPLUS Comarea. 

2> Send a DC2 code to the computer <for example, press 
ENTER or a function key>. 

If you do both these things you may find that your terminal 
locks up. This is because the MPE device driver locks your 
keyboard when it receives the DC2. To free up the terminal 
you will have to: 

1> Unlock the keyboard, e.g. soft reset. 
2> Type an RS control code <control-A) to end the read. 

If your terminal is connected via MTS rather than 
point-to-point, VSETMODE has to change another file 
parameter. In order to enter conversational mode, Unedited 
Mode <FCONTROL 41> set by VOPENTERM must be turned off. This 
is done by FCONTROL 41 with a parameter of zero. When 
resuming VPLUS mode, Unedited Mode must be turned on 
(parameter octal 137>, and the terminal's J strap must be 
reset. 
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Printing the Screen Contents 

There are many occasions when it would be useful tc print 
the screen contents. There is a VPLUS intrinsic, 
\JPRINTFCRM, "'hose purpose is to print a copy of the current 
form and its contents. However, since this intrinsic only 
prints to a file, it is mainly useful for obtaining listings 
on a system printer. 

If the screen to be printed consists of several forms, one 
call to VPRINTFORM will net print the entire screen. 
Instead, you must have the foresight to call VPRINTFORM as 
each. form is displayed, thus piecing together a screen image 
in the print file at the same time it is being assembled en 
the terminal. 

Printing to a Terminal Printer 

A more direct approach is to perform a full screen print 
operation. The simplest way is to equip your terminals 
with local printers, either integrated or attached. It then 
becomes a matter of commanding the terminal to copy the 
screen to the printer. This produces a true hard copy of 
what was actually displayed. Also, the only foresight you 
need is to provide a routine which will issue the right 
command when needed. Appendix 2 includes a listing of an 
SPL procedure, VPRINTLOCAL, which will print the terminal 
screen to a terminal printer. This procedure requires only 
one parameter, the VPLUS Comarea. 

My usual practice is to assign one of the terminal f.unction 
keys as a PRINT key. Whenever the program accepts input 
through VREADFIELDS, I check word 6 <LASTKEY> in the VPLUS 
Communications Area. If the user pressed the PRINT key, call 
the Print routine, and when finished loop back to call 
VSHOWFORM and VREADFIELDS once more. VSHOWFORM is called to 
unlock the terminal keyboard which was left locked by 
VREADFIELDS. It also serves to display any message sent to 
the window by the Print routine. 

VPRINTLOCAL Operation 

VPRINTLOCAL uses two different approaches to performing its 
function. This is because there are two forms of print 
command recognized by HP terminals: a simple "dump the 
screen" available on 26408 and 262X terminals, and the mori: 
complicated device control sequence needed for the 
264:5-based terminals •. Except on the 1 atter, all it takes to 
"dump the screen" is to command the terminal to: 

1> Turn off Format Mode 
2) Copy the screen.to the printer 
3> Turn on Format Mode. 

This is a matter of sending six characters to the terminal: 
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<esc>X<esc>O<esc>W 

The actual 'screen print' command is the <esc>O <that's the 
numeral zero>. You need to turn Format Mode off in order to 
copy the protected areas of the form. If Format Mode is on 
when using an attached printer, the terminal assumes that 
the printer contains a preprinted form matching the screen. 
Only the data in unprotected fields will be printed. 

VPRINTLOCAL sends this command using FWRITE to the terminal 
file number in the Comarea (word 49, FILEN>. This takes 
advantage of the VPLUS Driver Mode in effect on this file, 
and will work even if the terminal is not the job/session 
logon device. This FWRITE includes carriage control code 
7.320 <octal 320, decimal 208> as its fourth parameter. This 
value suppresses the carriage return and line feed which 
normally follow every output. 

Printing on a 2645 is more complicated in two ways: first, 
the command sequence is longer; worse, the terminal insists 
on talking back. You have to program a dialogue with the 
terminal. VPRINTLOCAL starts by sending the operative 
command: 

This means, 

<esc>X 

<esc>H 

<esc>b 

< esc > X < esc >H< esc >b< esc >&p3s4dM 

Turn off Format Mode 

Home the cursor 

Unlock the keyboard. 
to cancel the print 
the Return key. 

This allows the user 
operation by pressing 

<esc>&p3s4dM Copy everything <M> from the display (3s> to 
the printer <4d> starting from the cursor 
position. 

Note: This command will also work on the 262x terminal 
family. The '4d' code normally specifies the external 
<attached> printer. To use the integral printer, use '6d' 
or specify 'DeviceCode4' on the terminal's Configuration 
Menu as the INT printer. ' 

"1his starts the printing process, if the termina.a. has an 
attached printer and the firmware to support it. Once the 
terminal has completed printing, or determined that it 
couldn't print, it will want to send a single character 
response: 

S Print operation completed. 
U Operation aborted by the user. <User pressed Return> 
F Print not completed <out of paper, etc.>. 
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VPRINTLOCAL must read this response, or the next VREADFIELDS 
will read it as if the user sent it with the ENTER key. This 
is done in the subroutine RESPONSE, using a timed FREAD 
.(FCONTROL 4 before FREAD> in case something goes wrong. 60 
seconds are allowed, which should be enough to print a 
screen unless you're using a very slow printer. 

Note: Under VPLUS Driver Mode 
terminal's response will cause the 
lock the keyboard. You will need 
order to unlock it before the next 

< FCONTRDL 3 ll , 
MPE device driver 
to call VSHOWFORM 
VREADFIELDS. 

the 
to 
in 

F.inal 1 y, after receiving the terminal• s response,' turn 
fprmat mode back on: 

<esc>W 

In order to determine which type of terminal it 
with, VPRINTLDCAL looks at VPLUS Communications 
59 <IDENTIFIER>. Values of 1,8,9,11 or 13 signify 
262X terminals. 

Screen Copy on 2626 

is dealing 
Area ward 

2640B or 

Users with 2626 terminals may wish to use the 'Screen 
device control operation. This function is performed 
the device control sequence: 

Copy' 
using 

<esc>&p4dE 

Like the device control sequence on a 2645, this command 
produces· a response which must be processed by the 
computer. The 2626 Screen Copy includes the screen labels on 
the printed output. 

Application Notes 

VPRINTLDCAL uses the more complicated device control 
sequence on everything but a 2640, which doesn't support it. 
This is because I want the printer to do a page eject after 
printing the screen, but this doesn't happen on my 2624 
terminal if I just give it an <esc>O. The page eject 
results from the command <esc>&p4u5C. 

My Direct 825 terminal pretends that it is a 2622, but does 
not recognize the device control sequence. Since VPRINTLOCAL 
sends the d~Iice control sequence to 2622s, the 825 gets 
confused. It's easy to command the terminal PRINT func'tion 
from the keyboard on the 825, though: just Function/Print <9 
on the numeric keypad>. No need to take the terminal out of 
format mode, and it does a page eject, too. 

Printing to a System Printer 

It takes more work than printing to a terminal printer, but 
you can copy the screen to a file or system printer if. you 
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wish. The well-known program PSCREEN performs such a 
function. Appendix 3 includes a listing of a procedure, 
VPRINTSCREEN, which has been. tailored to perform this 
function in the VPLUS environment, for both point-to-point 
and MTS terminals. This procedure accepts two parameters: 
The VPLUS Comarea and an integer carriage control code, 
which will be written after the screen has been printed. The 
value 49, for example, will produce a form feed. 

Like VPRINTFORM, VPRINTSCREEN will print to any file if you 
place its MPE file number in word 36 of the VPLUS C.:::Jmarea 
<PRINTFILNUM). If this word is zero, VPRINTSCREEN will open 
a file named FORMLIST on device LP, print the screen and 
close the file. 

VPRINTSCREEN Operation 

There are two operations of special interest in 
VPRINTSCREEN: Reading the screen contents and stripping 
control codes from the data before printing. These 
operations are performed in the subroutines READ'SCREEN and 
PRINT'LINE, respectively. 

Reading the Screen 

Reading the screen is a simple matter since the 
VPLUS Driver Mode for point-to-point terminals. 
read the entire screen, the terminal must first 
from format mode. All that is required is 
string: 

<esc>X<esc>d 

addition of 
In order to 
be removed 

the command 

After format mode has been turned off, the <esc>d commands 
the terminal to transmit the contents of its memory to the 
computer. The data is then read using FREAD. Note that 
VPRINTSCREEN uses the terminal file -number in the VPLUS 
Comarea. This takes advantage of the VPLUS Driver Mode in 
effect on this file, and will support terminals which are 
not the job/session logon device. 

The last character read is the block 
RS for point-to-point or GS for 
replaces this by a Carriage Return 
consistency. 

Stripping Control Codes 

terminator 
MTS. The 

followed 

character, 
subroutine 

by RS for 

The characters received from the terminal include not only 
form and field data but display control co~es, such as: 

<so> 
<esc>I: 
<esc>&d<letters> 

Shift to alternate character set 
Start field 
Display enhancement 

Each screen line is terminated by a Carriage Return. 
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The PRINT'LINE subroutine scans the characters in the line, 
skipping control codes, such as <so>, and escape sequences 
<starting with <esc>>. There are two kinds of escape 
sequences: Standard <two characters>, such as <esc>[, and 
generic, such as <esc>&d<letters>. If the character 
following <esc> signifies a generic escape sequence, 
PRINT"LINE skips to the terminator character, which is 
either an •@• or uppercase letter. During the scan, 
PRINT'LINE moves the printable characters to the start of 
the buffer, to ensure that the print line begins on a word 
boundary for FWRITE. 

VPRINTSCREEN does not suppress printing of Security Video 
fields, which do not display on the screen. If you wish, 
you may add the logic yourself -<send me a copy>. In 
general, characters displayed in an alternate character set 
<i.e. following <so>> should not be printed either. 
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APPENDIX 1. VSETMODE Procedure. 

This SPL procedure will switch the user's terminal between 
VPLUS block/format mode and MPE conversational mode. 

PROCEDURE VSETMODE<COMAREA, MODE>; 
VALUE MODE; 
INTEGER MODE; << O=VPLUS 
INTEGER ARRAY COMAREA; 
BEGIN 

l=CONVERSATION >> 

ARRAY BUFC0:19>; << LOCAL OUTPUT BUFFER >> 
BYTE ARRAY BBUF<•>=BUF; 
INTEGER LEN; 

DEFINE CONV = <MODE=l>#; 
DEFINE COM'TERM COMAREAC48)#, << TERMINAL FILE NUMBER >> 

COM'IDENT= COMAREA<58)#, << TERMINAL MODEL >> 
COM'TYPE = COMAREAC49).C4:6>#, << MPE TERM TYPE>> 
COM'ECHO = COMAREAC49>.<1:1>#; <<WAS ECHO ON>> 

INTRINSIC FWRITE, FCONTROL; 

<< FIRST, CONDITION THE TERMINAL >> 

IF COM'IDENT>2 THEN << PROGRAMMABLE STRAPS >> 
IF CONV THEN MOVE BBUF := <27,"X",27,"F",27,"b", 

27, "3ckOB" > , 2 
ELSE MOVE BBUF := C27,"W",27,"3ck1B">,2 

ELSE << 2640/44 » 
IF CONV THEN MOVE BBUF := <27, "X'',27, "F", 10, 

27,"bUNLATCH BLOCK MODE">,2 
ELSE MOVE BBUF := ("LATCH BLOCK MODE",27,"W">,2; 

IF CONV AND COM'IDENT>=B THEN MOVE* := <27,"&jR">,2; 
LEN:= TOS-LOGICAL<@BBUF>; 
FWRITECCOM'TERM, BUF, -LEN, 7.320>; 

<< NEXT, RESET CHARACTER ECHO >> 

IF COM'ECHO=O THEN 
FCONTROL<COM'TERM, <IF CONV THEN 12 ELSE 13>, LEN>; 

<< FINALLY, TAKE CARE OF MTS >> 

IF COM'TYPE=14 THEN BEGIN << MTS >> 
LEN := IF CONV THEN 0 ELSE 7.137; 
FCONTROLCCOM'TERM, 41, LEN>; 
MOVE BBUF := <27, "3csOJ") ,2; 
LEN:= TOS-LOGICAL<@BBUF>; 
IF NOT CONV THEN FWRITECCOM'TERM, BUF, -LEN, 7.320>; 
END; 

END; 
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APPENDIX 2. VPRINTLOCAL Procedure. 

This procedure prints the screen contents by commanding the 
CRT terminal to copy the screen to an attached or integral 
printer. 

PROCEDURE VPRINTLOCALCCOMAREA>; 
INTEGER ARRAY COMAREA; 
BEGIN 

ARRAY BUF<0:15>; 
BYTE ARRAY BBUF<*>=BUF; 
INTEGER TIME, LEN; 

DEFINE COM'STATUS 
COM'FILERRNUM= 
COM' TERM 
COM'IDENT 

COMAREA#, 
COMAREAC36>#, 
CCMAREA<48l#, 
COMAREA<58>#; 

<< LOCAL I/O BUFFER >> 

<< STATUS WORD >> 
<< MPE FILE ERROR >> 

<< MPE FILE NUMBER. >> 
<< TERMINAL MODEL >> 

INTRINSIC FCONTROL, FWRITE, FREAD, FCHECK; 

LOGICAL SUBROUTINE RESPONSE; << DEVICE CONTROL RESPONSE >> 
BEGIN 
TIME := 60; 
FCONTROL<COM'TERM, 4, TIME>; 
FREAD<COM'TERM, BUF, -2>; 
IF <> THEN 

BE6IN 
FCHECKCCOM'TERM, COM'FILERRNUM>; 
IF COM'FILERRNUM<>31 THEN COM'STATUS := 160; 
END; 

IF COM'STATUS=O THEN 
IF BBUF<>"S" AND BBUF<>"U" THEN COM'STATUS := 1234; 

RESPONSE := COM'STATUS•O; 
END; 

IF COM'STATUS<>O THEN RETURN; << JUST LIKE VPLUS >> 
IF COM'IDENT<3 THEN << USE SIMPLE PRINT COMMAND >> 

BEGIN 
MOVE BBUF := <27,"X",27,"0",27,"W">,2; 
LEN := TOS-LOGICAL<aBBUF>; 
FWRITE<COM'TERM, BUF, -LEN, 7.320>; 
END 

ELSE << USE DEVICE CONTROL COMMAND >> 
BEGIN 
MOVE BBUF : = <27, 'X", 27, "H", 27, "b" ,27, "Sip3s4dM" >, 2; 
LEN:= TOS-LOGICAL<aBBUF>; 
FWRITE<COM'TERM, BUF, -LEN, 7.320>; 
IF NOT RESPONSE THEN RETURN; 
MOVE BBUF := <27, "Sip4u5C"> ,2; << FORM FEED >> 
LEN := TOS-LOGICAL<aBBUF>; 
FWRITE<COM'TERM, BUF, -LEN, 7.320>; 
RESPONSE; 
END; 

END; 
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APPENDIX 3. VPRINTSCREEN Procedure. 

This procedure prin1;s the screen coFrt.ents tm a file named 
FORMLIST on device LP. Escape seqw&Aees al'lil!t e.c:afl'trol 
characters are stripped out of the data bef1are rnrinting. 

PROCEDURE VPRINTSCREEN<COMAREA, PASECTL>; 
INTEGER ARRAY COMAREA; 
INTEGER PASECTL; 
BEGIN 

ARRAY BUF<0:2047); « LOCAL IlO BYFF'Eft » 
BYTE ARRAY BBUF<i>=BUF; 
LOGICAL LOCAL'FILE := FALSE; 
BYTE POINTER BUFCHAR, 

LINECHAR; 
INTEGER LEN; . 

EQUATE LF 
CR 
RS 
ESC 

10, 
= 13, 
"' 18, 
= 27; 

DEFINE COM'STATUS 
CDM'PRINTFILNUM 
COl"l'FILERANUM 
COM' TERM 

= COMAREM, 
= COl'IAREA <31i> #, 
= CCJl'llAFtEA t36;) #, 
= CDMAREA<4a>#; 

INTRINSIC FDPEN, FREAD, FWRITE, F~, FCLDH; 

SUBROUTINE READ'SCREEN; 
BEBIN 

<< REAB.SCREDI GONTENTS >> 

MOVE BBUF := <27, "X",27, "d") ,2; 
LEN:= TDS-LDSICAL<aBBUF>; 
FWRITE<CDM"TERM, BUF, -LEN, 7.320>; 
LEN := FREAD<CDM'TERM, BUF, -40~4>; 
IF <> THEN 

BEGIN 
FCHECK<COM'TERM, COM'FILERRNUM>; 
IF COM'FILERRNUM<>31 THEN COM'STATUS :• 16@; 
END; 

IF LEN>O THEN LEN := LEN-1; « STRIP TERM-INATOR » 
BUF<2047) := tB/27,St"W"l; << RESTORE FCJRMAT MODE >> 
FWRITE<COM'TERM, BUF<2047>, -2, 7.320>; 
MOVE BBUF<LEN> := <CR, RS>; << SET STANDARD TERMINATOR >> 
END; 



SUBROUTINE FILE'ERROR; 
BEGIN 
IF COM'STATUS<>O THEN RE"RJRN; 
FCHECK<COM'PRINTFILNUM, COM"FILERRNUM>; 
COM'STATUS :• IF COM~PRINTFILNUM-0 THEN 190 ELSE 191; 
END; 
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SUBROUTINE START"FILE; << OPEN COM'PRINTFILNUM >> 
BEGIN 
IF COM"PRINTFILNUM<>O THEN RETURN; 
MOVE BBUF :• "FDRMLIST LP •; 
COM'PRINTFILNUM :• FDPEN<BBUF, Y.507, Y.4, -251, BBUF<9>>; 
IF COM"PRINTFILNUM-0 THEN FILE"ERROR 
ELSE LOCAL'FILE :• TRUE; 
END; 

SUBROUTINE PRINT'LINE; << STRIP CONTROLS AND PRINT >> 
BEGIN 
aBUFCHAR :• •BBUF; 
WHILE LINECHAR<>CR DO 

IF LINECHAR-ESC THEN « ESCAPE SEQUENCE » 
IF "Sc"<•INTEGER<LINECHAR<1>><•"*" THEN 

DD aLINECHAR := QLINECHAR<1> 
UNTIL •a11 <•INTEGER<LINECHAR<-1>><=•z 0 OR 

LINECHAR•CR 
ELSE aLINECHAR := aLINECHAR<2> 

ELSE 
IF L:i:NECHAR<" " THEN aLINECHAR : • aLINECHAR <1 > 
ELSE 

BEGIN 
MOVE BUFCHAR :• LINECHAR,<1>,1; 
QLINECHAR :• TOS; 
aBUFCHAR :• TIJS; 
END; 

QLINECHAR := QLINECHAR<1>; 
LEN := LOGICAL<QBUFCHAR>-LOSICAL<QBBUF>; 
FWRITE<COM'PRINTFILNUM, BUF, -LEN, Y.40>; 
IF <> THEN FILE"ERROR; 
END; 

« SKIP CR » 



SUBROUTINE END'FILE; 
BEGIN 
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FWRITE<COM'PRINTFILNUM, BUF, O, PASECTL>; << DD PASECTL >> 
IF <> THEN FILE'ERROR; 
IF LOCAL'FILE THEN « CLOSE IF OPENED HERE >> 

BEGIN 
FCLOSE<COM'PRINTFILNUM, O, O>; 
COM'PRINTFILNUM := O; 
END; 

END; 

« 
HERE IS THE MAIN LOGIC OF VPRINTSCREEN 

>> 

IF COM'STATUS<>O THEN RETURN; « 

START' FILE; « OPEN 
IF COM'STATUS<>O THEN RETURN; 
READ' SCREEN; « READ 
IF COM' STATUS< >O THEN RETURN; 

@LINECHAR := @BBUF; 

JUST LIKE VPLUS 

COM'PRINTFILNUM 

SCREEN CONTENTS 

DD PRINT'LINE << CLEAN AND PRINT LINES 
UNTIL COM'STATUS<>O OR LINECHAR=RS; 

» 

» 

» 

» 

END' FILE; 
END; 

<< CLOSE FILE IF OPENED HERE >> 



Making The Most 
Out Of 

Self-paced Training For Office Software 

by 
Simon Cintz 

Information Networks Divison 
Hewlett-Packard 

Training people in the use of off ice software is one of 
the major stumbling blocks to successful office 
automation. This paper discusses how self-paced 
training, which is available for many Hewlett-Packard 
office· software products, can help solve this problem. 

Benefits and Costs of Training 

Training for office automation has become a major concern 
for.many companies that use computers in the office. If 
people are trained to make effective use of hardware and 
software, they can dramatically increase their 
contribution to their company's success. 

The solution to this problem is also well known 

* MORE TRAINING 

* BETTER TRAINING 

Most people will agree that more and better training 
means more successful people and therefore a more 
successful company. So - why aren't companies solving 
the proble:n? There are two reasons: 

1. TRAINING TAKES RESOURCES. Training must 
compete with other company needs for necessary 
resources. Put simply, training often ranks 
last on a company's list of priorities. 

2. TRAINING PROGRAMS ARE POORLY PLANNED. The 
resources available for training are often 
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misused and therefore produce ineffective 
training programs that don't deliver results. 

These two problems are often related. Poorly planned 
training programs often cost the most money. I believe 
that good training is also efficient training and 
therefore costs less. 

The Solutions - PLANNING and SELF-PACED TRAINING 

Since few of ris have complete control over the resources 
our companies will devote to training, we have only one 
workable alternative -- make sure that the training 
program we do have is the best that our available money 
can buy. 

This is a planning of resources problem. If you are 
going to have successful training that's cost effective, 
you must PLAN your training program. If you are 
unwilling to spend the time to properly plan your office 
automation training program, you won't. solve the problem 
-- it'll get worse. 

Self-paced training that is currently available for HP 
office software products can be your ally in planning a 
successful program. HP has a number of self-paced 
training materials that are targeted at of.rice personnel. 
Making effective use of professionally developed and 
already available training will give you the most for 
your training dollar. 

The remainder of this paper will discuss how to PLAN your 
training'program and make the best use of SELF-PACED 
materials available from HP. 

The Basic Steps 

First, let's outline the basic steps to properly plari 
your office software training program. We'll then 
discuss how to accompli.&11 each step, with an emphasis on 
making the most of the self-paced materials that are 
available from Aewlett-Packard. 

1. Identify departmental training needs. 

2. Identify audience learning needs. 
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3. Set departmental training goals/objectives. 

4. Identify resources available for training. 

5. Outline the training program. 

6. Choose appropriate presentation modes. 

7. Implement the program. 

8. Evaluate and revise the program. 

STEP #1 -- Identify departmental training needs 

What does your department need to do with office software 
in order to be successful? 

The answer to this question is usually -- "IT DEPENDS". 

Find out what IT depends on. Usually, different people 
need different skills. Be specific - identify what 
different people need. 

For example, if your office has the HPEASYCHART graphics 
package, find out who uses it and who needs to use it. 
You may find that managerial personnel need the package 
to get a quick look at how certain data may be best 
presented. They are not interested in learning how to 
operate the plotter to produce charts. They don't want 
to know about paper pens and transparency pens. On the 
other hand, clerical personnel may need to know this 
information so that they can successfully produce a good 
looking transparency for their boss's presentation. 

In identifying your department's training needs, you or 
someone you designate must become familiar with the 
office software product for which training is needed. 
Don't depend completely on current users to know the 
important product features. Many times current users 
don't know the range of product features because they 
have never received training on it. Don't let the blind 
lead the blind. Have someone take the time to find out 
how the product features best fit into your department's 
work environment. If you need help with this task, 
consider using the consulting·services that 
Hewlett-Packard can provide. 

Be thorough in identifying your departmental needs 
regarding a software product. A training program that 
starts out with the idea that everyone needs. to know 
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everything about a product is doomed to failure. 
Trainees will find it a waste of their time. You will 
find it a waste of your limited resources. 

STEP #2 -- Identify audience learning needs 

This is a crucial step and is often overlooked. We don't 
train wordprocessors - we train PEOPLE who do 
wordprocessing. People have needs in a training program. 
If you don't address the human aspect of training, you 
will find it much harder to get the desired results. 

There are three major training audiences in office 
automation: 

* PROFESSIONAL - These are the technical business 
experts. They depend on office 
software to analyze and represent 
information. 

* MANAGERIAL - These are the decision makers and 
supervisors. They depend on a.ccurate 
information and good communications. 

* CLERICAL - These are the people that handle the day 
to day routine of the office. They're 
efficiency, or lack thereof, greatly 
impacts office productivity. 

These may not be distinct groups and an individual may 
fall into more than one of these classes. 

These audiences have many similarities and differences in 
their training needs. Here are some of the more 
important similarities and differences that you may find. 

Similarities 

1. Most office people are uncomfort,ble with 
computers at first. BUT "uncomfortable" is 
often just a synonym for "untrained". Good 
training will solve most of this problem. 

2. Most office people don't understand computer 
jargon. Saying a "file is out on disc" is 
meaningless to someone who doesn't know what a 
file is or what a disk is. 
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3. Most people need guidance and structure when 
learning a new skill. If left to their own 
devices in learning a new tool with which they 
feel uncomfortable, many people will be 
unsuccessful, regardless of how intelligent 
they may be. 

4. Most people like to be recognized and rewarded 
for their accomplishments. Sometimes these 
rewards are intrinsic ("I'm doing a better 
job.") and sometimes these rewards are 
extrinsic (increased salary or status). Your 
training program should help people achieve the 
rewards they desire, whether intrinsic or 
extrinsic. 

Differences 

1. Managers and professionals are more likely to 
consider the terminal k.eyboard a problem. Some 
of them don't "type". 

2. If learning takes place in a group setting, 
people usually like to be with their peers. 
When one learns, one usually makes mistakes. 
Socially, we are better able to deal with our 
imperfections amidst those of our own social 
standing. A mistake seems more "foolish" if it 
is observed by those of higher or lower status 
than the person making the mistake. Avoid 
mixing your audiences in group learning 
situations. There are no hard and fast rules 
in this area and it all depends on the 
individual people you are training. 

STEP #3 -- Set departmental training goals/objectives 

Once you know what your department arid audience need, you 
can set realistic training goals and objectives relative 
to the software. 

The objectives should be departmently oriented. For 
example, 

"All new department secretaries will begin an HPMAIL 
training program within their first week of 
employment." 
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"All department p-er.sonnel will be atile t.o send and 
receive simple messages using HPMAIL." 

"Each sectretary will know how to use the 'designate' 
function in HPMAIL to manage their boss's HPMAIL 
coli'respondence." 

Naturally, objectives should be specific, observable, and 
measurable. 

Once you've got your objectives togeth.er you need to make 
sure that you have agreement from the people in your 
department that the objectives are indeed appropriate. 
Make sure you have the right objectives for your work 
environment and your audience. It's a waste to have a 
good training program that teaches the wrong things to 
the wrong people. Don't make this mistake. 

STEP #4 -- Identify resourses available fo.r training 
----------------------------------~-----------------

Now that you know what you want to accomplish, you need 
to find out what resources are available to accomplish 
the task. Res<>urces can be obtained internally or 
externally. 

Internal resouces include: 

** People. - instructors, mentors, managers, course 
. developers, etc. 

** Money - to hire consults, instructors, purchase 
materials, etc. 

** Equipment - terminals, cpu time, account space, 
audio-visual materials, ·classrooms, 
etc. 

** Time - How much time can people spend in training? 
How much time can you spend designing your 
training program? 

Since individual internal resources vary considerably, it 
would not be fruitful to discuss their use in detail in. 
this paper .. It's enough to say that you should try to 
get as much as you can and.use it wisely. 

The major external resource you have is Hewlett-Packard. 
HP provides some the of the best self-paced training 
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materials and office support services in the industry 
today. 

Some of these materials are free with the purchase of the 
software product. Others can be purchased for a few 
dollars (tutorial manuals) or a few hundred dollars 
(self-paced training programs). 

In addition to self-paced materials, HP also provides 
classroom courses and consulting services that are 
designed to help you build a better training program. 

Let's take a closer look at some of the resources that HP 
can provide. If managed properly, they can become the 
key to a good office· training program. 

** On-line Interactive Training - this is the least 
expensive and one of the most effective training 
tools that HP provides. Some of HP's office 
products automatically come with this training. 
For these products, there is no need to purchase 
separate training materials and everyone who has 
access to a terminal has access to the training. 
You don't need a separate copy for each itudent. 

** Tutorial Manuals - these are also low cost items 
and very effective if used in a structured 
environment. They take the user through the 
basic features of a product. 

** Reference Manuals - these can be used as part of a 
training program, but generally do not make good 
training materials in themselves. 

** Self-paced Training Packages - These are complete 
training programs that usually cost a few hundred 
dollars each. Don't feel restricted by the word 
"Self-Paced" -- many of these materials are ideal 
for use in more structured classroom or tutorial 
settings. 

** Classroom Course (offsite) - HP offers classes at 
its offices around the world. Classes for office 
software users are designed to be taken by 
non-technical people. Often these classes are a 
good way to train those people who will become 
your lead office trainers. 

** Classroom Course (on-site) - HP will provide an 
instructor and materials for classes given at 
your location. This is a good way to train a 
large number of key people without incurring 
large travel related expenses. 
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** Consulting - HP has a worldwide support 
organization that can provide individual 
consulting and instruction to your company. 
These people can help you design your training 
program and train key people who can then train 
others. 

Not all of these resources are available for all HP 
office software products. Ask your HP sales 
representative what is available for the particular 
office software products in which you are interested. 

STEP #5 -- Outline the training program 

If you've completed the previous steps, you should be in 
a good position to outline a training program. 

Training programs vary as widely in scope as do the 
companies that use office software~ Some programs 
involve the training of hundreds of people on many 
different aspects of office software. Others are 
targeted at a few individuals who use one or two office 
products. 

I will not attempt to discuss this great variety of 
possibilities. Instead, I will focus on those programs 
that make use of the self-paced materials that are 
available from Hewlett-Packard. These materials have 
application in a wide variety of situations and can be 
used by companies large and small. 

Use the following steps in outlining your training. 

1. Lay out the pieces. You now know: 

* Departmental Training Needs 

* Audience Training Needs 

* Departmental Goals/Objectives 

* Available Resources - Internal and External 

2. Take a close look at the self-paced materials that 
are available for the products on which you wish 
to train. Better yP.t, take the training yourself 
and experience it first hand. 
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You will find that the training is professionally 
developed and covers the most commonly used 
product features. You'll get a feeling for how 
long it takes to do the training and what, if any, 
supplementary materials are necessary for your 
particular department. 

Look at the .training from the perspective of your 
departmental goals and objectives. 

3. If you have a large audience, segment it. 
Different people need different training. Here 
are the more common audience divisions: 

* managerial, professional, clerical 

* some experience with computers vs. no 
experience 

* new employees vs. existing employees 

* users of one software product vs. another 

Ask yourself who needs what portions of. the 
self-paced training. 

4. Look at the training across software products. 
Every user, regardless of product, may need a 
simple introduction to the HP3000 computer. 
Identify those areas of overlap and 
differentiation. 

5. Look at the training across time. Don't try to 
teach everything to everyone at once. A person 
needs time to assimilate new information and new 
skills. Some skills need to be taught 
immediately, others can wait or be provided on an 
as needed basis. 

6. Take another look at the self-paced training that 
is available and organize it into an outline that 
addresses the following questions: 

A. Who will be trained? -- Which job 
categories will require the training? 

B. What will they learn? -- What topics 
(skills) will be taught? 
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C. How will they learn it? -- Which modules 
of the self-paced materials will be used 
to teach what? What materials, if any, 
do you need to develop on your own? 

D. In what order will they learn it? -- What 
skills are most important? Which of 
these need to precede the learning of 
other skills? 

E. When will they learn it? -- What is the 
training time line? 

Your outline is complete once you have mapped out how the 
self-paced materials will be used in your training 
program. An example of a hypothetical training outline 
for HPMAIL is given in Attachment A at the end of this 
paper. 

6. STEP #6 - Choose appropriate presentation modes 

You now have an outline of the training program. All the 
pieces are identified and fit into your department's 
goals and objectives. Now you have to decide the best 
way to deliver the training to your staff. This aspect 
is dependent on the internal resources that are available 
and, of course, your needs. 

There are three major presentat.ion modes for implementing 
self-paced training programs: 

1. Unmonitored Individual Learning - The student is 
given the materials and told to learn them on his 
or her own. No supervision is provided. 

This approach is unlikely to be successful with 
very many people. Most individuals who are 
handed a set of materials to learn see this as a 
secondary task to their other job 
responsibilities. Most of them will find it 
difficult to .. tart, much less complete, a 
training program that provides no guidance or 
allocates no time specifically for training. 

2. Monitored Individual Learning - The student is 
given the materials along with a written program 
that specifies what is to be done and when it is 
to be done. A person is assigned to track the 

9 - 1 0 



students progress. An experienced user of the 
software is available to answer questions. Test 
materials may or may not be used. 

This approach requires more planning than the 
unmonitored approach, but is much more likely to 
succeed. The student knows what is expected and 
when it is expected. An experienced user 
(mentor) is available to help with problems. 
Someone is responsible for tracking progress 
(training supervisor). 

Test materials at the end of each unit are 
desirable but not necessary.· Tests can be easily 
replaced by "do-ables" -- skills that can be 
demonstrated by some use of the software. For 
example, after a student has completed the 
distribution list section of the HPMAIL training, 
he or she may be asked to send a short message 
using a distribution list. A copy of the message 
can be sent to the person who is responsible for 
monitoring the training program. 

This plan usually requires that you develop a 
short guide or checklist that directs the student 
through the appropriate materials at the 
appropriate time. 

3. Small Group Tutorial - Students come to a "class" to 
use the self-paced materials. An instructor is 
present to direct th~ use of the materials, 
answer questions, teach, and evaluate progress. 

This is an excellent way to use the self-paced 
materials if you have the necessary resources. 
This method usually requires that someone be an 
instructor during each training session. It also 
requires that a small instructional area be set 
up with the necessary terminals and copies of the 
self-paced materials. 

Choose the implemenation mode that is best suited to your 
needs and resources. Mix modes if desired. A training 
program can start out as "Small Group Tutorial" and 
finish up as "Unmonitored Individual Learning". 

Take another look at the various support services that 
Hewlett-Packard provides. If you need to train specific 
key instructors or mentors you may wish use HP classes or 
consulting. 
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A hypothetical example of a training guide for HPMAIL is 
provided in Attachment B at the end of this paper. It 
demonstrates the "Monitored Individual Learning" 
approach. 

STEP #7 - Implement the program 

The next step is to implement your training program. I 
will not discuss this aspect because it varies depending 
on the pro~ram, its size, the company, and the people you 
are working with. The important thing to remember is 
that all the key elements of your program must come 
together at the right time and place - funds, materials, 
equipment, management support, instructors, mentors, 
etc .. 

STEP #8 - Evaluate and revise the program 

Once your program is operating you need to begin 
evaluating its success. Program evaluation should be 
done relative to the goals and objectives that you first 
set out. If the objectives are specific, observable, and 
measureable, you should be able to determine the success 
of your program. 

It's unlikely that your training program will be 100% 
successful from its first day. Evaluation of your 
program relative to your objectives will help you 
identify those procedures that are in need of revision. 

Advantages 

You will find that using the previously described method 
for developing your training program has the following 
advantages: 

1. Your program is designed around professionally 
developed, high quality training materials. 

2. Your program is truly suited for your department's 
needs. 

3. You've lowered costs by using already available 
materials. 
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4. You've increased people's job satisfaction because 
you have made it possible for them to be successful 
with new tools. 

5. Your department is more successful because your 
people are making the most out of hardware and 
software that is designed to improve their 
productivity. 

Some DOs and DON'Ts 

Keep the following list of DOs and DON'Ts in mind while 
planning and implementing your training program. 

* DO tell people why learning a new tool will help 
them be more successful in their jobs. Sell 
your trainees on the importance of the product 
and of the training before they begin learning. 

* DO get management support and commitment for your 
training program. Management can help by 
providing trainees with the positive incentives 
they need to learn a new tool. 

* DO use successful peers as role models for new 
trainees. Success can be contagious if the 
trainees have contact with the right people. 

* DO provide on-going technical support after the 
training program is finished. Trainees need an 
on-going commitment to their success. 

* DO allow people time to take the training. Allocate 
the necessary time for the trainee to do the 
training without interruptions from his or her 
normal work activities. 

* DON'T rush the trainees by trying to do too much in 
too little time. It is better to do a few 
things well and slowly than to do everything 
too fast and poorly. 

* DON'T be too quick to blame your trainees for a less 
than successful program. If your program is 
having problems, review the program throughly. 
Blaming the trainees is not the solution. 
Change what you can; change the program. 
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A final word 

Office personnel have recently received much "bad press" 
regarding office automation. Many times the 
slower-than-desired pace of office automation is blamed 
on people who are "slaves to old ways" and "afraid of the 
computer". 

I believe this is a great overstatement of blame. It is 
true that people are slow to change but is also true that 
people are very accepting of change if it is perceived as 
BENEFICIAL and ACHIEVABLE. Much of the blame for the 
slow pace toward office automation falls on the shoulders 
of those who fail to provide proper training, or worse 
yet, no training at all. 

Most people need assistance in learning new skills. 
failure to get people to use the computer as a tool 
often because we focus so much on the machine that 
forget the person using the machine. People need 
training. They need good training. It is our 
responsibility to make sure we provide this vehicle 
their success. 

Our 
is 

we 

for 
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Attachment A 

HYPOTHETICAL TRAINING OUTLINE FOR HPMAIL 
**************************************** 

Audience: Clerical 

Necessary Materials: * HPMAIL Interactive Training 
(on-line) 

* HPMAIL Reference Guide 
(booklet) 

Prerequistes: * Simple familarity with the HP3000 
(The Guided Tour - Module 1) 

* Simple familarity with the terminal 
(The Guided Tour - Module 1) 

PHASE I - Introduction 

(approximate time: 2 hours) 

Topic: What is HPMAIL and why is it important in 
this company. 

Materials: None. Experienced user discusses HPMAIL 
with trainee and gives short demo. 

Topic: Sending and Receiving Simple Messages 

Materials: Module 1 of HPMAIL Interactive Training 

Topic: Setting Passwords 

Materials: Module 5 of HPMAIL Interactive Training 

Topic: Using Distribution List Functions 

Materials: Module 2 of HPMAIL Interactive Training 
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PHASE II - Editing and Filing Documents 

(To be done one or two weeks after PHASE I 
is completed. Approx. Time: 1 hour.) 

Topic: Editing Text Documents 

Materials: Module 4 of HPMAIL Interactive Training 
(If already familiar with terminal 
editing keys, only Lesson 2 of this 
module is necessary.) 

Topic: Filing Documents 

Materials: Module 3 of HPMAIL Interactive Training 

PHASE III - Tracking and Copying Documents 

(To be done one to two weeks after PHASE II 
is completed. Approx. Time: 1 hour.) 

Topic: Tracking Documents 

Materials: Module 9 of HPMAIL Interactive Training 

Topic: Copying Documents 

Materials: Lessons 1 and 2 of Module 7 of HPMAIL 
Interactive Training 

PHASE IV (optional) - Advanced Functions 

(These topics can be done on an as needed basis.) 

Topic: Handling MPE files 

Materials: Lesson 3 of Module 7 of HPMAIL 
Interactive Training 

Topic: Sending Packages 

Materials: Lesson 4 of Module 7 of HPMAIL 
Interactive Training 

Topic: Autoanswer and Autoforward Functions 

Materials: Section 8 of HPMAIL Reference 
Guide 
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Attachment B 

The following is an hypothetical training guide for PHASE 
I of the previously outlined HPMAIL training program. 
The audience is clerical personnel and t.he mode of 
presentation is "Monitored Individual Instruction". 

HPMAIL Training Guide 
PHASE I 

************************* 

Ext: 

Department:~~~~~- Supervisor:~~~~~~~~-

Is Trainee registered as a HPMAIL user?~~~-

Have prerequistes been completed? 

Date Phase I training started:~~~~~~~ 

Date Phase I completed:~~~~~~-

If you have questions about the training, call:~~~ 
(Training Supervisor) 

If you have questions about using HPMAIL, call:~~~ 
(HPMAIL mentor) 

The following is a tr~ining guide for learning HPMAIL 
which is our office's electronic mail system .. There are 
four phases to the training program: 

1. Introduction (approx. 2 hours) 

2. Editing and Filing Documents (approx. 1 hour) 

3. Tracking and Copying Documents (approx. 1 hour) 

4. Advanced Functions (optional) 

This guide will take you through the first phase of the 
program - the Introduction. Please follow and complete 
each step as directed. 

v/ Check off each item as you complete it. 
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STEP #1 (10 - 15 minutes) 

Go see your HPMAIL mentor for a brief 
introduction to HPMAIL. He/she will show 
you how to run the Interactive Training. 

Write down the command for running the 
training:~~~~~~~~~~~~~~~~ 

STEP #2 (30 - 40 minutes) 

Run the training at your terminal. 
Do lesson 1 in module 1. 

Exit the training program. 

Sign-on to HPMAIL using your own 
name and read the message(s) you have. 

Exit the HPMAIL program. 

(If you have problems, call your HPMAIL 
mentor for help.) 

STEP #3 (30 - 40 minutes) 

Run the training again. Do lesson 2 
in module 1. 

Read the Summary in module 1. Get a 
paper copy of the Summarry at the printer. 

Exit the training program. 

Sign-on to HPMAIL and send your Training 
Supervisor a short messsage. 

Print a copy of one of your IN TRAY messages 
and attach it to this training gui~e. 

Exit the HPMAIL program. 
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STEP #4 (5 - 10 minutes) 

Run the training again. Do module 5. 

Exit the training program. 

Sign-on to HPMAIL and set up a password 
for your mail. IMPORTANT - Don't forget 
your pass.,·.rord ! ! ! 

Exie cne H?MAIL program. 

Sign-on to\HPMAIL again. You'll be asked 
for your password. 

Exit the HPMAIL program. 

STEP #5 (20 - 30 minutes) 

STEP #6 

Run the training again. Do all of 
module 2. 

Exit the training program. 

Sign-on to HPMAIL. 

Set up a short distribution list, include 
your Training Supervisor on it. 

Send a short message to this new 
distribution list. 

Exit the HPMAIL program. 

Call up your.HPMAIL mentor and ask 
him/her what distribution lists 
are used in the company. 

You have now completed PHASE I of your 
HPMAIL training. 

Take this completed guide to your 
Training Supervisor. 
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Security issues: How secure is YOUR system? 
Doug Claar, programmer analyst 

Hewlett Packard, Computer Systems Div. 

1 0 - 1 

Many new computer users implicitly expect that the 
computer which they are using is private and secure. System 
managers understand that this is a fallacious assumption, as· 
they are able to access everything on the system. What system 
managers often do not understand is that they are not always 
the only ones with access to the entire system. Unless a 
system manager consistently stays on top of system security, 
that security quickly evaporates, but if typical security 
breaching techniques are known and understood, appropriate 
steps can be taken to foil takeover attempts and restore 
secure status to the system. It is essential, then, to first 
understand what a system invader has to go through in order 
to take over a system to be able to effectively combat 
security violations. Reformed burglars are said to make the 
best security experts, and the same might be expected of 
computer security experts: those who have broken into systems 
are best able to specify the countermeasures that would have 
worked against them. 

Before discussing some typical security breaching 
techniques, a disclaimer is in order: neither the author nor 
Hewlett Packard (especially Hewlett Packard!) condone 
unauthorized access of computer systems or of any data 
thereon. The breakin techniques are described strictly in 
order to discuss the appropriate counter-measures. 

To better understand the techniques described later, it 
is helpful to present the EDP environment in the Computer 
Systems (CSY) R&D lab: Although the attitude is perhaps not 
universal throughout Hewlett Packard, in the Computer Systems 
(CSY) R&D area everyone is encouraged to utilize the 
computers as much as possible. Employees using tile 3000 
(even for personal projects) inevitably benefit the company. 
People are allowed use the 3000 (to write papers, do homework 
or whatever) on their own time, and are encouraged to look 
for ways to use it on the job. HP benefits from more 
sophisticated users, and from the programs written by those 
users. It is a natural outgrowth of this attitude to not have 
strict security, but as more sensitive information makes its 
way onto the lab 3000s, this attitude is changing. 
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A 3000 can be as secure or as insecure as it's 
management desires. In the past it was argued that lab 
systems should be low in security, since the machines were 
strictly R&D--no accounting, payroll, or management 
functions. It is only recently that the realization has 
begun to dawn that security is as important for us as it is 
for our customers. The iristallation of about fifty dial-in 
lines has been the impetus for tightening security on the R&D 
timeshare machines. In addition, as CSY' s computer literacy 
push bears fruit, more people are using the systems for m.e~e 
sensitive data. As an example, several secretaries are 
beginning to type employee evaluations on the system. EDP 
has assumed the responsibility of providing the greater 
degree of security that such users require and expect afid of 
educating them about any requirements placed on them for 
security of their data. The job is not nearly complete 
(especially in the area of user re-education), but work is 
progressing steadily on providing a secure environment for 
all users. 

Although most lab systems have traditionally had 10w 
security, there have always been one or two secure labs 
systems: those whose system manager or other responsible 
person was individually concerned with security. The system 
managers on these systems have made it their job to try to 
get past each other's security schemes, and most of the 
techniques covered come from that source. Today, their 
solutions are finally beginning to be put into use lab-wide. 

Security solutions must deal with the question of what 
system security is. From the .unauthorized user's point of 
view, s:r.stem security is "what is in the way". To get around 
security, this user must accomplish three key objectives, 
which are to get onto the system, to work into a position of 
power, and finally, to leave the pieces in place to 
facilitate repeated re-entry. From the System Manager's point 
of view, .security must consist of making each of .these 
objectives as difficult as possible to attain. Let's look at 
some techniques for achieving the unauthorized user's 
objectives, and then at ways to block these techniques. 

The first requirement for getting "into" a system is to 
get "onto" it. There are several potential weak spots, with 
perhaps the most obvious being facility, company or MPE 
common user IDs; For example, at CSY, almost every system 
has, in addition to standard MPE IDs, a DS user ID (for DSing 
through to i...nother system), an I/0 utility ID (for 
transferring spool files to a system with an EPOC on it), and 
an electronic mail ID (for remote HPMAIL users) . It is 
likely that many if not most computing centers also have some 
type of common user ID--perhaps even for demonstrations. 
Although these accounts may not have any special abilities, 
they provide a foothold (or beach-head) from which to launch 
an assault. 



l 0 - 3 

A second potential weak spot is user IDs from adjacent 
systems, especially if those systems are DSed to the target 
system. Often, legitimate users will have the same user IDs 
and passwords on adjoining systems for their own convenience. 
Assuming the user's ID and password can be discovered on one 
system, the adjacent system can also be penetrated. 

Should both of the aforementioned methods prove 
fruitless, there are still other techniques available· to the 
determined intruder. One time-honored technique is to look 
for user IDs among discarded listings or at unattended 
terminals. An example of this is when one of the college 
students we hired for the summer came back the following 
summer and found all his capabilities gone and his terminal 
hooked tp one of the more secure lab 3000s. After challenging 
him to get back the capabilities, I was called away from my 
desk. While I was gone, he simply walked over and upped his 
capabilities from my terminal. The moral is: people are tne 
weakest link in any security scheme. User carelessness must 
be combatted by education as well as top level techniques. 
Users, especially those who require special capabilities, 
must be convinced that leaving terminals logged on is like 
leaving a car running, and should be accompanied by close 
supervision. (If connect time is billed, this point is 
probably easier to make). 

Because any user must first get onto the system in order 
to do anything, an obvious first administrative step in 
combatting unauthorized use is to limit access to only those 
who should be on the system. There are several things that 
can be done to limit access: eliminating or severely limiting 
common user IDs is a good first move. For example, the three 
.common CSY user IDs mentioned earlier can all be restricted 
so that they are able perform no other function than their 
intended one. Looking at a specific example, it can be seen 
that, in the case of the DS ID (which is intended only for 
people using DS to get to another system on which they have 
an account), that systems which are at the end of a DS line 
do not need this ID, and that those which do require it could 
limit it to DSLINE, REMOTE, ·and perhaps FILE commands. The 
limitations can be accomplished with a UDC that aliases all 
other MPE commands to either a no-op or a logoff, with 
operator and system log indentification. (If. CONSOLE logging 
is turned on, a simple TELLOP·will notify the operator and be 
recorded. in the log). 

Other common logons can be analyzed and controlled in 
the same manner: decide what the logon was designed to 
accomplish, and disallow everything else. Be aware, however, 
that some programs and subsystems, such as TDP, allow the 
user almost full MPE functionallity without. the restrictions 
of UDCs. These programs are more troublesome to control, and 
should thus be disallowed to common (transient) users 
whenever possible. In general, it is not a good idea to allow 
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any form of the run command in this' environment: In the case 
of electronic mail at CSY, having users type "HPMAIL", a UDC 
in which the break key won't work, is much simpler--and 
safer--then having them type "Run HPMAIL.HPMAit.SYS". 

MPE common users need not be a problem either, even if 
operators are not on duty at all times. At CSY, all . SYS 
users have a UDC which prevents their use from any location 
other than certain specified terminals. In addition, the 
Operator.Sys UDC disallows STORE, RESTORE and many other 
functions (including SETCATALOG!). Because engineers must be 
able to bring a system back up on the weekend (instructions 
are posted on each system), Operator.Sys has no password: its 
home group has, however, been changed to LOGON, a group 
created with virtually no capabilities. Because passwords 
tend to "leak" out, the passwords for Manager. Sys and the 
pub.sys group are changed frequently. To facilitate this, a 
program has been written that changes tne password, if any, 
contained in the first record of a group of files specified 
by the program user. Surprisingly fast, this program makes 
password changing much less traumatic and time consuming. 
(This program, named NEWPASS, will be available on the swap 
tape, but--like everything on the tape--it is not 
guaranteed). 

Assuming that an intruder has been able to log onto the 
system, their next objective is to move to a position of 
power. There is no (known) way to bypass security using only 
standard user capabilities, but that does not mean that the 
person breaking in needs higher. capabilities: only that 
someone else has "left the keys in the ignition". In fact, 
the ideal situation for the interloper is to find, or leave 
behind, a "superman" program (one that gives "super" 
capabilities) in some innocuous place, and then in the future 
only log on as a mild-mannered, common user. To plant such a 
program, .(if one can't be found) what capabilities are 
needed? Obviously, either System Manager (SM) or Privileged 
Mode (PM) would work quite nicely, but since those 
capabilities are usually guarded very well, what else might 
help? System Supervisor (OP) capability will also work, since 
a user with this capability can restore any file anywhere and 
can also dump the account structure. Account Manager is 
useful only if the account has OP (system supervisor), SM 
(system manager) or PM (privileged mode). A .sys logon is 
useful because files can be restored j,to .pub from any 
user.sys, even with only standard capabilities. By the same 
token, any user within an account can restore to any group in 
that account, allowing non-privileged users to restore a file 
to (someone else's) privileged group. Of course, the other 
user will wonder where the file came from, so it is a good 
idea eventually leave the program in a group with loads of 
files, or in pub.sys with a name like "HIOCARD2". 
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There are se~eral ways to conduct the search for power. 
The most obvious (and usually most fruitful) 'begins with a 
listf and a knowlege of what people tend to call things. It 
is amazing the number of people who will call a capability 
program "CAPS", "GETCAPS", "SM", "SUPERMAN", "PRIVS", or the 
like. In addition, people tend to identify stream jobs with 
a J or S, and since MPE requ~res the passwords be in the 
file, access to stream job files can be very "helpful" to the 
intruder.. A third group of "useful" files that tend to be 
named similiarly are UDC files, although these file names can 
often be found more directly from command. pub. sys. The key 
point is that meaningful file names can be a two-edged sword: 
both users and abusers can benefit. Programs that store user 
and account information on disk are especially dangerous: 
meaningful file names here can be disasterous if the program 
accide~tly (or purposely) leaves the files behind. For 
example, a programmer at CSY wrote a utility program that 
read the account structure from one 3000 and formatted it 
onto a stream tape so that another 3000 could have the same 
structure. The program worked fine, with one minor flaw: it 
left three files--TACCT, TUSER and TGROUP--on PUB. SYS with 
account, user and group information (including passwords) in 
them. This program made·· it all the way to Boise and ·Fort 
Collins before i.ts "feature" was realized. Taking advantage 
or. mnemonic names is simply one example of a way to get into 
a position of power. There are doubtless many others. 

System managers must of course be responsible for their 
own logon, but also ultimately much more: the entire system. 
The System Manager must administer all data pertaining to the 
system, all access paths to the system, and all capabilities 
on the system. The most critical data pertaining to the 
system can be found on the SYSDUMP tapes: a complete sysdump 
tape set is the system--in terms of everything but physical 
hardware (which plant security hopefully monitors) . Sys dump 
tapes should not be available to general public: they should 
be locked up and, if ~ file needs restoring, EDP should do 
it. 

The access paths to the system should also be controlled 
as much as possible. Although hardwired terminals may require 
monitoring, phone and DS lines are probably more of a 
concern. Analysis of these paths should include the 
identification or who uses them, and why. If, for example, a 
DS line's purpose is to allow the users 'of one system to 
access a central resource, then the DS line should be made 
one-way by elimin~ting the virtual terminals DS users need in 
order to log onto the system. If there is occasional two way 
access, then steps should be taken to insure chat 
communica,tion is limited to those who should be using the 
line. 

System logging, along with some type of data formatte1· 
to print a~propriate parts of the log, cari be used to monitor 
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those who log on to either phone or DS lines. There are 
several contributed library programs that crunch log files, 
and if those aren't suitable, the system .manager manual 
provides log file format information for do-it- yourselfers. 
(A rather inelegant but simple program used on one of the CSY 
systems will again be available on the swap tape as LISTLOGF 
(with the standard "no support" proviso). 

To control those who log on by either phone or DS lines 
requires some way of knowing what LDEV is being used. A 
popular way to do this is to set up a UDC that executes every 
time anyone logs on. This logon UDC, which should not allow 
the user to break, or to see the UDC definition, can simply 
execute a security program and log the potential user off if 
all is not kosher. Because a program has access to MPE 
intrinsics, it can determine if the user is cGming from an 
LDEV that is defined as DS or dial-up, and can then ask for a 
password, or just deny access altogether. Besides testing for 
phone or DS lines, 'the program can also test for many other 
conditions: CSY' s program also tests for Operator. Sys and 
LDEV 20 (they must occur together). Once again, this program 
(and associated UDC) will be made available on the swap tape 
as "STARTUP". 

Finally, capabilities of legitimate users of the system 
must be monitored and controlled, as those users will also 
often see how far they can get on their own system. Thus, 
after dealing with the outside world, it is time to look 
inward at protecting users from each other and themselves. 
Although this is an area in which most system managers have 
much expertise, it will not hurt to point out several things 
to watch for. If any users with privileged mode are allowed, 
they should reside in an account separate from non-privileged 
users, with user, group and account passwords. Treat 
privileged mode as if it were radioactive or highly 
explosive--it is! Remember that OP capability allows 
unlimited store, restore and sysdump capability. Also, why 
create .SYS users who can then restore into PUB.SYS? There 
has to be another place for that user to go. Be constantly on 
the lookout for new privileged mode programs, user, groups or 
accounts. Use the list of standard MPE files provided in the 
conununicator to verify which files should be in the SYS 
account. Use LISTDIR2 to verify that LISTDIR2 has not been 
released: secure it if it has. 

Two programs used at CSY to keep tabs on on privileged 
mode are included on the swap tape. Neither are 
fantastically elegant, but they both work, The first, 
LISTFPM, looks for files that require PM capability to run. 
At CSY, we stream a job, included on the swap tape as 
LISTFPM. JOB, which runs LISTFPM, lists the secure/released 
status of LISTDIR2, and runs the log file analyzer program 
(LISTLOGF). The second program; LISTUSRS, prints a formatted 
listing of pertinent user and account information, with or 
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without passwords. This program and its output are as 
dangerous as dynamite, should be handled accordingly. Don't 
leave the listing on the printer, in a spool file, or on a 
desk. Don't even throw it away without shredding--remember, 
people do look through discarded listings. If the listing is 
left unattended, even while waiting in a spooler queue, 
someone might copy it. And no one really wants the visibility 
of having to tell users that they have to change all their 
passwords because EDP blew it, or the chore of changing all 
the passwords that .EDP is responsible for. 

It takes some time and effort to ens~re a secure system, 
but thankfully, there are tools available to help do the job. 
Although no computer system can ever be one hundred percent 
secured, the steps outlined here should make the security 
fence high enough to keep the vast majority of trouble-makers 
at bay, to trip up the few that get by, and to give users the 
level of protection they want from all computers. 

(The author is interested in exchanging security ideas, 
horror stories, problems etc. with other 3000 users). 
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Technical people must learn to work on business, rather than 
technical, solutions to business problems. Because of our 
technical tunnel vision, we spend too much time and money 
developing software that does not serve the business. For 
any business· problem there is a solution that answers the 
need at the lowest possible cost and in a reasonable amount 
of time. The conscious pursuit of this solution is "global 
optimization." 

The four key ingredients for global optimization are: 1) 
work on the right problem, 2) optimize only where it helps, 
3) optimize for the lifetime cost of the project, and 4) use 
proven methods. This paper introduces each of these four 
key ingredients and expands on the first. Later papers will 
explain the others more completely. 
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Work on the Right Problem. 

Your chance or success improves dramatically when you are 
working on the right problem. You can't determine what the 
business needs most without asking the right questions or 
the right people. 

Optimize Only Where It Helps. 

This point is particularly important for programmers who 
spend a lot or time writing "efficient" code. We don't know 
where the optimization will help until we have measured the 
program performance. 

A good example of our misdirected pursuit of efficiency was 
the two-year quest to eliminate disc accesses. After reading 
Bob Green's paper on optimizing on-line systems in the 1978 
IUG Proceedings of the Denver Meeting, we inunediately sought 
out and eliminated disc accesses whereever possible. 
Minimizing disc accesses on the HP3000 became the watchword 
of "knowledgeable" programmers. Afte.r all, nobody knew 
better than Bob Green, and he had said that reducing disc 
accesses was the way to optimize your on-line programs. 

At .the 1980 IUG Orlando Meeting Bob presented a paper on 
optimizing BATCH programs. This was a bit of a surprise for 
most of us. We already knew how to optimize programs -
minimize the number of disc accesses. But Bob had actually 
run the tests and made the measurements to determine the 
actual bottleneck in batch programs. CPU utilization. Not 
disc. CPU. As one we replied, "Oh." 

Almost all of the time that we had spent trimming disc 
-accesses in our batch programs for the last two years had 
been wasted.. It may· have helped a little bit, but certainly 
not enough to pay ror all of our effort. Bob had not leQ us 
wrong. Beginning with the title or the first paper, all the 
way through with qualifications and caveats, he told exactly 
what he meant. exactly what he had measured. But we thought 
we knew much more than he had told us. 

We spent a lot of time "optimizing" batch programs without 
any benefit to our employers or customers. 

Optimize :or the Lifetime Cost of the System. 

HP terminals. How many or us purchased Brand 'X' terminals 
because HP terminals are too expensive? How many of us wrote 
our own screen handlers because VIEW-V/3000-VPLUS was 
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"inefficient" or because the terminals are te>o expensive? We 
forget that over the long haul our real investment is in 
software. HP knows that. Their commitment to p~eserving 
software compatibility is one of the cest reasens for 
choosing them as hardware suppliers. 

So we buy cheap terminals and write our ow.n screen handle!-'. 
Later one of our system level tricks catches up to us, and 
we can't use our screen handler with the new operating 
system. So we have to plough into the old programs to find 
out l:!.ow the screen handler works. The author, e£ course, is 
long gone. Since he was concerned. with efficie-ncy, includiil!lg 
such things as disc space, his program doesn't have SPL 
statements on separate lines. The screen handler is, in 
effect, one long string. 

By the time that this system is retired, measur&d at the emd 
of several years, those $800 terminals have cest us abolltt 
$_6000 each. 

Use Proven Methods. 

Look around you. Somewhere someone is doing a good job. 
Maybe not in your city, but just mayce in yeu:r state. Whel'l 
you find that person, DO IT THE WAY HE DOES IT_. Whoever you 
find, however he makes it all w~rk, don't waste any time 
getting in line to follow the leader. 

If he writes exclusively in RPG, b111.t he is getting through 
40,000 transactions a day on his Series III with 256K of 
memory using 40 VIEW terminals, do it his way. Until you 
find someone who does it better, or yeu ca.n PROVE that you 
have developed a better way. 

We can't just rest on our current techt'lical skills or 
protect our ego or vent our biases. Our job is to get 
results. To get the results in a reasonable time at a 
reasonable cost. 

WORK ON THE RIGHT PROBLEM 

There are two inunediate impediments te working on the right 
problem. First, the users don't know what they want. This 
shouldn't be a surprise to anyone, and it not really a joke. 
They don't know what they want largely because they don't 
know what is available. In many respects WE don't know what 
is available either. 
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Our job is not always easy. It. is scarey picking out $60, 000 
worth of terminals, realizing that, unless you've been 
talking to the right guy in the HP labs, your terminals may 
be "obsolete" in six months. But by considering the 
acquisition as a business decision, some of this anxiety can 
be relieved. 

Remember the guy who puts off buying a computer because, "I 
can get it cheaper next year." Somewhere along the line, he 
has to buy, or he will never get the benefits of having a 
computer. At some point, regardless of possible future price 
reductions, it will pay him handsomely to buy the computer 
now, just to get today's job done. 

While he is waiting for the best possible price/performance 
on the hardware, his real problem goes begging. His business 
suffers. 

Our job is to work with the users to make the right business 
decision, taking into account the urgency of the need, the 
effectiveness of existing systems, the suitability of 
existing hardware and software, cost, and our ability to put 
together all of the pieces. 

The users don't know what they want. What is worse, though, 
is that they THINK they know what they want. How many times 
have you sat down with a user, and his opening remark is 
something like, "I want you to develop an order entry system 
for me." And you say, saluting as you leave, "Yes, sir!" You 
march back into the cubicles, and six months later you 
return with his brand, spanking new order entry system. Have 
you solved his problem? Do yoµ even know what his problem 
is? All you have done is give him the solution that he asked 
for. 

Computer programmers are, by nature, problem solvers. Most 
of us are eager to please, though many of us are ~ured of 
that after a few years. But when we start out we are eager 
to please, and we really work at what we are asked to do. We 
should learn to ask, "Why? Just what is it you expect to 
accomplish with this order entry system?" And thereby hangs 
a tale. 

True Confessions. 

We once had a customer. We were their third software 
supplier in about two years. On our first visit, they told 
us, "We want you to write an order entry system for us." We 
spent the rest of the meeting talking about how to do it. 
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After six months of design, programming, and meetings, we 
were ready with the order entry system that met all of ·their 
requirements. But when they saw it run, they said, "It 
doesn't look right, and anyway, we've changed our minds 
about a few things." 

So we went back and wrote another order entry system. When 
we brought that one up, they said, "Gee, that's just what we 
asked for, but, you understand, our inside salesmen don't 
really like working with computers, so ... " 

Finally we asked the magic question, "Why? Just what is it 
you expect to accomplish with this order entry system?" And 
they said,- "We need to get our invoices out faster. From the 
time that our goods leave the dock, it takes us three weeks 
to get out an invoice. The money we borrow to cover that 
period costs us about $250,000 a year in interest. Frankly, 
we'd rather have that $250,000 than pay it to the bank." 

Well, that put an entirely different complexion on things. 
They already had an inventory system. Within the inventory 
system they were already collecting 60-70% of the 
information needed to write invoices. All they REALLY needed 
was a back-end to the inventory system to put in the 
remaining 30-40% of the information needed for invoicing. 
That is a very, very different job from writing an order 
entry system. 

Our customer had heard that one benefit of an order entry 
system was that it printed invoices quickly, as soon as the 
goods were shipped. He wanted his invoices quickly, so order 
entry must be the ticket. He had given us the solution 
rather than the problem. He thought he knew what he wanted. 

But his only serious mistake was relying on us. We were the 
ones who failed. It is our responsibility to find out what 
the real problem is. The user knows what it is, and the only 
way to get it out of him is to ask tQe right questions. He 
cannot possibly know how to express his needs in 
computer/technical terms. But if we ask the right kind of 
questions, he will tell us exactly what he needs and how 
much it is worth. 

The Fast Track. 

You get some very nice benefits from asking the right 
questions. Imagine the reaction the first time you sit down 
with one of the vice presidents and ask him, "Just what is 
the return you expect from this system? What is the net 
present value of the savings from this system? Given the 
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risk, is it worth the investment?" Suddenly you're on the 
fast track. You'll be a manager in two months. You're 
talking business to him, and he understands you. 

Be careful; don't go too far. When you're really rolling 
with questions on rate of return and cost/benefit analysis, 
a:nd you ask, "Is it important to make a profit in this 
business?" you'll find yourself with a different set or 
duties entirely. 

Remember also that in almost all businesses data processing 
is a cost center. You're part of the overhead. Users want to 
get their work done. Business things, like payroll, 
inventory, payables and receivables. They aren't in the 

·structured progranuning business or the data base business or 
the block mode business or the COBOL business.·. They don't 
care about subroutines or USL's. They just want their stuff 
to work. The sooner, the better.· But it better work. 

In order to give them what they really want, though, we have 
to translate their needs and wants into structured·COBOL 
programs that use the data base and the block mode screen 
handler. We write subroutines and PREP USL's to get the 
final result. 

To make a good translation, we have to ask the right 
questions. 

Look Beyond the Computer. 

Working on the right problem often means NOT using the 
computer .. Figure 1 reveals a very common mistake: working 
on a computer solution for which there is no corresponding 
business problem. We may be learning a lot about the 
internals of MPE, or we may be learning just how to get past 
the snake, but these "computer solutions" may-not be paying 
off for the business. 

Looking beyond the computer doesn't mean trying to solve 
every problem with 3-by-5 cards and ledger books. It does 
mean keeping your sights set on the business problem. 

Take the terminal selection problem.· Who gets assigned to 
select terminals? The guy who wrote the screen handler? 
After all, r~'s the one who knows the most about terminals. 
But is this really a technical decision? What you need to 
look at is the cost, from the time this project begins until 
the time it is replaced, all through its life. How much does 
it cost? · 
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Whatever the problem that data processing is called on to 
solve, selection of terminals, developing a new system, 
buying any software or hardware, we must address ourselve to 
the underlying business needs to find the best solution. 

Down time, software, support, obsolescence, money, 
opportunity, efficiency. How much does it cost? Convert it 
all to dollars, then compare to the cost of doing it other 
ways. These are hard questions to answer. They require 
technical information and informed technical judgement, but 
they are business questions that require business solutions. 

OPTIMIZE ONLY WHERE IT HELPS 

Programmers usually want to use the newest, fastest 
features of the hardware and software. We want to use SPL 
because it generates the most ''efficient" code on the 
HP3000. This in spite of the well-known feature that a 
program spends 90-953 of its time in only five or ten 
percent of its code. 

Until the most used 53 of the program is optimized, any 
effort spent on the rest of the code is wasted. -It does no 
good to make the rest of the program go faster when it is 
hardly ever executed. We cannot justify several days of a 
programmer's time spent to double the speed of a piece of 
code that runs for only 9 seconds a day. · 

The hard part of optimizing any program is knowing 
where the program is spending its time, finding the critical 
53. Donald Knuth is the author of the series "The Art of 
Computer Programming." He is, I believe, one of those rare 
people who can read a book or an article on a subject and 
understand it completely. The rest of us have to stub our 
toes a few times before the lesson is really brought home. 
Donald Knuth says that he cannot read a program and tell 
where it can be optimized. If he can't, then the rest of us 
mortals don't have a chance. Therefore, the only way to 
know with assurance that our efforts at optimization are 
directed at the right code is to measure the program 
performance BEFORE diving in. · There is not other way to do 
the job.right. 
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A Cautionary Tale 

Large parts of Cole & Van Sickle's PROTOS product are 
written in Cobol. We provide executable modules compiled 
using both the COBOL and COBOLII compilers. Because we want 
to maintain only one version of the source code, we did our 
string manipulation using indexes and arrays to test and 
move individual bytes. 

In one of our earlier efforts to make PROTOS more 
efficient, we replaced this string manipulation code with an 
SPL routine that uses the SCAN and MOVE instructions. On 
typical test data the COBOL-compiled version of PROTOS ran 
about 20% faster with the new SPL routine, but the 
COBOLII-compiled version ran 43 slower with the SPL than 
with straight Cobol. 

This experience taught us two things. First, the 
COBOLII compiler generates some very efficient code. 
Second, our assumptions about how to write efficient 
programs need to be reexamined on occasion. 

Measuring program performance can be a tedious and 
time~consuming task. We used the LOOK/3000 package from 
Wick Hill Associates to pinpoint the most executed code in 
PROTOS. With that information we were able to concentrate 
our optimization efforts where they would do the most good. 
Other products which may be useful are OPT/3000 and APS. 

The 80-20 Rule 

There is a general rule of business called the 80-20 
Rule. The 80-20 Rule says that you get 803 of your business 
from 203 of your customers. You get 803 of your trouble 
from 203 of your customers, too. Usually not the same 203. 
Did you ever wonder why HP concentrates on the major 
accounts? 

It makes good business sense to take advantage of the 
leverage of the 80-20 Rule. Within the business community 
it goes without saying that new projects are taken on or new 
products are added only if the benefits to the business 
outweigh the costs. Often features are trimmed from a 
product to keep production costs in line with the 
pre-determined selling price. By the same token, the 
addition of few features can turn an ordinary product into a 
luxury item that brings a much higher price. In each of 
these cases the effect of the 80-20 Rule is apparent: 
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Most.of the features are available at relatively 
little cost, but the "finishing touches" are very 
expensive. 

It may seem too simple, but the 80-20 Rule is a basic 
operational principle of business. 

Extended to progranuning, the 80-20 Rule says that we 
get 80% of our results from 20% of our effort. Stated 
another way, it says that 80% of the job is easy. Failure 
to recognize this phenomenon really hurts. 

We reach the point in every project where we have the 
main part of the project completed. Then we make the 
mistake of projecting linearly. We have done 80% of the 
project in four weeks, so the remainder can be finished in 
one week. We may even pad it out and say two weeks. Years 
of experience and the 80-20 Rule tell. us that this linear 
projection is wrong. The great 111ajority of the work remains 
to be done. 

This explains a lot of missed schedules and overrun 
budgets, not to mention untold frustration and self-doubt. 
We, our user, our customers and our comp.anies are victims of 
this misguided linear assumption. 

We can make the 80-20 Rule work in our favor, though, 
if we go back to the basic cost/benefit principle of 
business. Sometimes the easy 80% is.all that is really 
important. A good example is in teaching progranuning. 
Remember the programs that you wrote back in school. When 
you wrote an operating system or an accounts payable system, 
you didn't produce a commercially usable product. The 
purpose was only to teach you the general principles 
involved. That served your needs for the time being. 

We often neglect the importance of time when we select 
the next task to work on. We focus on technical solutions 
and technical completeness instead of business utility. 
Serious and costly business needs go begging while we decide 
whether to add a sort field or while we reprogram existing 
systems unnecessarily. 

Judicious selection of f.eatures can make a business 
application available this month rather than the end of the 
next quarter. Since time is often so valuable, we owe it to 
our employers to present all of the options of features, 
costs and time so that they can make an informed selection. 
When we know what is most important, we will spend our 
efforts on the productive work. 
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The 80-20 Rule matches up very well with the rule 
mentioned earlier about where programs spend all of their 
time. These rules tell us to evaluate goals and options 
before we start to work so that we can direct our efforts 
where they will be most useful. 

The 80-20 Rule: Second Application 

Assume that we have made our first pass at 
so we have implemented 80% of the functionality 
20% of the effort needed for the whole project. 
80-20 Rule to what remains: 

80% of the remaining functionality is 

.80 * (1.00 - .80) = 

. 80 * . 20 

.16 = 16% of the total project 

20% of the remaining effort is 

.20 * (1.00 - .20) = 

.20 * .80 = 

.16 = 16% of the total effort 

the project, 
with a mere 

Apply the 

Added to the results from the first pass at the project, the 
second application of the 80-20 Rule tells us that we will 
get 96% of our results for 36% of our effort. 

Pause for a moment to let this sink in. This is a 
dramatic illustration of the value of concentrating on the 
parts of the system that yield the best results for the 
least effort. 
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By the end of 1985, it is estimated that there will be 
an many as one and one-half million computers in use in the 
United States. Viewed once as merely a tool for large 
bureaucracies such as the census bureau, the computer today 
has •come of age• in the business community, where almost $60 
billion will be spent for computer-related goods and services 
in 1983. 

Although the enormous size of this industry is enough to 
indicate the number and variety of problems likely to be 
encountered when trying to legislate and regulate an ever 
growing industry, the problems are aggravated by the fact 
that the industry has been in existence for less than thirty 
years. It should come as no surprise that just as the 
computer has brought about revolutionary changes in certain 
segments of society, courts find th ems elves facing equally 
new and complex legal issues in areas such as the negligent 
use of computers, the right to keep computer records private, 
the ability to copyright and contract grievances. 

This article makes a brief pass at all pertinent issues 
arising in the arena of computer law today. Because of its 
brevity it should be used as a guideline for further research 
into the areas the reader should possibly explore. Much of 
the content of this paper was drawn from readily available 
sources such as the Computer Law and Tax Report, the Harvard 
Law Journal, the Computer/Law Journal and several articles in 
technical periodicals. 
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CONTRACTS 

contractual disputes involving computer-related goods 
fit nicely into two distinct groups: hardware, including the 
computer itself and its peripheral equipment, and software, 
including computer software, including computer programs of 
all types, together.with the products of the computer systems 
design effort (e.g., flow charts, documentation, etc.). 
Though the following discussion will concern mainly computer 
hardware and software supplied for commercial purposes, many 
of the same legal principles apply equally to the 
ever-increasing home computer market. 

The term •computer system• will be used to refer to 
computer hardware and/or computer software. This is done not 
only for ease of discussion, but also because computer 
hardware and software are increasingly being sold or leased 
as a unit intended to produce a specific result. Where 
applicable, however, and especially when discussing implied 
warranties, computer software will be considered separately 
because of the special problems presented by the Uniform 
Commercial Code (UCC). This discussion does not provide a 
checklist of items to be considered when entering into 
contract negotiations for computer systems, but concentrates 
on the issues of liability which arise after the agreement 
has been entered into. 

Many cases arise out of a basic disagreement over what 
was to be supplied in the computer system. Many time these 
problems arise from the purchaser's inability to request 
exacty what he requires. When the results achieved by the 
computer system ·do not live up to these expectations, it is 
natural to consider those who supplied the machine as the 
cause of the difficulties. 

The paragraphs that follow are organized around the 
issues which have been most frequently raised in the reported 
cases involving contract disputes for computer goods and 
services. The issues have been arranged according to when 
they would arise during the contractual relationship. The 
discussion, therefore, begins with an examination of 
statements made prior to the signing of any actual contract, 
to determine if these statements were sufficient to 
constitute fraud, or if they were exc\uded from the agreement 
by operation of the .parol evidence rule. Next, the agreement 
itself is examined to determine the outcome of issues 
involving express and implied warranties and limitations of 
liability and liquidated damages clauses. The remedies which 
the courts have found appropriate are evaluated along with an 
examination of possible damages. 
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Finally, the article discusses the special problems presented 
in the case of the assignment of rights under a computer 
lease. 

Representations 

Despite their technical sophistication, the same basic 
marketing strategies are usually followed in selling computer 
systems as with other large ticket items. What is said and 
done during the early stages of this marketing activity can 
have profound impact on subsequent questions of legal 
liability. When a computer system that is leased or 
purchased does not live up what the purchaser believes 
promised, the first question to consider is whether the 
contract was signed in reliance on a misrepresentation by the 
vendor. Courts permit some "puffing• by salesmen holding 
that it is not reasonable to rely upon what is basically a 
personal opinion. However, the line between representations 
of fact and opinions is often very narrow. 

There are several elements of misrepresentation which 
the courts have dealt in the area of computer systems. 
First, if the purchaser knew or had reason to know that the 
representation was false, the claim will fail. Next, 
reliance by the purchaser on the representations of the 
vendor must be reliable. Finally, the purchaser may not have 
relied upon the misrepresentaion made by. the vendor at all 
(for example the case. of Investors Premium Corporation vs. 
Burroughs Corporation). 

An area of special importance 
involving computer systems is the 
computers held by the parties. 

Warranties 

in mistepresentations 
relative knowledge of 

Absent a finding of fraud, and assuming that the vendor 
is successful in excluding promises made prior to the signing 
of the written contract, the vendor may still have breached 
an express or implied warranty. Most express warranties in 
contracts for computer systems are limited to the replacement 
of defective parts and the correction of errors discovered in 
the software. As with a contract for any item, the courts 
will uphold valid express warranties, but will also recogniz& 
properly drafted limitations on those warranties. 

received a great deal of 
with computer systems. The 

implied warranty of fitness for 
been deemed most applicable. 

Implied warranties have 
attention in cases dealing 
Uniform Commercial Code (UCC) 
the intended purpose has 
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However, since the UCC applies only to the sale of goods, the 
first question which must be addressed is whether the thing 
supplied constitutes •goods" under the UCC. 

Little question exists that computer hardware 
constitutes goods under the UCC. Likewise, programming and 
systems design clearly constitute services, and are not 
goods. If it is found that what was supplied constitutes 
goods, then one or both of the UCC implied war rant ies may 
apply. ucc section 2-315 provides for an implied warranty of 
fitness for the intended purpose. UCC section 2-314 implies 
a warranty of merchantability "if the seller is a merchant 
with respect to goods of that kind." The defendant may claim 
that the plaintiff ha~ waived the implied warranties by 
failing to reject the equipment. However, there is no 
requirement that the purchaser immediately reject the 
computer system, so long as the rejection is made within a 
reasonable amount of time. The purchaser is not considered 
to have accepted the equipmment merely by installing it. A 
•reasonable amount of time• includes the opportunity to 
determine if it meets the requirements of the contract. 

Extent of liability under the agreement 

Though a vendor may be liable for breach of an express 
warranty or for breach of am implied warranty, such liability 
may be .limited by the terms of the agreement. ucc section 
2-316 allows implied warranties to be disclaimed, as long as 
the disclaimer is in writing, conspicuous, and specifically 
mentions the merchantability if it seeks to limit the implied 
warranty. However, the provision limiting damages must be 
clearly and specifically drawn. Damages may also be limited 
by setting a maximum dollar amount of recovery (usually no 
more than the amount paid by the purchaser on the contract.) 

Negligence 

Complaints against computer vendors frequently contain a 
claim of negligence. It should be recognized that the 
presence of a val id con tr act may not only affect a claim of 
negligence, but may, in fact, preclude it. One who performs 
an act under a contractual agreement in a negligent manner is 
liable to the contracting party for damages and not under a 
theory of neg~~gence. 

COPYRIGHTS 

As the computer market booms the ever increasing need 
for software is being filled by many enterprising individuals 
who formulate thoughts and ideas into reality on a computer 
system. 
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Unfortunately, the yearning of software purchasers for 
smarter, faster, and more 'user friendly' programs may turn 
into a crying need because of the void in the copyright laws 
as they affect software. This discussion on copyrights draws 
no clear conclusions due to the fact that the judicial system 
in the United States sways from one end of the spectrum, that 
of protecting the author, to the other, allowing free use of 
any and all software that can be begged, borrowed, or 
stolen. The word stolen is used intentionally because the 
unauthorized use of anything can and does constitute theft. 

The intent behind the copyright law of the American 
Constitution recognized a need to· protect authors' control of 
original written expression, and gave Congress the power to 
grant authors a limited monopoly in their works. The law of 
copyright is designed to advance social welfare by maximizing 
the public availability of literature, music, and the arts. 
Because a regime under which all creative works were in the 
public domain would discourage creative effort, copyright 
seeks to guarantee some economic return to the copyright 
owner by granting the owner a limited monopoly. Copyright, 
theoretically, thus achieves its goal of maximizing 
availabilit1 by balancing the desire of the public for 
uninhibited access to intellectual works against the desire 
of the creators of those works for financial reward. 

The original concept of the copyright law was geared 
toward the publishing industry with no provision made for 
second order technology. The fair use doctrine, initially 
developed in the court system and enacted in the Copyright 
Revision Act of 1976 was created to restrict the control that 
a copyright gives an author over the publication, 
distribution, and performance of copyrighted work (for 
purposes of scholarship, criticism, etc.) The doctrine 
emerged as judges perceived that vesting excessive control of 
a work in the copyright owner would often inhibit the 
creative efforts of a second author who would otherwise have 
relied upon the copyrighted work. Thus, by tiliting the 
balance toward public access and away from private gain, the 
fair use doctrine allows authors to borrow reasonably from 
copyrighted works to create new expressions. At the heart of 
the fair use doctrine lies one major shortcoming an 
inability to define precisely the extent to which one may 
borrow from a copyrighted work. The courts have never 
applied the fair use doctine with any predictability, even 
before the emergence of second-order technology. 

The area of copyrighting software lies in a vast 
wasteland at the moment. New hardware technology is covered 
by the patent laws. Software is an "intangible" and does not 
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easily fit under the copyright or patent laws. There have 
been many recent instances of software copyright cases emerge 
through the judicial system. Judges presiding over these 
cases are setting precedents on each and every case because 
they have no concrete guidelines on which to establish their 
rulings. The following paragraphs examine some recent 
decisions in the area of copyrighting software. 

The Patent and Trademark Office granted Merrill Lynch 
Pierce, Fenner & Smith, Inc. Patent No. 4,346,442 for a data 
processing system in:vol ved in its Cash Management Account. 
The lengthy patent describes in great detail a series of 
transactions in combination to produce the desired result. 
This patent was granted based on the decision by the Supreme 
Court in Diamond v. Diehr, 450 U.S. 175 (1981), where the 
court held that a patent claim could not be denied "simply 
because it uses a mathematical formula, computer program or 
digital computer• and that a new combination of steps in a 
process could be patented, even though the steps were well 
known and commonly used before the combination was 
discovered. The Merrill Lynch patent appears to be based on 
a number of simple steps, using simple mathematical formulas 
combined to produce results that in many cases could be 
achieved by hand .or with the aid of a fast calculator. 
Merrill Lynch told other firms that it will require them to 
obtain licenses for accounting systems that are substantially 
similar or else face court action. Whether such lawsuits 
would be successful is debatable since a valid patent cannot 
be issued where the invention is "obvious to one skilled in 
the art.• After the issuance of the patent Paine Webber, 
Inc. filed a law suit in the federal district court in 
Delaware seeking to invalidate Merrill Lynch's patent. 

Another case to set precedent was the case of GCA Corp. 
v. Chance, No. C-82-1063 in the Northern District of 
California. This case issued an preliminary injunction 
against three former employees of GCA corp. preventing them 
from using diagnostic and operating system programs belonging 
to GCA. In the judge's decision it was decided that the 
registration of a source code protects the object code and 
that 1 imited distribution of an object code is not 
publication under the 1976 Copyright Act. In accordance with 
an informal ruling of the Copyright Office that source code, 
but not object code, can receive a clean copyright 
registration. GCA filed the suurce code prior to bringing 
this action. The filing consisted of the first 25 and last 
25 pages of the programs involved which was considered 
sufficient for registration but did not disclose the inner 
workings of the programs. 
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The judge held that source code "falls with the protection of 
copyright laws as a work of authorship fixed in any tangible 
medium of expression from which it can be perceived, 
reproduced or other wise communicated" and, because the 
object code is "decryption" of the copyrighted source code, 
the two are to be treated as one work. Therefore, the 
copyright of the source code protects the object code as well. 

Among the most vexing problems for software developers 
and marketers is determining what legal procedures are 
available to protect proprietary rights. In light of the 
decisions made by the courts in recent cases it would be wise 
to look at the rules published by the Copyright office. The 
Patent and Trademark Office has stated guidelines in their 
Manual Of Patent Examining Procedures' New Section 2110. The 
"Rule of Doubt• allows registration of computer programs when 
there is no law of the subject. This rule was not a law 
enacted by Congress or devised by the courts. In essence it 
stipulates that when the Copyright office isn't sure whether 
a work is registerable or not, it will accept it for 
registration, but will advise the author that it is in 
doubt. When programs were first registered, they were 
usually filed in source code. However, unless there are 
special circumstances, everything registered with the 
Copyright Office is available for visual examination (but not 
copying) by· anyone so there has been an increasing tendency 
to supply object code with the registration application. In 
the procedure outlining submission of programs for copyright 
consideration it requires that source code be submitted for 
review. Noting that copyright examiners are not programmers 
and that it is extremely difficult to examine programs in 
other that source code form (such as object code which is all 
zeros and one) to decide whether the program contains 
copyrightable authorship, the Examining Division has 
concluded that "the best representation• is a printout in 
source code format. In cases where the author is unable or 
unwilling to deposit the printout in source form, the 
Examining Division will register the program under the Rule 
of Doubt •upon receipt of a letter from the applicant 
assuring that the work as deposited contains copyrightable 
authorship.• This letter is essentially a statement by the 
proprietor that the work is original and not a copy of 
someone else's program. There is some talk of establishing a 
special unit to handle computer programs. 

-~- -- - ---
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RIGHTS OF BUSINESSES IN REGARDS TO IN HOUSE DEVELOPED SOFTWARE 

Where an employee is hired with special skills, such. as 
a programmer or analyst noncompetition, disclosure, and 
ownership clauses are often a part of the employment 
agreement. Most states enforce this kind of agreement, 
although some, California being the most notable exception, 
do not. 

'.i::.2re they are enforceable, the courts require that they 
ba zaasonable as to length of time and to the geographic area 
in which the employee is prohibited from competing. When the 
courts find that the agreement is unreasonable decisions can 
go two ways. Some say that if the agreement is unreasonable 
the entire clause in unenforceable. The better view, 
however, is that the court cuts the restrictions back to what 
it finds reasonable. 

The drafting of such clauses is difficult at best, and 
the decision on whether to attempt their enforcement is also 
tough. The more important the employee is to the company's 
operations, the more likely a clause of this nature will be 
enforced. Good legal counsel is essential. 

Programmers are the most likely candidates for the 
nondisclosure and ownership clauses in employment 
agreements. Because programmers are often non typical 
workers in regards to their hours it is· imperative that an 
employment agreement stipulate total ownership of any product 
developed during ·the term of employment. A programmer uses 
his creativity and intellect in performing his or her job and 
in cases of a non-friendly leave taking, they can use this 
argument to support partial ownership of the product they 
wrote while on the payroll of a company. 

In many cases the employee may object to signing such an 
agreement because of •moonlighting• situations that they are 
involved in. A carefully drafted employment agreement will 
allow for such situations while still protecting the 
company's assets. In the case where a conflict of interest 
policy exists, this is a mute point. 
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SUMMARY 

The computer industry continues to grow at an incredible 
rate and hence our legal problems and questions grow. Until 
the legislative processes accelerate to handle the industry's 
unique situations, all members of the professions are counted 
upon to police their own corners of the world. Congress is 
only in the infantile stages of studying the many facets of 
computer law and cannot move quickly enough to avoid the 
flood forcing its way through the judicial system. 

In these uncertain times their is no substitute for 
sound legal advice on the issues before us. As economic 
uncertainties affect us, the le.gal uncertainties affect our 
installations every day. Contracts should be reviewed by 
competant legal counsel, company assets (such as software) 
should be protected by ~ll means possible, and employees 
should be encouraged to leave company secrets behind. 

If you wish for further information on topics covered in 
this paper such as case histories, please feel free to 
contact me. 
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In March of 1982, an IMAGE survey was distributed to the 
attendees of the San Antonio IUG conference. What has happened 
to it? Has Hewlett-Packard used it or t'hrown it away? The 
survey, thanks to all of you, has given Hewlett-Packard a better 
understanding of how our customers are using the product and the 
problem areas of the current IMAGE. This talk will address the 
current IMAGE strategy as it exists today. The talk will go as 
follows: 

I. San Antonio Survey Results. 

a. Discussion on the top 5 highest rated problems 
within each section of the survey 

II. Solutions to current problems. 

a. Enhancements to IMAGE 

b. Solutions to current IMAGE problems 

III. Discussion of the IMAGE strategy that is in place today. 

IV. Questions and answers. 
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This paper discusses what passive key links are within 
Dictionary/3000, and how they are used. By understanding passive 
key links, you will understand two things: Why Hewlett-Packard 
only·supports certain utilities when used against the Data 
Dictionary, and why IND has increased the functionality of the 
DICTDBM program to include the "UTIL" function. 

A passive key link is a link that is not controlled by the 
IMAGE software. However, this link is just as important as the 
links controlled by IMAGE. Passive links exist because of nature 
of the Dictionary/3000 structure requirements. These 
requirements will become more clear as we discuss the different 
types of passive links and how Dictionary/3000 uses them. 

There are three types of passive key links maintained in the 
data dictionary. They are as follows: 

1. Description key link 

2. Path key link 

3. Sort key link 

DESCRIPTION KEY: 

The passive key link called description key maintains all of 
the descriptions within the data dictionary and links the 
descriptions with their respective owners. The owner may by an 
entity, an association, or a relationship. As you already know, 
a description may be included with the response to any CREATE, 
ADD, or RELATE prompt. This information however, is not 
manditory. The person running DICTDBM may hit a <CARRIAGE 
RETURN> in response to the DESCRIPTION prompt. If this is the 
case, no description will be entered. Because of this unique 
process, the IND lab chose not to use the IMAGE path mechinism. 
If the IMAGE path was chosen to link the description text with 
its respective owner, there would be a tremendous waist of space 
in the dictionary for every entity, association, or relationship 
that did not require a description to be linked with it. The lab 
chose instead to maintain the link inside the Dictionary/3000 
software. 

A control data set is used to house the description keys in 
addition to the path and sort keys. This data set houses 
"current key value". When a description link is needed, the 
Dictionary/3000 software retrieves "current key value" from this 
control data set and places this value in the appropriate sets in 
order to create a complete link (e.g. an entity name with it's 
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respective description). This linkage is used in commands such 
as CREATE, ADD, RELEATE, DISPLAY, MODIFY, CHANGE, and UPDATE. 

PATH KEY: 

A passive key link called path key maintains all of the IMAGE 
and KSAM path information within Dictionary/3000. When needed, 
the dictionary software will retrieve this value and places it 
into the necessary data sets to provide path information. When 
elements are associated to a KSAM file or an IMAGE data set, 
DICTDBM will prompt for "KEY ELEMENT" and "PATH MASTER FILE". 
This information is necessary to create the path key link. The 
path key link is used by DICTDBC to create an IMAGE data base and 
assign the appropriate path structure between the master and 
detail data sets. The SHOW conunand in DICTDBM uses this 
information to provide you with the data base path information in 
the output dispaly. Also, path key information is used with HP 

-Inform groups to set up their links. 

Current key value for the path key is also maintained in the 
control data set. When needed, the Dictionary/3000 software will 
retrieve this valu~ and place it into the necessary data sets to 
provide path information. 

SORT KEY: 

A passive key link called .sort key maintains all of the IMAGE 
sort informtion within the data dictionary. This information is 
used when a sort link for IMAGE must be maintained within the 
data dictionary A sort key link is set up when adding elements to 
a file that is of type "DETL", DICTDBM will prompt for "PATH SORT 
ELEMENT". The sort key link is used when the SHOW command is 
requested on·a file of type "DETL" or "BASE". The sort key link 
is also used when creating an IMAGE data base using DICTDBC. 
Again, current value is kept in the control data set. 

As you can see, passive keylinks are very important to the 
data dictionary structure. Altering, erasing; or duplicating the 
key values will corrupt your data dictionary. Because of this 
potential problem, IND chose to limit the utilities supported by 
HP as shown in the "WARNING" on pahe ii of the Dictionary/3000 
Reference Manual. This warning' lists all utilities that are safe 
to use with your data dictionary. You should not use any utility 
that is not included in that list, the integrity of your data 
dictionary could be destroyed. 

The -"UTIL" enhancement to DICTDBM was provided to allow you 
to clean up passive key links that are no longer needed. When 
you you PURGE an ENTITY, DELETE an ASSOCIATION, .or REMOVE a 
RELATIONSHIP, the information is deleted but the passive link 
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value is not reused. This will build up superflous passive key 
link entries within your data dictionary. DICTDBM,UTIL will 
unload your data dictionary and reassign new passive key link 
values as it reloads the information back into the data 
dictionary. DICTDBM,UTIL is used to "clean-up" your data 
dictionary and should be run on occasion to maintain a clean 
dictionary. 
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In today's fast moving society we often find ourselves placed 
in a situation where we have to produce systems in very short 
periods of time. In order to meet these deadlines we usually 
spend less time on standards, design, and documentation. In a 
one-time case this method doesn't generally do any lasting 
damage, but too often quick and dirty systems produced to meet 
unrealistic demands caused by bad managerial planning, are left 
indefinitely in production environments. This can cause a 
multitude of different problems. I doubt that the additional 
and sometimes continuing costs that result from this type of 
situation have ever been accurately assessed. 

There are several fundamental areas which should be addressed 
in every DP installation to avoid this type of situation. 
Efficient systems design and utilization of resources can only 
be accomplished if some consideration is given to the following 
fundamentals, before embarking on a major project: 

a) Capacity Planning 

Two basic items determine the point when a computer system 
reaches its limitation: the attributes of the computer 
system, and the quality and performance of the applications 
software. Efficient systems design guarantees maximum 
utilization of the hardware. Unfortunately, the continuing 
trend of lower priced hardware has prompted many companies 
to purchase more hardware when approaching capacity without 
regard to optimization of the systems they already own. 
Adequate capacity planning eliminates the waste caused by 
reactionary measures that are often taken to provide 
necessary support resources. 

b) Programmer Productivity 

Education plays an important role in insuring that maximum 
advantage is taken of system capabilities and tools to 
provide the highest degree of productivity. Applications 
designed and implemented without sufficient knowledge of the 
computer system and the application itself generally result 
in solutions that require constant modifications, thereby 
reducing productivity. An equally detrimental effect of 
those applications is the negative impact they have on 
overall system performance. 

c) Standards and Procedures 

Formal standards 
necessary to 
ehvironment. 

and procedures provide the regimentation 
ensure continuity throughout the MIS 

This continuity is the foundation for 
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implementation and maintenance of quality solutions. 
Constant monitering is required to enforce adherence to the 
company's procedures standards. Companies operating without 
formalized standards and procedures greatly impair their 
overall efficiency. When an employee leaves, a great deal of 
information and experience is lost. if comprehensive 
standards and procedures are in place, this loss is 
minimized and the training time required for a replacement 
employee is greatly reduced. The benefits are also realized 
in the areas of daily operations and development projects~ 

Currently most peoples perception of Quality Assurance is 
limited to software development and hinges on the 
implementation of standards and procedures. In my opinion this 
is a great mistake, and one that should be rectified 
immediately. Successful Quality Assurance in the MIS 
environment can only be achieved by placing equal importance 
upon Capacity Planning, Education, and the implementation of 
Standards and Procedures. 

The following is a graphic presentation of a Quality Assurance 
Plan which contains all three items and shows their 
interelationship: 

QUALITY ASSURANCE PLAN 

CAPACITY PLAN: 
Identification of resources needed to implement the project 

HARDWARE SOFTWARE PERSONNEL TIME 

Order Hardware Buy or develop Are additioal Time 
if necessary Application personnel needed frame 

J: 
r Expertise 

EDUCATION: l necessary to efficiently utilize resources 

_f 
STANDARDS & PROCEDURES 

DEVELOPMENT PRODUCTION POST DEVELOPMENT 

Applications Standards Training Maintenance log 
Technical Standards User Documentation Change log 
Programming Standards Security Source Library 
Test Criteria 
Security Standards 
Audit Standards 
Program Documentation 
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Although it is evident that standards and procedures provide 
the main basis for software quality control, we can see that ot 
is of little use without the basic functions of planning and 
education taking place beforehand. 

A great many DP managers realize the necessity of these 
activities, but have a difficult time convincing their 
management of the cost benefits. These benefits are far 
reaching and it would be difficult to assign a specific cost 
savings. Here is a list of areas where cost can be minimized as 
a result of comrehensive Planning and Quality Assurance: 

Less implementation time 
Reliability 
Maintainability 
Less training time for new employees 
Maximization of resources 
Audit capabilities/prevention of fraud 
Data integrity 
Ease of use 
Less run time 
Less personnel 
Less production problems and bugs 
Greater Security 

Since we rely on computers to provide us with accurate and 
timely information that is utilized in making management 
decisions, it is important that we make every attempt to insure 
the reliability and security of this function. Incorrect or 
late information can be the difference between a business 
surviving of failing in todays economy. Can we afford to defer 
implementation of a Quality Assurance program any longer, with 
the excuse it costs too much? 
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One of the greatest challenges facing data processing managers today is the ever­
growing population of sophisticated users, computer products, and applications, 
which so often exceed the limited budgets and resources of the formal computer. 
organizations in our companies. This is especially true in HP3000 shops which have 
not shared traditionally in the larger budgets of main-frame data processing 
facilities.· 

Growing demand for service is not the only problem with user satisfaction; it is 
being compounded daily by a rapidly increasing level of user awarenei:;s, technical 
training, and computer expertise. It is, in fact, progressively mor.e difficult to find 
fellow company employees who don't possess at least a passing familiarity with the 
power and potential utility of computers in the workplace. These same users who 
may have been extremely difficult to sell originally on the use of computers, can 
become surpril:ling vocal about the failure of computer systems to address new and 
often more complex problems in the office. 

Finally, there is the proliferation of computers and related products. For little 
rµore than the cost of a new typewriter, individual department heads are offered 
computer power today comparable to a fairly large computer installation just a few 
years ago. Obviously this threat to the data processing management of a company 
goes beyond a mere challenge. It goes to the heart of the leadership role of data 
processing management to determine the direction, style, and inter-relationships of 
all data processing appli~tions and facilities within the company. The company 
itself is exposed to many of the same potential problems which have lead to the 
adoption of strong data processing organizations: data storage redundancy; data 
discrepancies; hardware incompatiabilities; and loss of management control. 

The real problem was well described by Dan McCracken last fall in a keynote 
address to Data Training '82. "We have the kinds of problems in applications 
development that many people would like to have in their areas," said McCracken. 
"There's a lot more work. out there than we know how to do with conventional 
methods." In his address he went -on to praise the recent developments in data bP'le 
methods and inquiry systems, particularly higher level languages and other 
programmer productivity efforts. 
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THE SOLUTION 

Fortunately, there exists throughout the Hewlett Packard 3000 community a wide 
array of tools and systems to help data processing management meet the above 
challenge. These are variously sold, given away, or bundled in with the hardware, 
and range from the more simplistic system operations assistance programs to the 
most sophisticated whole systems generators. Some are appropriate for use by 
operators and system managers, most by programmers and analysts, and a few by 
actual users. 

The problem for a data processing manager, therefore, is to become aware of and 
remain familiar with all the available tools and products, and to select (and cost 
justify) the tools to be utilized in an individual HP3000 facility. Two important 
aspects of this selection process are the appropriateness and the acceptability of 
each tool by the intended users. The following commentary provides a framework 
for both the justification and acceptance of these tools in user organizations, and it 
can be used by individual managers in considering various products. 

The other purpo11e of this discus11ion is to aid the manager in the actual selection 
process, first by reviewing most of the available tools and products along with their 
essential functions and applications levels. In addition the final section sugge11ts 
some specific evaluation standards which the manager may use in assessing the 
tools for their potential utility. 

This discussion is limited to two classes of tools and aides, those which help data 
processing users to do their regular work more effectively by improving system 
performance or access, and tools which change the development process by actually 
performing for the user many of their regular work tasks. The latter category 
ranges from simple code generation tools and automatic documentors to almost 
complete system generators. These products also vary in their potential for non­
data processing personnel to utilize them. 

Data Processing 
Personnel 

Other Users 

Aides/Tools 

Operation Aides 
System Utilities 
Data Base Utilities 
Interactive Editors, 

De-bug Aids 

Data Dictionaries 

System Generator Aides 

Code Generators 
General Report Writers 
Transaction Processors 
Documentors 

High Level Report Writers 
System Generators 
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In the following discussion there is no attempt made to identify either the sources 
or vendors for each of the products except to note some of the HP bundled or sold 
products in each category for the sake of comparisons. Similarly only a few items 
of particular importance from the User Contributed Library are included, since it is· 
assumed that most HP system users who have access to this material are already in 
possession of a full description of that Library. 

Individual product costs, fees, and maintenance schedules are not described, either, 
along with the vendors since such information is regularly available in user 
literature and at meetings and conventions of user groups.. Also, it is not the 
purpose of this material to compare or contrast these individual products, but 
rather to familiarize the reader with all the possiblilities and to suggest ways and 
situations where they may help all of us to be more effective managers. 

THE TOOLS 

OPERATIONS AIDES - In addition to the regular store of tools provided by HP 
with each installation, the User Contributed Library is full of aides of this type. 
Examples are WIZ, SLEEPER, and many others designed to make system operation 
easier, faster, and better organized. Many of these tools can contribute to 
significant savings in operator resources and greatly enhanced system performance. 
Other tools and aides available are: 

MPEX 
WORKFLOW 
MORPHEUS/3000 
DISPATCH 3000 

SYSTEM UTILITIES - Again both HP and the User Contributed Library have made 
substantial contributions to this area, designed to optimize system performance and 
optimally manage available system resources. One problem which must be noted 
here is the historical frailty of contributed Systems Utilities which frequently 
encroach on HP system methods and proprietary procedures. Changes to the HP 
operating system or other support systems are often, therefore, not compatible 
with the systems in the Contributed Library, since no one is accountably 
responsible for supporting the tool. Other system oriented utilities available are: 

SECURITY 3000 
LOOK/3000 
RAS/3000 
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DATA BASE UTILITIES - IMAGE- Most readers are no doubt familiar with the 
popular ·history of IMAGE, and are aware that it is well supported by HP. There 
have also been several support and utility aides in the Contributed Library in the 
past. In addition, there exists an impressive group of utilities which generally go 
well beyond the tools normally available with IMAGE. They are: 

ADAGER 
DBPLUS 
DBAUDIT 
DBUTIL(HP) 
QSKETCH 
SUPRTOOL 

INTERACTIVE EDITORS, DE-BUG AIDES- Programmer Productivity, often 
measured in such crude terms as ''lines of code per unit of time", was probably 
first addressed with these tools. Most were originally intended to circumvent the 
lost productivity in conventional HP programming caused by moving among the 
regular editor, the compilers, the segmenter and test jobS. Generally they have 
become much more than simple work savers and they enjoy considerable popularity 
among HP system users: · 

EDITOR (HP) 
EDIT+ 
QEDIT 
TESS/AIDE 
SPEED EDIT 
VTEST 

DATA DICTIONARIES - IMAGE - Data Dictionaries serve two vital purposes. First 
they act as a common data definition base for programmers and users alike to 
better understand and documen.t the data bases of ari organization. This may have 
been their first use, but most are now also deeply integrated into the Transaction 
Processors an.d System Generators described below. The most common of these 
which are generauy associated with 'IMAGE data bases are: 

Dictionary3000 (HP) 
Dictionary PL US 
EZD 
QSCHEMA 
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CODE GENERATORS - Another method of increasing programmer productivity, 
and therefore, hopefully, user satisfaction, has been to develop systems which 
produce program source code based on application descriptions, data definitions and 
report requirements. Subsequent code modification may or may not be required. 
These products differ from the. Transaction Processors described below by the 
rather arbitrary distinction that they are not PRIMARILY intended to interface 
between users and data bases which have been previously defined, rather they are 
intended to stand alone. Some of these are: 

AZ7 
COBBLER 
COBGEN (Contributed) 
PR OT OS 
scss 

GENERAL REPORT WRITERS As with much HP Utility software, most of the 
Report Writers available seem to be primarily intended to interface with IMAGE 
data bases, although KSAM, ISAM, and other file interfaces are frequently 
availabl~. General report writers are distinguished from higher level ones by the 
fact that they require the user to have a fair degree of technical skill in order to 
use the tool. The best known of these are: 

QUERY (HP) 
QUIZ 
REPORT/3000 
REX 

TRANSACTIONS PROCESSORS - As noted above most of the·se are specifically 
oriented to act as an alternative to standard source code programming of 
applications systems to update and support IMAGE (and other) files. HP has given 
particular attention to this in the development of their RAPID System. The .most 
well known such tools are: 

CP 3000 
DE 3000 
QUICK 
TRANSACT 3000 
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DO CU MENTORS - Many of' the tools and products described in this disucssion can 
legitimately claim to greatly :improve documentation .. levels and. subsequently 
enchance overall user satisfaction. Indeed this is one of their most important 
justifications as productivity tools. There are a few systems, however, which exist 
i:1olely for the purpose of creating documentation, quickly and cheaply: 

BAD 3000 
CAD 3000 
The DOCUMENTOR 

HIGHER LEVEL REPORT WRITERS - These tools are often sufficiently 
sophisticated that the user may not require much technical expertise in order to be 
able to utilize them. They typically rely heavily on the use of pre-defined data 
dictionaries (see above), are likely menu-driven, and can often take the place of 
whole report programs and systems at a reasonably complex level. Some of these 
are: 

CRW 
INFORM 3000 (HP) 
PAL 3000 

SYSTEM GENERATORS - As was already stated, System Generators are intended 
to replace the entire computer programming process, and are <:>f.ten designed to be 
utilized by the actual end user. They are usually large, somewhat more expensive 
than report writers and transaction processors,. and are generally very good at 
allowing subsequent modification. These tools address directly the primary key to 
user satii:1faction--completing a good systeni in the least amount of time. Some of 
them are: 

GENASYS 3000 
INSIGHT U 
PRIDE 
RAPID (HP) 
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JUSTIFICATION FOR THE TOOLS 

Obviously each purchase/utilization decil~ion mw.;t be made by the individual data 
processing manager in the light of current applications demands and existing job 
loads. Four areas of investigation are suggested, however, for the manager seeking 
to explain to upper level perl!onnel why the product or system is required. 

First, as has been discussed repeatedly above, is the need to improve programmer 
productivity. Statistics abound concerning the cost of programmers in an 
organization today, the cost of replacement, and the number of unfilled jobs. It is 
generally not too difficult to demonstrate that the cost of most tools is easily 
replaced by a few man-months of programmer time saved. Also, more productive 
programmers are also more content, and more likely to remain in their positions, 
and more able to attract other productive programmers. 

Enhanced system performance is certainly a goal of productivity tools, and an easy 
cost justification for the acquisition of such products. Of course, the productivity 
tool may have operating overhead implications, but many feel that the opportunity 
to more directly access users' specific requirements more than makes up for 
whatever performance impact such tools may have. 

Various studies have determined that programmers often spend only 20-3096 of 
their time doing actual analysis and programming. Many tools are specifically 
intended to increase this figure by minimizing the time programmers spend on non­
essential tasks such as documentation, testing, and user interfacing, while seeing 
that these functions are still performed in an adequate manner. Some tools go one 
step further, to remove the programming requirement entirely from the 
technician's responsibility, allowing them to concentrate on design consideratiom1 
such as data storage, reports, and overall user requirements. 

Often the most important argument for the use of these products is the intended 
improvement of the utility and applicability of user systems to actual information 
and system requirements. Ease of modification, better documentation, improved 
system access, and easier communications with data processing "experts" are all 
sited as the improved systems aspects these. tools allow. 

USER ACCEPTANCE 

A key to user satisfaction with productivity and system generation tools lies in 
their acceptance by the users. As with an:· new or different way of doing business, 
usel'l! may resist new approaches until it has been demonstrated to them that the 
new tools will benefit them in ways which matter to them. The following 
arguments have been partially presented above, particularly with regard to the 
system generation products. Usel'l! need to be shown they are true. 
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1. The use of the tools will result in better overall system performance and 
response since the precise needs of the user can be better addressed. In other 
words, less time will be used performing tasks or producing reports not needed or 
desired by the current user. 

2. Similarly use of the tools will result in better systems, reports, and user 
interfaces. Access will be better, simpler and the new systems developed will 
reflect current needs and problems better than the old. 

3. Applications systems can be delivered, tested, accepted just that much more 
quickly than without these tools! 

4. With most of the tools, finished documentation is created simultaneously with 
the completion of testing and implementation. This documentation is normally in 
standard format and often ready for review by senior managment and outside 
auditors.. These are very powerful arguments in favor of these tools and their 
acceptance by the users. 

5. If the user is paying for the actual development cost, or the subsequent usage 
costs of the computer system, it should be relatively easy to convince him of the 
cost savings that better, more efficient development and systems will involve. 

6. Applications generated using these tools are more easily modified subsequent to 
installation. This includeii not just reduced labor, but also the improved 
communications among the original , developers, the lll:lers, and subsequent 
maintenance and modifications personnel. 

EVALUATION OF THE PRODUCTS 

As indicated above, there has been no attempt made .herein to judge or otherwise 
compare individual tools and products. Indeed every shop and application is likely 
to have very different needs and preferences with respect to these. tools. 
Therefore, the following is a list of comparitive measures which individuals may 
wish to make in evaluating any of the above tools. Even with these, the relative 
importance of each parameter will vary with each site and application. 

1. Will productivity actually be increased for all programmers and' analysts? That 
is, is the product usable, complete, and relevant for the personnel and applications 
involved? 

2. Can significant cost savings be demonstrated? In the long term? In the short 
hrm? How about hidden costs in traininv, conversions, and programmer 
unhappiness? 

3; Does the tool or product contribute to the establishement of systems standards 
for the organization? 
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·L C:-ss the product really ease future maintenance costs and difficulty? Or is it 
likely to be more of a problem to maintain itself than the applications it is being 
acquired to support? 

5. Does the product support or produce finished, acceptable documentation? If so, 
is it equally easily modified and corrected? 

6. Will the resulting applications systems produced or supported really be of better 
quality? s·ee 1-5 above. 

7. Does the system or product, or its use, increase the overall business knowledge 
of the person doing the development or the end user? A good product will do this 
as well as all the above. 

SUMMARY 

All of the tools and products mentioned in the above discussion can and have met 
the needs of organizations and users in many different environments and circum­
stances. Their utility in each organization in dependent on all of the factors which 
have been described. What is important to remember is that these tools can have 
significant impact in any organization if they are properly selected and used within 
each company. 

In fact, these products have the potential for considerable cost savings in many 
organizations, and through their use the data processing manager has a very real 
opportunity to improve the total data processing user satisfaction level throughout 
any organization. Well chosen tools will serve the entire user organization well. 
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DESIGN AND PROGRAM OPTIMIZATION TO SUPPORT OVER 300 TERMINALS 
N. M. DEMOS 

DE~OS COMPUTER SYSTEMS, INCORPORATED 

I. INTRODUCTION 

This paper examines various techniques from the simple to some 
very sophisticated to maintain excellent response time and 
throughput in a very heavily loaded system. Simple single 
terminal programs will be presented first, followed by a complex 
example requiced to achieve performance objectives. These 
techniques would also apply on the Series 64 when the user wished 
to employ more than 128 terminals. The 128 terminal limitation is 
imposed because of maximum table sizes in MPE IV. It will be 
demonstrated that many more terminals can be supported if certain 
conditions are met. These conditions include: 

l. A large number 
transactions. 

of short, relatively simple, 

2. Application disc Input/Output time and CPU process time 
are adequate to support the load. 

~. A large number of terminals support the same or a 
limited set of applications. 

General system design guidelines will be 
an overview of an example system as 
following areas will be described: 

presented, followed by 
it was developed. The 

l. Process handling, particularly to overlap Image I/O. 

2. Using extra data segments as scratch files to save disc 
I/O. 

3. Inter Process Communications Files and no-wait I/O. 

4. Communications considerations. 

5. Handling many terminals per process. 

6. Special programming techniques for efficiency and to 
multi-thread terminals. 

It is possible within certain constraints to handle a large 
number of terminals on the HP3000. The terminals must be 
dedicated. 



18 - 2 

The application must not consume an undue amount of computer 
resource per terminal. An efficient monitor program must be 
employed to manage the system resources effectively. Application 
code must be written to interface to the monitor. In addition, as 
the number of terminals increases, a way must be found to reduce 
the overhead implicit in Hewlett Packard's present terminal 
handling hardware and software. While these constraints may be 
violated in minor ways, it must be remembered that the BP3000 has 
a finite computing and file access capability. 

Applications requiring a high degree of computing and a large 
number of file accesses for each entry from a terminal are not 
good candidates for th• approach presented here. 

In given applications, specialized hardware may have to be 
interfaced to the HP3000. It is not the purpose of this 
presentation to e~phasize or advocate a particular hardware 
approach, although one hardware solution will be presented in the 
context of the software approach described. 

It is the objective of this paper to present management and 
programming techniques t.hat lead to improved performance on the 
3000. While it was necessary to employ almost all techniques to 
implement the case presented, most of them have a more general 
applicability. some of them lead to better, more maintainable 
programs in all cases. 

II. PLANNING FOR EFFICIENCY 

A. Languages. 
Sometimes the application and its performance 
requirement dictate the programming language to be 
used. SPL was employed in the example presented later 
because it was the only reasonable choice in the 
environment that existed when the application was 
implemented. Today, COBOL II might be a reasonable 
choice for parts of the application, particularly on a 
Series 64. In most cases, any one of a number of 
languages will do the job well. It is important that 
the programming manager establish s.tandard languages 
and standards for each language for a commercial 
installation. He should pick one standard language, 
e.g. COBOL II and possibly a secondary language for 
exceptions; this secondary language is usually SPL but 
we have seen FORTRAN used effectively. Then the 
programming manager should establish usage standards 
for each language that lead to structured and efficient 
code. If these standards are designed and implemented 
well, the resulting programs will be easily debugged, 
readily maintainable and reasonably efficient. 
Efficiency thus becomes a no cost by~product of good 
programming techniques. In most cases., efficient code 
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is as easy or easier to write as inefficient code, if 
only the programmer knows what the correct techniques 
are. 

Standards and guidelines also apply to other areas, 
such as blocking factors for disc files, when to use 
direct versus serial access, when to use other file 
constructs such as KSAM and/or IMAGE. It is beyond the 
scope of this paper to state just what the standards 
should be, although some will be suggested by the 
material presented later. The language manuals have 
some suggestions. Also refer to the bibliography at the 
end of this paper. 

B. IMAGE - Data base design. 
IMAGE is an excellent, relatively easy to use tool for 
storing, maintaining and retrieving data. However, it 
is easy to make design and programming errors using 
Image that result in very poor performance. Disc I/O 
time is expressed in milliseconds, instruction time in 
microseconds. Remember this relationship (1000 to 1) 
when considering where to spend time optimizing. A 
heavily used data base should be simple in design yet 
responsive to the way it is used. These two 
requirements are often in conflict. Adding new records 
and deleting records are relatively slow with Image. If 
d~ta is volatile in this way, it may be necessary tb 
use a non-Image file structure or delay adding or 
deleting records until the system is less heavily used. 
This can be easily done for deleting - a delete flag in 
the record can be implemented and all processing 
programs can check for this flag and treat the record 
as though it was not there. Adding records presents a 
harder problem. Records can be written to a regular MPE 
file and the adding done later if it is not important 
to have these records on the data base in "real" time. 
If the system controls the assigning of the search item 
value, then adequate records can be pre-built during 
slack times so that a much more efficient update can be 
done at the time the record data is available. Sorted 
chains, particularly long ones present a severe problem 
when adding or deleting records. It may be necessary to 
perform a programmatic sort when accessing the records 
to avoid sorted chains. 

The single most important approach to Image ~ff iciency 
is good data base design. Unfortunately this is not 
easy and m~y not even be feasible until some actual 
experience is obtained from actual use of the 
application system. Most programmers underestimate the 
number of data base intrinsic calls that are made 
during a production run by a factor of 8 or 10. Because 
data base calls are often CPU intensive as well as 
requiring disc access, performance may be poor. It is 
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beyond the scope of this paper to explore further the 
methodology of good data base design, but there are 
good documents available on this subject (see the 
bibliography). 

c. Hardware. 
It is often beyond the capability of the systems 
analyst or programmer to effect the hardware resource 
available for his application. However, he should be 
aware of the characteristics of the disc drives on the 
system he uses. On the Series III, Look Ahead Seeks 
should be enabled if he has more than one drive. To 
achieve the same effect on the other (HP-IB) machines, 
the system has to employ the newer drives or have more 
than one master drive. 

The distribution of the Image data sets among the disc 
drives may be important and can be controlled. Good 
distribution can often resuli in significantly better 
performance at a small cost. 

III. GUIDELINES 

There are some activities that consume a large amount of system 
resource, particularly CPU time. These activities are certainly 
necessary, but often their use can be reduced. Below are some of 
the activities to analyze for performance improvement with the 
most resource intensive presented first. 

A. Sign-ons. 

B. 

A sign-on may take as many as 1000 dis.c I/O's. Where 
possible, users should sign-on and stay a long time. 
Accounts, groups and users should be assigned with this 
in mind. Avoid automatic BYE's with UDC's when the user 
will probably sign right back on to the same user and 
account. There are other ways to reduce sign-ons (refer 
to dedicated terminals below). 

RUN's (and CREATE's). 
These are also heavy users of disc I/O and 
file has to be accessed and a data stack 
assigned in virtual storage. 

the CPU. A 
built and 

c. File and Data Base Opens. 
These require a directory search and buffer assignment. 

D. Disc I/O. 
A disc I/O almost always takes at least 15 milliseconds 
and the average is over double that figure. This 
compares to the typical machine instruction that 
completes in a matter of a few microseconds. 
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In most cases where performance improvement is desired, 
disc I/O's particularly Image I/O's, present a more 
cost effective area for improvement. 

E. Terminal I/O. 
Most terminal I/O (except through the new ATP or the 
INP) is expensive in CPU time because of the character 
interrupts it generates in the system. Each character 
input or output requires a CPU interrupt and code 
execution to place it in a buffer (or extract it for 
output). The overhead expense is compounded for V/3000 
screens. Remember also that each new V/3000 screen must 
come from disc. 

F. Intrinsic calls. 
Most intrinsic calls are generalized and ao some 
parameter checking. While we are not suggesting that 
they not b~ used, sometimes several calls can be 
combined into one call. 

G. Loop constraints. 
Program loops particularly when parsing terminal input 
or searching tables, can consume an inordinate amount 
of CPU time. 

IV. SPECIAL TECHNIQUES 

A. Dedicated terminals. 
In some cases, where a set of terminals is to be used 
for dedicated applications or a limit~d subset of 
applications, it may be desirable to treat the 
terminals as programmatically controlled devices rather 
than have users sign-on. For example, where a user 
typically dials in, completes a short transaction and 
hangs up, there may be as much as 10 times the system 
resource used in signing on, RUNning the program and 
opening files as in processing the , transaction. It is 
possible to CREATE a process that opens the required 
files and re-initializes itself for each new user. 
There are other situations where dedicated terminals 
may be effective. It is one way to breach the 128 
terminal limitation. This limit is imposed because each 
session (or job) requires at least two processes, one 
for,the Command Interpreter and one for the program 
itself. The first can be ~liminated if a STREAM command 
is used to CREATE several processes, one for each 
dedicated terminal. 

B. Process Handling. 
Process Handling is very effective in situations where 
certain functions involving I/O can be performed in 
parallel. It is also useful where ,a resource, e.g. data 
base, needs to be controlled in special ways, for 
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example, holding off adds (DBPUT's) during periods of 
heavy activity. Jim May's article "Programming for 
Performance" in the July/December 1982 of the Journal 
of the HP-3000 IUG gives several good examples of this 
approach. Because no-wait I/O cannot be done against an 
Image data base, process handling may be particularly 
appropriate, in this case, to attain better response 
time. The new Inter Process Communication file 
structure makes this type of implement~tion easier. 
Because a process that reads an IPC file will wait 
until there is data to be read, no activates or 
explicit use of data segments is required. Also, if the 
number of I/O buffers assigned to the file equals or 
exceeds the number of blocks of data in the IPC file at 
any one time, no disc I/O will occur. 

SPL Routines. 
SPL routines are effective ways 
functions not available in other 
standardizing certain often repeated 

of · accomplishing 
languages and/or 

functions. 

If they are loaded into an SL file (possibly the system 
SL file, although this has its drawbacks) 
standardization and modification of certain functions 
can be achieved without having to recompile the 
programs. 

D. Internal Sorts. 
There are various ways of sorting data that avoid a 
stand-alone disc to disc sort, which is quite 
inefficient because of the disc I/O's required. For a 
trivial number of records (for example, the records in 
a short Image chain), the program could bring them all 
into memory and search for the first, etc. Various 
methods of using the sort efficiently by accessing it 
programmatically are discussed in "Programming for 
Performance" previously mentioned. 

E. Delayed or Anticipatory Data Base Adds and Deletes. 
As mentioned previously, add and deletes of Image 
records are time consuming. Where performance is 
critical, it is often necessary to avoid adding and 
deleting records from the same process that is handling 
terminal I/O. Flagging records for later deletion is 
relatiQely easy. For recc:ds to be added, a separate 
process (see process handling above) can be used, or if 
the application allows, the records can be pre­
allocated or written to an MPE file for adding during 
slack time. Remember that if a separate process is 
employed, at the very minimum, the dataset will be 
locked during the add. Process handling in this case 
improves response time but is no help in reducing 
system .load. 
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F. Extra Data Segment as Intermediate Storage. 
In many cases, large tables or short files are required 
to be accessed again and again. It is often 
advantageous to pre-load these into one or more extra 
data segments and access them from there during program 
execution. If the memory is available, they will remain 
in memory, which is much more efficient than accessing 
them from disc. 

G. Negative DB and Dynamic Area in the Stack. 
In SPL, it is possible to dynamically obtain additional 
memory if the requirement for a large table varies 
widely from program execution to execution. With the 
DLSIZE intrinsic memory can be made available as 
needed and in reasonable increments. Sometimes, two 
large dynamic storage areas are required. In this case, 
it is possible to use the ZSIZE intrinsic to get more 
stack space and then move the Q and S registers upward 
to free the room required. Remember that there is a 
MAXDATA limitation. 

H. FREADDIR and Number of Buffers. 
Sometimes, when only a limited number of records are 
required and used from an MPE file, over and over 
again, it is possible to set the number of buffers high 
enough so that only a few reads are required. Most of 
the time, the data is already available in the buffer. 
Unfortunately, there was a bug introduced with MPE IV 
that made the file system use only one buffer when 
accessing a file with FREADDIR's (fixed in the Q-MIT). 
This method is particularly attractive when it is known 
that FREADDIR's are employed and it is impractical to 
change the source code. 

I. Blocking. 
An analysis of the frequency of use of certain files 
and their more common method of access might lead to 
the implementation of a different block size. This 
applies not only to MPE files, but also to Image data 
sets. Remember that the schema parameter BLOCKMAX can 
be used to set blocking individually for each dataset 
if appropriate. 

J. . Disc Allocation. 
When fine tuning the system for performance, it may be 
desirable not to include the systems disc in the class 
DISC. Files that are seldom accessed can be RESTORE'd 
to this drive by using the DEV= option. Virtual memory 
can be distributed among several or all drives to help 
balance disc accesses. Then files that are heavily 
accessed (particularly Image data sets) can be assigned 
to different drives (as above) to minimize head 
contention. 
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K. Program Segmentation. 
This is often discussed as a means of making memory 
management more efficient. As systems have larger and 
larger memories, this becomes less important. On a 
small memory machine, if a large heavily used program 
is divided into 4K segments and good locality 
maintained, it will probably improve efficiency. 

L. Data Conversion. 
It helps to maintain numeric data on disc in the forma~ 
most often required by programs. Data heavily used for 
calculations should not be stored in ASCII. It will 
have to be converted every time it is accessed. In the 
typical 3000, a significant percent of CPU cycles are 
devoted to data conversion. 

V. A CASE STUDY - HISTORY 

In mid 1976, an opportunity arose to design and implement a 
multi-store Point of Sale System on the HP3000. It was decided 
that the best implementation would employ a CRT, printer and cash 
drawer combination that would look to the system like any other 
asynchronous terminal. 

The terminal was connected to an intelligent, remote controller 
which acted as a control and buffering device so that data could 
be transmitted synchronously over leased telephone lines. An 
SDLC-like protocol was implemented for the communications network 
so that maximum efficiency could be achieved. Multi-drop 
capability was included so that a number of remote controllers 
could share one line. At the host site, a "front end" 
communications controller was designed to support the remote 
controllers. In order to interface to the HP3000 hardware and 
operating system, the front end was made to look like the HP 
programmable controller. This was the produ~t offered at the time 
by Hewlett Packard for communication between a 3000 and the 
HPlOOO line of computers. We were therefore able to use the 
Universal Interface Driver (IOREMO) supplied as part of the MPE 
operating system. The Universal Interface (the same as the line 
printer controller) on the HP3000 is a parallel interface. It 
supports programmed versus direct I/O so that CPU interference is 
much less than with the asychronous terminal controller, which 
employs direct I/O (each character requires an interrupt). 

We now had all ~he hardware and system software components 
required to make the system operate. Next we had to design and 
implement a software monitor. 



Local 
Terminals 

ASC 
9600 

Front 

Universal 

Interface 

3 liDH aundard 
3 1110re optional 

9605 
Remote 
Control-! r 

Up to 32 Tel'lllinala 

!>CS COMllUNICAnON SYSTEM 

llAlUlWA&E FEATURES 

SDI!S Ill 

BP-3000 

Universal 

Interface 

multi-drop 

9605 
te 

Controll r 

ASC 
9600 

9605 
t• 

ontroll 

Up to 6 

Up to 32 Terminals 

Up to 32 Tel'lllinala 

NOTES: • .SC 9600 :I.a the Front End Controller for remote terminala, 
aupportiDg up to •ix lines. Each line v:l.11 support up to 
fifteen remote controllers. 

18 - 9 

9605 
Remote 
Controll r 

Up to 32 Tem:l.Dals 



18 - 10 

VI. IMPLEMENTATION OF THE SOFTWARE MONITOR 

When we designed the software monitor to achieve our goal of 
supporting a large number of terminals on the 3000, we kept in 
mind several objectives. These were: 

A. We wished to maintain the integrity of MPE. 

B. Coding should not be too difficult and the programs 
shou1d be easily maintained. 

c. Response time . at the terminal should be in the one to 
three second range~ it should not exceed six seconds. 

o. Memory utilization sh~uld be minimized. 

E. As local terminals were to be ~ttached to the system 
through the Asynchronous Terminal Controller, the 
monitor must relinquish control when it is not 
performing useful activity. 

The HP3000 with its MPE operating system imposed an environment 
that included the following characteristics: 

A. Although I/O no-wait was implemented, there was no way 
to determine if an I/O operation was complete and do 
any processing if it was not. 

B. There was no way for the monitor (which was the father 
process) to suspend and be awakened by EITHER I/0 
completion or an activation by a son process (meaning 
that its task was complete and it had data for the 
monitor). 

In this context, several decisions were made, as follows: 

A. Because of the required efficiency, the monitor and the 
application code would be programmed in SPL. 

B. The monitor would handle all input and output to the 
communications front end, but handle no other I/O 
directly (except communication with the monitor 
terminal th~t would be .used to control thP system). 

c. Each terminal would be assigned its own processi this 
process would do no input-output of its own. 

o. The Image Data Base Management System would be used for 
those files where random access was required. 
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E. There would be separate, asynchronously running 
processes for Image access,and other disc access (the 
latter required mostly for a Transaction Logging file). 

F. All interprocess communication would be through extra 
data Segments. 

G. All transfers of control would have to be explicitly 
handled through the father process. 

H. Queues would be set up and maintained for the Image and 
Disc Access processes so that the monitor could perform 
other activities while an individual terminal might be 
waiting for Image or Disc Access. 

With these decisions in place, a main process loop was designed. 
That started with a read to the front end and ended with an 
IOWAIT if no activity was present in the subsystem. The monitor 
runs in the BS queue so that, at this point (IOWAIT), other 
sessions could perform activity. Also, whenever there was 
activity and a process was started, the monitor would suspend 
when no data was available from the front end. 

Approximately six months after this system was 
hardware and software were brought up for final 
With some minor adjustments (mostly involved 
firmware in the front end and controllers), the 
satisfactorily. About six weeks later, it 
production. 

designed, the 
test purposes. 

in debugging 
system worked 
was put into 

The original design goal was to support eighty terminals. The 
next requirement was to support 100 - 120 terminals. This was 
accomplished through implementation of an additional front end to 
lessen the load on the first front end, and some changes in the 
monitor program. The major change was the implementation of read 
and write queues (buffers) for the front end I/O. This was 
necessary, not only to smooth momentary peak loads, but also 
because the front ends had . limited buffer space. The 
implementation of write buffers allowed processing to continue 
even though there was a momentary peak load on the output side of 
the system. These changes, an increase in memory size, and other 
minor fine tuning adjustments allowed us to increase capacity as 
required at that time. 

The next requirement was to support up to 250 terminals doing the 
same applications. At this point we realized that a process for 
each terminal was no longer effective. First, each process 
requires a MINIMUM overhead of 2048 bytes, for its 9tack, not 
considering working storage for data movement and calculations. 
Secondly, research indicated that even without paging to and from 
disk, it required an absolute minimum of eight milliseconds for a 
monitor to activate a process, suspend and then to have the son 
process reactivate the father. This figure holds with no 
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processing being done in the son. For these two reasons, it was 
decided to discontinue the process per terminal approach and use 
a procedure of the monitor for application code. A place to store 
the data for each terminal and a method of determining the 
location in the code where processing for any given terminal was 
to continue were required. In other words, some of the 
housekeeping that MPE performed automatically through process 
handling had to be simulated by other means. 

Because Q-relative storage could be used for data required 
between input-output requests, we only needed a special place to 
hold data during I/O requests. This was accomplished by assigning 
70-word blocks in negative DB. These were managed by the monitor. 
Because the application required that additional, considerably 
more dynamic, memory- be allocated to store print lines for a 
given transaction, a method was devised to manipulate the 
original Q location upward and use the available space as 
temporary storage. This was also handled by the monitor, although 
individual procedures could request data and release data in this 
area directly. In a later version, we used extra data segments 
for this type of storage. This is a more flexible approach, 
although not quite as efficient because DMOVIN's and DMOVOUT's 
are required. 

The other requirement was handled by calling a special exit 
subroutine before leaving the procedure. This special subroutine 
stored its own exit address in the special data area mentioned 
above. In complementary fashion, a start subroutine, always 
called at the beginning of the procedure, retrieved this exit 
address and used it as its own exit address. Some additional 
housekeeping was required, but this is essentially how the 
procedure operated. This required a coding discipline where no 
input/output could be done in a procedure or subroutine called by 
this application procedure. For obvious reasons, it was also 
desirable to keep the data required during input/output 
operations to an absolute minimum. In general, these were the 
only programming constraints necessary to implement this 
approach. 

Because it would have taken considerable recoding to make the 
disc handling process a procedure and because access to it was 
not required often enough to have a significant impact on 
performance, it was left as a separate process. Because there was 
no way of doing no-wait I/O with the Image files, it was 
necessary to leave the Image code as a separate, independently 
running process. The above changes were implemen·ed and results 
were as expected. Thrashing was eliminated and response time was 
improved with 160 terminals active. In this application 
environment and the way this system operates, it is felt that 200 
terminals operating at once would be feasible. 

250 terminals active at one 
application on a Series 
complex over the years. 

time is probably the peak for this 
III. The application has grown more 
Also a communication link has been 
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established with an IBM system for credit card verification. At 
this point, the application is process bound on the Series III 
during peak periods. The following might improve performance: 

A. Restructure the Image Data Base. 

B. Take random processing out of Image and use a custom 
random access subsystem. 

C. Review and restructure the main process loop in the 
monitor to make sure that the most likely event is 
tested for first and that tests are made by groups. 
Using the new IPC file feature will make the process 
lo.op simpler and will save some CPU time. At the same 
time, we would review and, if possible, refine our 
methods for terminal address calculations, etc. 

On the Series III, we realize we are pushing the limits of the 
HP3000 and we will be looking for ways to offload some of the 
processing. One way involves linking one or more HP3000's 
together via a OS-link and splitting the loads between them. A 
Series 64 will also allow us to radically increase the number of 
terminals we can support. 

We would like to note that we have a system with over 1000 
terminals configured. However, the activity per terminal is very 
low. 

Although the system presented here may be more exotic than some 
users can foresee implementing, it has fulfilled its purpose and 
has performed with a larger throughput than anyorie had originally 
envisioned. System uptime has been. more than satisfactory, and 
processing has been very inexpensive in its environment. We feel 
confident in recommending that any situation requiring a large 
number of dedicated terminals where the application processing is 
not too extensive, be programmed using the above approach. The 
key crit•rion is the requirement for a large number of dedicated 
terminals where each input from a CRT terminal does not require a 
significant amount of computational or disc processing. Under 
these conditions an excellent response time will be achieved, 
with economic hardware and software costs. 
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The Interface between a terminal and a computer has remained 
a mystery to many. This Is only as It should be. The 
typical user should not have to know how data gets to and 
from his terminal. It Is sufficient that It does. Others, 
such as those responsible for configuring and ordering 
hardware, need only a very basic knowledge. Sometimes a more 
thorough knowledge permits the Implementation of appl I cations 
not otherwise possible. We will try to enl lghten our reader 
so that he wll I have enough background to be able to know how 
to proceed further If he Is so Inclined. 

Sometimes an apparently simple requlr~ment cannot be easily 
accompl I shed w I th standard HP software packages. We found 
this to be true with the communications CDSN) products. We 
were given a requirement last year to Interface an 
appl !cation to an IBM system for purposes of credit card 
verification. The transaction had to be handled 
Interactively over an IBM Blsynchronous fink operating In 
contention mode. None of the HP products were suitable. The 
closest was DSN/lnteractlve Mainframe Facll lty. However It 
requ I red that we appear to the IBM ho.st as an IBM 3270. Th Is 
may have been possible, but IMF has a high CPU overhead. W~ 
decided to use the CS/3000 subsystem directly. The CS/3000 
subsystem Is not an HP product as such. It can be used l.f the 
appropriate HP communication subsystem Is purchased. After 
an Introduction describing the HP commurilcatlons ·software 
products, we wll I further describe CS/3000. 

Most terminals are attached to the HP 3000 through a local 
<·"hardwire") or remote Cover t.elephone line) link using 
RS-232C protocol. R232C I• a specification detall Ing how the 
electrlal signals wlll be generated. The terminals operate 
asynchronously, that Is, each character Is Individually 
timed. There are two Inherent problems with this kind of 
Interface. There Is no automatic checking and retransmission 
If the data Is not received correctly. Secondly, there Is a 
speed I lmlt of 120 characters per second for this method when 
It Is used over telephone I Ines. This Is not an absolute 
I lmlt as new technologies become avail able, but because each 
character must be Individually synchronized, there Is an 
Inherent speed constraint. 

In order to attain Increased speeds the synchronous method of 
transmission was Implemented. This method relies on the 
devices at both ends to. stay synchronized for an entire 
message (typically a 1 lne of data, but often much more). 
With synchronous transmission very high speeds are possible. 
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For example, the HP 3000 supports speeds up to 7000 
characters per second In synchronous transmission. As speeds 
Increased, It became more Important to automatlcal ly check 
for transmission errors and re-transmit when an error was 
detected. Because of this requirement and the need to 
maintain synchronization over an entire mess~ge~ the hardware 
must be more sophisticated and Is therefore more expensive 
than hardware used only for asynchronous transmission, but 
the payoff Ii In the higher sp~eds attainable. 

On the HP 3000, the INP (Interface Network Processor) Is the 
current Interface for synchronous communications. On the 
Serles Ill there Is also the SSLC (Synchronous Single Line 
Controller) and the HSI. The former Is not as flexible as 
the INP (speeds only to 1200 characters per second for 
example) and requires more process time Cor "overhead") on 
the 3000. The HSI <High Speed Interface) Is used only for a 
Serles I I I talking to another In the same bull ding. The INP 
has Its own microprocessor and buffers to reduce overhead on 
the processor. It converts data to and from one synchronous 
11 ne. 

On the 2624 and 2626 terminals, there Is a special feature 
that al lows these terminals to operate synchronously. The 
2645 a I so has a board that g Ives the same cap ab I I I ty. HP has 
a new product (the Multipoint Cluster Controller - product 
number 2333Al -that al lows any standard asynchronous terminal 
Cup to 16 per control I er) to take advantage of synchronous 
transmission. Therefore to use synchronous transmission the 
hardware Items required are terminals as described above and 
at least one INP on the 3000. To transmit over telephone 
I Ines, the appropriate modems (or digital un.ltsl. and I Ines 
are required. 

The most c~mmon and one of the oldest methods ("protocols~) 
used to take advantage of synchronous communications Is the 
IBM Binary Synchronous Communications Protocol and Its 
variations. HP uses this protocol for most ot Its 
comm u n I cat I on s products, both because It I s we I I kn own and 
because HP wishes to support communications with IBM main 
frames. HP also supports a newer protocol patterned after 
IBM's Synchronous Data Link Communications CSDLCl protocol as 
wel I as SDLC ltsel f. 

In order to Implement various synchronous communication 
capabilities on the 3000, HP developed a subsystem called 
CS/3000. This consists of a series of Intrinsics analagous 
to the file system Intrinsics CFOPEN, FREAD, FWRITE, 
FCONTROL, etc.) that can be used to define the desired 
communications protocol, logical device, speed, etc. CCOPENI 
and receive and send data <CREAD and CWRITEI. These 
Intrinsics are ·defined In Section J of the Communications 
Handbook (Part number 30000-90105) although I lttle 
Information Is given about their use. HP has an Internal 
document that gives much more Information on how to use These 
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Intrinsics CCS/3000, Ex~ernal Reference Specifications>. 
There Is no HP product ave I I ab I e ea I I ed CS/3000. Instead the 
user obtains CS/3000 by purchasing any HP communications 
product. In most eases the user can employ one of the 
standard products to aeeompllsh his goals. 

Multipoint Terminal Software CDSN/MTSl Is the subsystem 
required to support HP synchronous terminals on the 3000. 
Except for some limited models of IBM's 3270, ft only 
supports HP terminals. However, standard asynchronous 
terminals are supported through the Multipoint Cluster 
Control fer mentioned above. MTS also supports hardwired 
terminals using HP's Data Link method (mostly for the 307X 
family of factory data correction termtnafsl. Its major 
a d v a n tag e f or th e non - fa et or y u s er I s I ts cap ab I I I ty to 
support remote clusters of terminals with a single high speed 
fine. ft uses Binary Synchronous protocol Cmultlpofntl 
except In special cases. It does support an asynchronous 
protocol for local appllcatfon (but you stll 1 need a special 
product for your terminal to use It this wayl. It Is also a 
method to operate terminals at 600 characters or 1200 
characters per second (speeds not otherwise aval lablel on the 
Serles I I I If that ls Imperative. 

The Remote Job Entry CDSN/RJEl subsystem Is used to make the 
3000 appear to an IBM ma I nframe 11 ke an IBM 2780 or 3780 
remote Job entry work station. It can also be used to 
communicate between two 3000's but OSN/DS Csee below) Is 
usual fy a better choice for this purpose. Data may be sent 
from and received on almost al I 3000 peripherals. The RJE 
concept Involves batch processing, so this subsystem cannot 
be used for Interactive communication. 

RJE uses IBM Binary Synchronous protocol In what Is called 
"Conte.ntlon" mode. This means that each end of the ·1 lne (the 
3000 or the IBM mainframe) bids for the. I lne. There Is no 
pol I Ing as In MTS. Therefore only one 3000 can be on The 
I lne at a time communicating to one IBM mainframe. However, 
dial-up as well as leased telephone lines are supporTed so 
that connections to various host at different times can be 
made If required. 

Multi leav.lng Remote Job Entry COSN/MRJEl rs a more 
sophisticated version of RJE. MRJE emulates work stations 
that· work with the IBM HASP, HASP!!, ASP, JES2, and JES3 Job 
Entry Systems. This package should be used In place of RJE 
when ft Is available on the host system and multiple users on 
the 3000 wish to submit Jobs for processing. Because the 
3000 emulates an Intel I !gent system (computer) much more 
fl ex I bl 1 lty Is aval la bl e to control Job submission, control 
and routing. lt also cannot support Interactive 
communication with an IBM mainframe because of the nature of 
the IBM system rt emulates. MRJE uses an option of IBM 
Binary Synchronous protocol cal led "Conversational" mode. 
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This mode makes the communication I Ink more efficient In 
cases when there ls. data to be sent both ways. The normal 
recefv1ng statlon ~an send data along with Its protocol 
acknowledgements Cthls Is where the term "Multlle.avlng" comes 
from>. · 

Th e I n t er act I v e Ma I n frame Fa c I I I ty C D SN I I MF) I s the on I y 
other HP product that communicates with an IBM host. As Its 
name lmpl les, It 1$ used to communicate lnteractlvely. It 
makes the 3000 look j Ike an IBM 3270 type cluste~ controller. 
A term I n a I on the 3 0 0 0 can I o o k I I k e an IBM 3 2 7 0 type 
term Ina I C Pass Thru Mode) or a 3000 program can access the 
host with special Intrinsics (Program Access Mode). Program 
Access Mode Is a powerful tool. It Is the only HP supported 
method to programatlcal ly communicate with a.n IBM mainframe 
Interactively. IMF uses either Binary Synchronous or IBM 
SDLC to communicate with the IBM host. ~n both cases It 
support~ multl-polnt, that Is, the 3000 can be one of many 
stations on the same I lne. 

Distributed Systems CDSN/DS> Is the most powerful of th~ HP 
communication products. It Is used for transferrrlng data 
between two 3000 1 s and between a 3000 and another HP comp~ter 
(1000, 250, etc.). It also supports compatible terminals on 
Pub I le Data Networks CTelenet and Tymnetl. With OS a user on 
one HP computer can log onto another HP computer, use any 
peripheral on the other computer, transfer flies to .and from 
the other computer, access a data base on the other computer 
and write programs that .talk to each other directly over tile 
communlc~tlons I l~k. The link may be either local 
("hardwired") or over telephone equipment (remote). Remote 
access may be either over a l~ased llne or by dlal~up. 
Programs do not have to be changed to u•e most.o~ th~ 
capabilities of OS. Extensions of the FILE Command and 
addltlonal commands, e.g. REMOTE, .provide these capab,llltles 
In a user friendly fashion. OS uses the Binary Synchronous 
protocol except for Pub I le Data Network access, In which case 
the X.25 standard protocol Is employed. 

Orlglnal ly al I these communications products were to be 
programm~d using the CS/3000 subsystem. Unfortunately, 
performance considerations forced HP to compromise. Both OS 
and IMF use modules that do not employ CS/3000 for Interface 
to the INP. 

What does the user do If none of the HP communications 
systems meets his needs? First of al I he should make certain 
that he cannot use one of these systems, either by asking for 
changes at the host or by redesigning his appllcatlon. For 
example, If he requires Interactive access to an IBM 
mainframe, hJs first option Is to ask that he be given access 
as a 3270. He can then Implement his appl !cation through 
IMF. If this doe$ not apply and he Is a knowl$dgeable user 
he may be able to use the CS/3000 Intrinsics~ This was done 
successfully In one case where It was required to communicate 
lnteractlvely with an IBM mainframe using the Binary 
Synchronous protocol In contention mode. 

1 
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The appl !cation required an Interactive response for credit 
card verification and data capture. IBM Binary Synchronous 
p r o t o c o I u s I n g c o n t e n t I o n m o d e w a s t h e c om mu n I ca t I on s mod e 
specified. This Is the same method and protocol used by RJE, 
but RJE assumes communication to the host In a batch mode 
(remember RJE stands for Remote Job Entryl. Although data 
can be entered through SSTDIN, the host looks upon the Input 
as a job submission. Also RJE could not be Integrated Into 
the rest of the appl !cation on the 3000, It Is meant to be a 
stand-alone program. It may have been posslble to have the 
IBM host communicate with the 3000 as a 3270 cluster 
controller, with the 3000 using the Interactive Mainframe 
Faclllty CDSN/IMFJ. IMF has Intrinsics that can be used to 
make a program look like a 3270 terminal. However, IMF Is an 
elaborate subsystem with a high CPU overhead. The IMF 
Program Access Mode (the way It accesses the host 
programatlcal lyl requires the programmer to use and format a 
dummy terminal screen. This requires considerable 
programming as wel I as adding to the overhead. 

Performance was an Important consideration because of the 
load on the system. Only because there was no feasible 
alternative was It decided to use CS/3000. This approach 
required considerable knowledge of communications and 
experimentation with some parameters of the CS Intrinsics. 
It was successful In achlevfng Its appl !cations goals. 

In order for the programmer to use CS/3000 he must first 
configure hfs INP CSSLC or HSI ff he wishes to use one of 
those fnterfaces on a Serles I I I l. The conffguratlon Is 
fairly straight forward, and If he does make a mistake, most 
of the configuration parameters can be overrlden with the 
CLINE command. Because we were going to use IBM Bl nary 
Synchronous protocol CB!synchl we fol lowed the specifications 
for RJE In the Systems Manager/Systems Supervisors manual. 
Our communications equfpment consfsted of an INP, Its modem 
cable, a modem (201C equivalent> and a leased 1rn·e. 
Therefore the TYPE rn the conflguratfon was 17 (INPl and the 
SUBTYPE was 1 (Synchronous, nonsw r tched I I ne w I th modem). 
Switched means dlal up, non-switched mmeans leased I fne. 
Common sense app I I ed to the rest of the parameters and they 
can be overrlden by the CLINE command and/or the COPEN 
lntrlnsrc anyway. There Is only one driver for the JNP, It 
Is called JOINPO. Thfs Is only the driver skeleton. The 
rest of the protoco I Is con ta I ned In a down I oad f 11 e. For 
IBM Bl synch contention mode this ls CSDBSCO. This Is the 
default. It comes with DSN/DS and DSN/RJE <and maybe other 
DSN products). If you are trying to use CS/3000 with other 
vers Ions of BI synch or w I th SDLC, beware. You w I I I have to 
match your ~rotocol and mode with one of the DSN products and 
purchase It to get the correct download file. A friendly, 
communications trained HP SE ls Invaluable at this point. 
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If you have any questions about the required communications 
equipment, JOU should refer to the HP Guidebook to Data 
Communications and/or the HP Communications Handbook (see 
b!bl lographyl. The Guidebook has valuable Information on how 
communications equipment works and Its various varleTles. 
The Handbook has more specif lc Information relating to HP 
products (be sure you have the 4/81 or later version). It 
you have al I your equlpm~nt and HP software In place, you can 
now beg l n to. w r l. t e your a pp I I cat I on. I t w I I I he I p l f you 
code the entire appl I cation using a programatrcal ly 
controlled terminal to simulate the communications llnk. In 
that way you would know that the rest of the code works 
before stepping Into the unknown. You wlll have to use SPL 
or an SPL.subprogram to establish the communications 
Interface. 

Most CS/3000 Intrinsics have direct equivalents In the file 
system Intrinsics (see figure one). Treat the communications 
line like another flle except use the CS Intrinsics Instead. 
There are several differences that you must take Into 
account. The COPEN has parameters describing the 
communications environment that are quite different from the 
parameters for FOPEN although some of the parameters are 
similar. The COPEN Intrinsic format rs shown on page 1-30 of 
the Communications Handbook. Either the formal designator or 
the device parameter Is required. The rest are optional. 
The three options fields and some other parameters are 
explained on pages 1-13 and 1-29. 

IBM Blsynch requires that each series of messages be 
terminated by an EQT. When writing to the line (CWRITE> you 
must end with an EOT before you tlnlsh or can read CCREAD> 
data. This ls done with a CCONTROL (llnenumber, 1, param). 
When reading, a CCG condition means that an EQT has been 
recleved Instead of data. You must ke~p posting CREAD•s 
until you get the CCG condition. 

Er.ror hand I Ing needs to be more elaborate than normally used 
for the fl le system. The 200-250 series of error numbers are 
particularly Important because they may Indicate problems on 
the llne and/or problems at the other end of the llne. In 
particular you may see many 205, 207, and 217 errors. 205 
occurs during CWRITE and means that the other end ls trying 
to send data. A CREAD should Immediately be done to receive 
this data. A 207 typically ocurs during a CWRITE It the llne 
takes several "hits" or the computer at the other end goes 
down. A 217 error Is the result of a CREAD tallure when the 
othe~ end goes down. Most other errors In the 200-250 series 
can be corrected by repeating the operation. Other errors 
are hardware or software pro I ems at the I oca I s rte. They are 
classified as to probable cause on page 1-21 of the 
Communications handbook. 
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CS/3000 INTRINSICS AND COMMANDS 

Intrinsic 
(Command) 

COPEN 

CC LOSE 

CREAD 

CWRITE 

CGETINFO 

CGROUPINFO 

CCHECK 

PRINT I LINE' .I_NFO 

CCONTROL 

CPOLLIST 

IODONTWAIT 

IOWA IT 

Similar File 
Intrinsic 

FOP EN 

FCLOSE 

FREAD 

FWRITE 

FGETINFO 

None 

FCHECK 

PRINT I FILE I INFO 

FCONTROL 

None 

IODONTWAIT 

IOWA IT 

CLINE (Command) FILE 

CRESET (Command) RESET 

SHOWCOM (Command) None 

FIGURE 1 

Comments 

Returns line number similar to 
file number 

Supplies information about a remote 
group on a multipoint line 

Creates or updates a poll 1 ist for 
multipoint lines 

In tr-ins ic is the same and. has the 
same purpose (complete I/0) 

Intrinsic is the same and ha• the 
same purpose (complete I/O) 

Shows line errors since last COPEN 
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If a large number of errors In the 200-250 series occur and 
the I Ink and modems seem to be working correctly, one or more 
entries In this MISCARRAY parameters of the COPEN should be 
analyzed and posslbly changed. Type 5, number of error 
rec o v er y r et r r es , may b e l n creased fr om r ts . d e fa u I t of 6 l t 
It Is known that the I lne may be poor and the appl !cation can 
afford the Increased time required. 

There are five different timeouts that can be changed. The 
receive timeout occurs only for a CREAD when the remote does 
not send text, an EQT or a TTD (temporary text delay) after 
the first text message Is received. The default of 20 
seconds seems more than adequate. It could be shortened 
under most conditions. It ts set at too short a time, you 
wl 11 get many 209 errors on the CREAD 1 s. The local timeout 
has nothing to do with the remote or the 1 lne. If you wll 1 
be waiting for data from the remote for long periods of time 
It should be disabled. It Is used to prevent one session or 
job from monopol lz Ing the Ir ne. The timeout occurs when no 
CS Intrinsic Is activated during the time period. The 
default ts 60 seconds. If rt occurs (error 155) It will 
disconnect the 1 lne. Connect time rs the time that the CS 
systems will wait for the modem to Indicate that It rs ready 
CDSR or Data Set Ready Line comes on). It's default rs 900 
seconds. It should be set to about 15 seconds rn situations 
where rt rs known that the modem and line are operational. 
If It occurs (error 151) It wlll disconnect the line. If "the 
line Is disconnected rt should be CCLOSE 1 d and COPEN 1 ed to 
continue. 

Response timeout rs the amount of time the system wl)I wait 
f o r a r e s p o n s e t o a I o c a I a c t r o n d u r r n g a CW R I T E • I "t s 
default rs 2 seconds for a primary contention station and 3 
seconds for a secondary contention station. An error 207, 
driver retry exhausted, wll I be received rt this timeout 
occurs. Th~ I rne bfd timeout, (error 211) occurs durng 
CREADS. It means that th.e remote has no data to send. The 
default Is 60 seconds. The timeout may or may anot Indicate a 
true error, depending on whether data rs expected or not. Al I 
these timeouts are described on pages D-12 and D-13 of the 
Communications Handbook Cthe I rne bid timeout Is there cal led 
the "Walt timeout"). Note that they are described as they 
apply to RJE, but the description rs the best we have seen In 
HP documentation. 

The checking of Identification sequences ts part of the 
Blsynch protocol. This checking may be Inhibited be setting 
bit one of the COPT~ONS field on. Both local and remote ID 
sequences go In the a~ray IDLIST or the configured default rs 
used. ID sequences are checked as soon as the COPEN becomes 
effective, r.e. connection rs made. Another Important part 
of the COPTIONS field ts the "iJocal mode" subffeld, settings 
0-4 refer to various option~ using Bl synch or SDLC, setting 5 
and 6 refer to HPDLC. If this subfleld rs not compa"tlble 
with other COPEN parameters, particularly the protocol 
subflelds of the AOPTIONS parameters, an open fallure wlll 
result. 
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The protocol subfield of the AOPTIONS parameter must be 
compatible with other options of· the COPEN and the download 
file Cor driver If the INP Is not being used). If contenTlon 
mode Bl synch (protocol) Is desired the download file Is 
CSDBSCO, which Is the default. In other cases you will have 
to be careful to match the download file to.the protocol. 
This may require some Investigation. All download flies 
start with CSD, are 515 words Jong and reside In PUB.SYS. 

Like the file system, the normal mode of operation has the 
CS/3000 Intrinsic not return control to the program until the 
1/0 Is complete. By setting bit 15 Jn AOPTIONS parameter To 
I the program will gain control before the 1/0 operation 
complet.es and the. program must Issue an IOWAIT or IODONTWAIT 
Jnstrlnslc to complete the operation. There are several 
differences In the way this operates In CS/3000. There are 
no special IOWAIT and IODONTWAIT Instructions for CS/3000. 
Because the I lne ~umbers returned by COPEN and the file 
numbers returned by FOPEN are mutual Jy exclusive, an IOWAIT 
with a f lrst parameter of 0 can be used to wait on the first 
1/0 that completes, file or line. Secondly, several 1/0 
requests Cup to a maximum of 14, 7 reads and/or 7 writes on 
the INP> to the same I In~ number can be made without Issuing 
Intervening IOWAIT 1 s. 

The NUMBUFFERS parameters of the COPEN Is used to set the 
number of I/O's that may be queued (negative value) or the 
number that may be queued and buffered <positive value). If 
you use buffers, you do not have to do the COPEN 1 s In 
pr I v I I e g e d mode to do concurrent C ri o-w a I t) I I 0. Ha v I n g 
several CREAD 1 s outstanding for a I lne number may be 
convenient (remember that the EOT requires one), but It 
doesn't seem appropriate when doing CWRITE 1 s because of the 
difficulty taking action tor the appropriate record on 
errors In transmission. It could be done If the sequence of 
records transmitted were not Important and the data was kept 
available for re-transmission. Each CREAD and CWRITE must 
eventual Jy be paired with an IOWAIT or IODONTWAJT that shows 
completion unless 1/0 Is aborted by a CCONTROL with 0 as the 
first parameter. If the CCONTROL returns an error code of 
64, an IOWAIT must be Issued because the 1/0 has already 
completed. 

There are several aids that can be used to help diagnose 
prob I ems. For the INP the program DSM.PUB.SYS can be run to 
test the HP hardware, the download flies and, to a limited 
extent, the associated communications equipment. Its 
operation Is described In the JNP Diagnostic Procedures 
Man ua I. Part No. 30010-90002. 

There Is also a CSTRACE facility that can be Invoked by bit 2 
of the COPTIONS parameter or the CLINE command. It writes to 
a file describing In detail every action taken by the 
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communications subsystem. These records ~ay then be printed 
by CSDUMP.PUB.SYS. There are several options that can be 
used. We suggest that the first attempt to employ CSTRACE be 
with no options set. CSTRACE generates a large number of 
entries for every lntr.lnslc called, even If no options are 
used. 

If the programmer stll I has dlfflcul~y after using the 
diagnostic tools mentioned above, he might try to use a I Jne 
monitor to see what Is actually happening on the 1 lne. He 
may be able to borrow one from HP or rent one trom a 
supp I I er. 

The HP communications products work wel I, but sometimes It Is 
necessary or advantageous to use the CS/3000 lnstrlnslcs 
directly. This Is possible but It requires conslderabJe 
"f:echnlcal expertise and even more patience. Communications 
technology Itself Is comp! lcated. The user Is advised to use 
one of the HP products If at al I feasible. Only If he has 
the necessary resources should he procee~ wtth direct use of 
CS/3000. 

HP has a number of communication subsystems for the 3000. 
The user should car'efully evaluate his requirements before he 
chooses one because most of them are not too flexible In 
their Implementation. However, If the user employs them as 
HP Intended, he w 11 I f Ind that they usu a I I y perform In a more 
than adequate fashion. 
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HOW MUCH SECURITY IS ENOUGH? 

A Method for Determining Appropriate Levels 
of Protection at Mini-Computer Sites 

Abstract 

Doug DeVries 
Hewlett-Packard 

Corporate Data Center 

This session will deal with computer security, addressing the issue 
of adequate protection of mini-computer assets. The focus will be 
on physical security, so that site managers can know how many 
resources to invest to prevent (and recover from) potential 
disasters. 

Mini-computer sites have varying security needs. Many managers need 
a method to quickly evaluate risks and decide on adequate 
protection. Also, they need a method that will get beyond 
subjective opinions and stand up to auditors' scrutiny. 

This workshop will present a process that has been applied at over a 
dozen HP sites. It uses a structured Delphi technique, involving a 
diverse group of people and a functional analysis of the data 
center. The evaluation process can be completed with m1n1mum 
manpower in l-2 elapsed weeks, and can also increase DP support and 
~ecurity awareness in the user organization. 

Outline 

I. Overview 
* Introduction and Definitions 
* Underlying Reasons for Security 

II. The Risk Analysis Process 
* Identify assets 
* Evaluate risks 
* Develop alternatives for reducing risks 
* Make recommendations, and implement 

III. Forms 

Introduction 

Security is a topic that creates ambivalent feelings. On the one 
hand, there is a sense of obligation to do at least something to 
appease the auditors, to reduce the vague anxieties of upper 
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managers, or to avoid the catastrophies periodically described in 
ComnuterWorld. From this perspective there is a strong element of 
external "sh.oulds" to create "security". 

On the other hand, "getting security" is not all that easy. When 
you sit down and seriously look at computer security, most of the 
textbook answers are "overkill" for mini-computer sites. Also, 
security tends to be an overhead item that does not directly help 
the productivity of the computer center, and it normally seems like 
a large task that can be delayed until "tomorrow". Also, the 
probability of "bad events" actually happening seems so low that it 
is hardly worth the effort to deal with them. 

So, i.that is ·security? Why is it important? And how can you figure 
out what you need to do at an appropriate cost? This paper will 
try to suggest some answers to these questions. 

A Definition 

In its simplist form, the purpose of security is: 

TO INSURE CONTINUITY AND INTEGRITY OF DATA-PROCESSING ASSETS, 

THROUGH AN APPROPRIATE LEVEL OF PROTECTIVE MEASURES. 

By "continuity" we mean reliable, continuous processing, with 
minimimum disruptions due to extended downtime. By "integrity" we 
mean that virtually all the computerized information is correct, 
complete, and private. 

Underlying Reasons ~ Security 

The concern over computer security has multiplied in the past· dozen 
years, primarily because the role of data-processing has changed. 

In the old days, when a small percentage of an organization'.s 
information was on computers, there was accordingly a low level of 
vulnerability. But as the number of applications has goes up -- and 
the majority of business functions have become computerized -- the 
vulnerability has gone up too. Thus, computer security is 
essentially a "hitch-hiker" the increased need for protection 
reflects the changing role of computers in business and government. 

Computer use implies computer dependence. Your user population 
assumes that°your operation will have "continuity" and "integrity" 
-- and management up-the-line will be angry if these assumptions are 
not met. 

Thus, computer security is important not merely because of the 
auditors or some other external pressure. Instead, security is 
ingrained in the nature of the service you're providing. Security 
boils down to one ke;r area of "good management" of computer 
resources. 
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As a DP manager, then, you'll be trying to determine what's an 
";i.ppropriate" level of protection. Looking at security seriously 
means that you'll be weighing multiple factors, such as: 

EDP ROLE IN THIS ORGANIZATION 

MINIMAL EXTENSIVE 
< -------------------------------------- > 

PROBABILITY OF "BAD THINGS" OCCURING 

LOW HIGH 
< -------------------------------------- > 

HUMAN IMPACT OF SECURITY 

CONVENIENCE PROTECTION 
< -------------------------------------- > 

COSTS TO IMPLEMENT 

MINOR MAJOR 
< -------------------------------------- > 

The methodology listed belo1"1 provides a system for "crystallizing" 
security-related information. It falls under the title of "Risk 
Analysis". The outputs of the risk analysis should give the 
responsible managers enough information to make informed decisions 
about risks and cost-benefit trade-offs. The ultimate goal of all 
this security effort is to get an "optimum" amount of protection at 
a reasonable cost. 
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RISK ANALYSIS 

** A Process for Determining Appropriate Levels of Protection ** 

1) GETTING STARTED 

There are several things to do, as you get ready to embark: 

** 

** 

** 

Review this text, examine the forms, and make sure that you 
understand the sequence of activities. Then lay out a general 
schedule for your work, and decide who you want to be involved. 

Meet with your boss(es) to review your work plan. The goal here 
is to make your management aware of the risk analysis activity. 
You want them on your side from the beginning, since they will 
be involved in the final decisions on accepting risks and/or 
allocating resources to reduce the vulnerability. 

Talk with people you would like to involve, 
their agreement and time commitment. 

in order to get 

2) IDENTIFY ASSETS 

Using attachment RA-1 as a starting point, identify the value and 
extent of the data-processing function in your division. 

This process is like taking an inventory. However, do not spend an 
undue amount of time to get detailed money/number figures. Ranges 
and approximates ar.e enough. 

This activity will probably involve the building (facilities) 
engineers, as well as DP people who are responsible for hardware, 
contracts, and-applications interface. Getting estimates for the 
time required to re-build/re-install can have an impact both on this 
risk-analysis process and on your broader disaster-recovery plans. 

After collecting the asset data, 
format and make enough copies 
members. 

3) IDENTIFY AND EVALUATE RISKS 

prepare the information in a neat 
for the "Risk Evaluation" team 

This activity is at the heart of the risk analysis process. Its aim 
is to translate subjective individual opinions into a reasonably 
objective over-all evaluation. The diversity of your team and the 
combination of individual/group work are key to the process. 
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1ou'll essentially be using a Delphi technique combining 
individual evaluations i.;ith group intero.ction. The intent of the 
Delphi technique is to reach a group consensus, while m1n1m1z1ng the 
impact of personal dominance or differing •rerbal skills. 

** At !!!! first meeting: 

-Explain the risk analysis process, the schedule you've set up, and 
how the results will be used. Explain that you've chosen the group 
members for their variety of viewpoints, and that you appreciate 
their involvement. 

-Give them a copy of the asset inventory form (RA-1). Review it so 
that they will understand the importance and extent of your 
computer installation. 

-Hand out copies of RA-3 and RA-4. 

Tell them that you do not want their verbal 
time. Instead, they are to take the forms 
individually after the meeting. 

evaluations at 
and work on 

this 
them 

Field any questions. Agree on times to get the completed RA-4 
evaluation forms back from them, and to meet again. 

** Between !!!! first and second meetings: 

- Collect the completed RA-4 forms from everyone. (Have them keep a 
copy for themselves.) 

"Quantify" their answers. This involves assigning numb'ers to 
their answers, and multiplying the "probablility" entry by the 
"severity" entry. For example, a "slight" probability and a 
"medium" severity would translat~ into 2 x 3 = 6. 

Do these calculations for every entry on each form. 

-Consolidate the evaluation numbers from all team members. Compute 
the average and the range for each risk item. Afterwards, put the 
risks in a sequential ranking based on their combined averages 
(i.e. , highest average numbers at the top and lowest at the 
bottom). After all the evaluations have been consolidated, make 
enough copies for the team members. 

=+* At the ~ meeting: 

Share the results. Go over the key items, and allow people to 
explain the reasons for their ratings. This is, an important sharing 
of data, since the diversity of the group can bring up valuable 
information about vulnerabilities. 

~n the end, there should be a general agreement about the sequential 
ranking of risks at your data center. Have them individually pick 
T.t.c 4 mos.t significant risks that should be addressed. These will 
'oc,icome your "A" priorities. 
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Identify a cut-off line for ''C" priorities, based on improbable 
/unimportant events. You're left with a middle range of risks, 
which count as "B" priority problems. You want to focus most of 
your attention on resolving the A's, and plan on merely accepting 
the risks for the C's. 

(It is recommended that you keep the risk evaluation worksheets that 
the team members prepared. With this source data and the subsequent 
rankings/alternatives/ implementation schedule, you will be able to 
demonstrate to auditors that you went through a thoughtful and 
thorough process in analyzing risks.) 

4) BRAINSTORM OPTIONS ~ REDUCING RISKS 

In the same meeting, you will lead a brainstorming session. The 
goal is to make a full list of things that could be done to reduce 
the risks. 'L'his information will augment the items already 
suggested on the RA-4 forms. 

It's useful to write these ideas on an easel/blackboard during the 
meeting, so the group can see what alternatives they've developed. 
Seeing the. list often stimulates other ideas. 

Emphasize that you are not evaluating these suggestions at this 
time--evaluation comes as-a-separate, later step. You are now just 
trying to develop the largest possible list of things that could be 
done. (Even if the ideas are somewhat zany.) 

5) RESE.~CH COSTS/BENEFITS AND EVALUATE ALTERNATIVES 

After the preceeding meetings have finished, one individual will be 
responsible for doing research. Essentially, this involves 
discovering approximate costs for implementing the various 
suggestions. Both out-of-pocket and manpower costs should be 
considered. 

Center the majority of your time on the items with the highest total 
risk factor/priority. In the end, list your recommendations in 
priority order and review them with the group. This is the time for 
cri t.ical evaluation, and deciding on specific recommendations for 
implementation; 

To handle the risks identified earlier, your basic choices are: 

.. 

to reduce the probablility of "bad things happening" 
implementing one or more of the alternatives (Prevention) 

by 

to develop a workable "disaster plan" that will insure a prompt. 
return to normal processing (Recovery) 

to consciously choose to accept certain risks (Acceptance) 
(Usually this '1appens when there is a relat i.vely low level of 
risk, or when the costs of implementing "countermeasur·es" are 
considered too high.) 
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(Obviously, accepting some risks is an integral part of life. The 
:~ey point is that there is an evaluation and conscious choice about 
what ,..,ill be done with the risks that are recognized. ) 

6) MAKE RECOMMENDATIONS Alm SCHEDULE IMPLEMENTATION 

This last step is the 
gathered is presented to 
decisions and action. 

"wrap up". The 
the appropriate 

information that has been 
level of management for 

In your recommendations, remember that management will be looking 
for options that appear to be the most effective and offer the best 
return for the resources invested. 

By the end of the presentation, decisions should be made on what 
will be done -- to minimize the risks and to protect the division's 
data-processing assets. An implementation schedule will be 
developed, responsibilities will be assigned, and decisions will be 
documented. 

Now that you've figured out what is an appropriate level of 
protection, _the next step is to make it happen. Here's where your 
management skills come in, and the ris.k analysis method leaves off. 
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Site Evaluated: 
Date: 

IDENTIFYING DATA PROCESSING ASSETS 

ASSETS REPLACEMENT 
VALUE 

THE DATA CENTER: 

*Computer hardware, 
CPU and all peripherals 

(Indicate type and 
number of systems): 

Datacommunications 
(phone lines, modems) 

Terminals (CRT's) 
# in the data center: 
Total # in the division;-­

hooked up to data-center 

Off-line equipment 
(e.g.,data entry, 

microfiche, etc.) 

*Facilities 

Air conditioning eqt 

Electrical wiring, motor 
generator sets, etc. 

Raised floor and other 
room specifications 

*Related assets 

Office equipment, including 
desks, typewriters 

Forms/scratch tapes 
/supplies 

** TOTAL REPLACEMENT VALUE 
FOR THE DATA CENTER: 

computers: 

RA-1 

REPLACEMENT 
TIME UNTIL 
WORKING AGAIN 

"* THE CRITICAL PATH: TOTAL TIME li1-!TIL EVERYTHING 
IS RESTORED A!\fD WORKING AGAIN, IF THE ENTIRE 
FACILITY NEEDED TO BE REPLAC~D 
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PERSONNEL; 

Number of people in operations staff: ........ . 

Number of systems programmers: 

Number of applications' programmers/analysts: 

!'lumber of people employed in the entire facility: ....... . 

BUDGETS: 

What is the amount budgeted for data processing services 
for the current fiscal year: ........... 

What is the estimated gross annual revenue for the entity 
for the current fiscal year: .............. 

APPLICATIONS: 

Number of major production applications ....... . 

Functional areas affected by the applications ......... . 

Which applications are on-line? ....................... . 

INSURANCE: 

Insuring company ......................... . 

$ Amount of coverage for this facility is: 

Items covered: ....................................... . 

Items excluded: ....................................... . 



SOFTW.4.R)::/DATA PROTECTION: 

Number of dial-up lines (for "outside ~.ccess"): 

Number of people/groups with "priviledged mode" authority: 

Indicate by type of hardware if there is a 
system to control access to software/data: 
(such as ACF2/RACF/Topsecret on mainframe computers) 

Are data/ software a.ssets copied to tape and 
preserved away from the data center? ........ . 

Location ........................... . 

Average number of tapes .............. . 

The fraquency of storage is: ................. . 

Tha length of retention is: ........................... . 

EXISTING SECURITY 

What security measures ·are already in place to provide protection 
for data-processing assets? 
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TYPES OF PEOPLE TO BE INVOLVED IN THE 
RISK EVALUATION PROCESS 

DATA PROCESSING 

Operations manager 

RA-2 

Shift supervisor (the off-shifts tend to carry more risk 
because there are less 'resource people' 
around.to help when problems occur) 

Systems programmer 
Hardware technician 
Contracts specialist (for costs, and lead-time) 
Input/output/forms supervisor 
DP security analyst 
Group leaders from 1-2 major applications 

OTHER DIVISION PERSONNEL 

HP insurance specialist ("loss prevention") 
Security service (guards) manager 
Building maintenance people (day-to-day repairs) 
Building engineers (designing facilities changes) 
Others (especially individuals who deal with 'outside' support 

personnel, such as telecommunications, 
electricity, and fire/police servi~es.) 

" NOTES * 

--This list is meant as a suggestion for types of people 
to involve. In some DP installations, one individual 
may combine several specialities and functions. 

--The group size should ideally be 6-12, in order to get an 
adequate statistical sample. 

--The diversity of the group is its greatest strength. The 
perspectives of non-data processing personnel can be 
especially valuable (even though they may not "speak" 
in the DP "language"). 
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RA-.3 

** DEFINING TERMS FOR RISK EVALUATION *'* 

PROBABILITY: 

-(Virtually) None 

-Remote 

-Slight 

-Possible(medium) 

-Probable(high) 

SEVERITY OF LOSS: 

-(Virtually) None 

-Minor/low 

-Medium 

-Serious/high 

-Catastrophic 

Extremely unlikely to happen 
Example: Tornado in San Francisco 

Chance of occurence is quite improbable 
Example: Stray aircraft crashing into 

the building 

Although infrequent or unlikely, 
it could happen 

Example: Major earthquake 
in San Francisco 

A reasonable chance of occurance 
Example: Fire, where smoking is allowed 

in the computer room 

Very likely to happen 
Examples: Programming error 

Temperature/humidity fluctuations 
Accidental mishandling of eqt 

So small as to be inconsequential 
Example: Petty theft (of a terminal) 

Small monetary loss with little impact 
Example: Power interrupt 

Extremes in temperature/humidity 

Moderate inconvenience, or an expense 
for replacement of equipment 

Example: Printer fire 
Roof leaking water 

Severe losses and major inconvenience 
Example: Major CPU fire 

Huge negative impact. Restoration time 
could take weeks or months. Major $ losses. 
Example: Bombing/sabotage 

Aircraft crash 
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:·rame: RA-4 
Date: 

·H RISK EVALUATION FORM ** 

Listed below are some potential events that could disrupt 
data processing operations. Please respond to each item 
a.ccording to your own bi:;st judgement of how it might 
apply at your location. 

The main options for the specific items are summarized 
here. For a fuller explanation of the ranking options, 
see attachment RA-3. 

"Probability" choices 

(Virtually) None=VN 
Remote =R 
Slight =S 

Possible (medium)=PS 
Probable (high) =PR 

"Severity" choices 

(Virtually) 
Minor/low 
Medium 
Serious/high 
Catastrophic 

None=VN 
=LO 
=M 
=HI 
=C 

Possible Disaster Probability 
of occurence 

Severity 
of loss 

Comments/Notes 

Extended computer 
downtime(no destruction) 

**Mainframes 
·~*Mini-computers 

**Data transmission 

Fire in computer room 
-staffed--weekdays 
-staffed--off-shifts, 

weekends 
-when not staffed 

Fire/explosion in the 
utilities room 

Fire in computer room 
and off-site vault 
at same time 

Explosion/fire in other 
areas of the division 
that could threaten 
data processing 

Water Damage 
-Flood 
-Roof leaking 
-Sprinklers 
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Earthquake (severe) 

Power failure or 
interrupt 

Data-communications 
outage 

Temperature/ 
humidity extremes 

Lightning and 
storm damage 

Tornado/Wind/ 
Hurricane 

Damage by vehicle/ 
aircraft 

Roof collapse 

Damage/theft/loss 
of special forms 

Vandalism/theft 
-internal source 
-external source 

Violent Sabotage 
(bombing, riot) 

Non-violent sabotage 
(e.g., from a disgruntled 

operator or programmer) 

Illegal access, and 
data compromised 
-internal source 
-external source 

PROBABILITY 

Off-site tape storage vault: 
(assuming one exists) 

Fire 

Theft/Vandalism 

Sabotage 

Other(pls specify) 
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Other possible risks--list your own: 
(sources of potential disruption to the data center) 

THREAT PROBABILITY SEVERITY 

******** 

On a scale from 1-10, what ranking would you give for the 
over-all level of risk at this site? (1= Very Low, 10= Very High) 

On a scale from 1-10, how important would you say that this 
computer facility is for the survival and profitability of 
the company as a whole? (1= Very Low, lO=Vitally important) 

******** 

GENERAL QUESTIONS: 

1) What would you say are the most likely possible natural 
disasters in this geographical area? (e.g., tornados, 
earthquakes, electrical storms, etc.) 

2) What things tend to keep the risk-level low at this site? 

3) What things tend to increase the level of risk at this site? 

4) What changes in the future might affect the level or' risk? 
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5) The Community Environment (safe or hostile)--

What is the role and image 
of the company in the community? 

How would you describe the social safety of the environment? 
(Consider things like--Are cars/houses normally locked? 

Are there universities or "radical environmen·t;s" nearby?) 

What is your over-all evaluation of the probability of 
a threat from a non-employee? 

******** 

6) What preventative things do you think we might do to reduce 
the level of risk (and therefore to reduce the chances of 
a disruption in computer processing)?~~~~~~~~~~~ 
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CENTRAL SITE SUPPORT: A CASE STUDY 
by 

Richard Diehl 
of 

Monsanto Industrial Chemicals Company 

Introduction 

Monsanto has many HP-3000 installations throughout the 
company. Some are standalone sites with their own CSS 
support. Some are supported centrally by the Industrial 
Chemicals central site. The election to go to central 
site support was initially a financial one. However, 
procedures, standards and people had to be put in place 
to make it work. This paper deals with what we've put 
in place and the unforeseen advantages we've gained 
from some of them. 

Introduction to Monsanto 

Monsanto's central site support has not evolved in a 
vacuum; It has come into being to answer specific needs 
of Monsanto Industrial Chemicals Company. These needs 
are · 1argely generated by Monsanto's business and its 
organization. Therefore,. any discussion. of the Monsanto 
central site support must begin with an overview of 
Monsanto. · 

Monsanto is a large, multinational chemical manufactur­
ing company. Its products range from soap to silicon 
chips. To adequately manage our large and diverse 
product mix, Monsanto is divided into several semi­
autonomous operational units (see FIG l). Each opera­
tional unit has responsibility tor its own MIS. 
Therefore, within Monsanto we have networks of DEC, 
IBM, and HP e.quipment. The op unit that I am associated 
with, Industrial Chemicals, has selected HP as its 
preferred vendor. This means that the data processing 
computers within the Industrial Chemicals plants are 
HP-3000. 

. I 
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In reality Industrial Chemicals is just a collection of 
plants. Each plant has a central data processing com­
puter called the plant host. The host can be either a 
3000/44 or a 3000/40. The size of the plant determines 
the type of machine and the staffing of the DP depart­
ment. In our larger plants the host is a 44 and is 
managed by a data processing manager. Working for this 
manager is one operator, and in some plants one 
programmer. In the smaller plants the 40 is our host 
and the operator is an accountant with special train­
ing. We designate these smaller plants as unmanned 
sites. By unmanned we do not mean that there are no 
operational personnel on site, the accountants perform 
this function. Instead we mean that the normal decision 
and design duties of the system manager is performed by 
a person in the central support group. In addition. to 
our host computer, the plant can contain special pur­
pose computers used to ~ontrol the running of tha plant 
processes. These process computers are tied into our 
host so that data on inventory (quantity and quality of 
product ) can be entered into Monsanto's data environ­
ment. In addition, the host is connected via MRJE and 
IMF into the corporate IBM systems (see FIG 2). On 
these large IBM machines run our traditional, 
corporate-wide data processing applications such as 
general ledger, accounts payable and receivable. 
Therefore, our host 3000 fits into an overall 
corporate-wide computer network and performs a 
prescribed function in Monsanto's computing 
environment. 
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The charter or .function o.f the host (HP-3000) is to 
provide on~line interactive processing o.f data that is 
relevant to that particular plant site. Typical ap­
plications that .fall into thi~ category are laboratory 
in.formation systems, maintenance control systems, 
storeroom management systems, and employee time card 
systems. It the data generated by a system is required 
by production applications outside the plant, such as 
inventory levels .for marketing, then the system resides 
on the corporate IBM machines (see FIG 3) . Also we. 
have systems that run on both machines, .front-end edit­
ing and plant specific data bases are handled by the 
HP, and the updating and inquiry o.f corporate-wide data 
is handled by the IBM. Each plant uses only the ap­
plications systems it can justify. This puts the burden 
on our central support to be able to handle a wide 
variety o.f systems. 
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Our central support 3000 is a 44 used by the central 
support group for development, systems support, and 
production for the central staff organizations such as 
division accounting, personnel, and marketing. It is 
also tied into the corporate IBM machines via MRJE and 
IMF. In addition, our plants are tied to the central 
3000 by a 4800 bps dial-up, DS network. The DS network 
is not used for production data processing but is in­
stead reserved for systems and applications 
maintenance. 

Central site support description 

Our charter for the host and the functions of our 
central machine came well in advance of our selection 
of the vendor. We were aware of the advantages of 
central support because of our experiences with IBM and 
wished to avail ourselves of these advantages with our 
plant hosts. Briefly, these advantages are cost 
savings, central vendor interface, and standardization. 
The cost savings are obvious and the reason we can sell 
the central support to the plants. I will deal with it 
shortly. The next two advantages first appear as disad­
vantages. These must be done to make the central site 
support work. After running awhile, the advantages of 
central vendor interfaces and standardization will be­
come evident. The bulk of the remainder of this paper 
will deal with these latter advantages. 

However, let me first describe what is meant by Hewlett 
Packard central site support. It is a method of sup­
porting multiple HP sites as if they are one site (as 
far as HP is concerned). The HP SE office deals with 
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only one site, our so called central site. All system 
updates are delivered only to this site. It is the 
responsibility of Monsanto to'distribute the update to 
the 2'nd sites. Since we have CSS support we also 
receive PIGS, on-site SE assistence, and manual up­
dates. Manual updates are sent only to the central site 
and only in a sufficient quantity to update the central 
site. It is the responsibility of Monsanto to order ad­
ditional updates and get them to the 2'nd sites. PIGS 
calls can only be made by the system manager of the 
central site (unless we have purchased additional PIGS 
caller support). Therefore, all problems must be routed 
through the central site. Likewise, the SE assistance 
is given only to the ce•1tral site. If an SE visit is 
required by a 2'nd site then it must be purchased on a 
time and materials basis or a Monsanto employee with 
enough training and experience needs to be sent. 

There are variations on this plan. For instance we have 
found it useful to provide additional PIGS callers at 
those plant sites involved in heavy applications 
development work. This service is fairly inexpensive 
( $100 a month) and provides our programmers with a 
qui.ck answer to his or her design or implementation 
problem. Trying to keep Monsanto employees adequately 
trained on all the HP systems is just too great a 
strain on our organization. Therefore, we prefer to 
hire out the detailed implementation consulting and 
concentrate on the systems support issues. 

We have looked into central distribution and manual up­
date service for our sites but do not consider them 
cost effective. Central distribution is where our HP 
sales office would mail out systems tapes to all our 
2'nd sites. Manual update service is where HP will sup­
ply additional manual updates to our 2'nd sites. With 
proper stream job setup, the cutting of systems tapes 
can be done by an operator, and the manual updates can 
be handled by a secretary. Therefore, it costs us very 
little to handle these tasks. 

However there is a cost involved in central site sup­
port. Our 2'nd sites are our customers and we must 
provide them with a level of support that keeps them 
satisfied. If we don't, they have the option of pur­
chasing HP CSS support (the plants are autonomous en­
tities). In actuality, we attempt to do a better job 
than HP. We support our sites at the Monsanto applica­
tions systems level, not just the HP systems level. 
Therefore, most of our problems first come in to 
analysts as applications problems. They are our front 
line consultants and our direction is to make them as 
productive as possible. The central site systems 
manager backs them up as well as handling questions 
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that don't fall into a given applications system. 
Hence, both the analysts and the system managers must 
have knowledge of the HP. This additional learning and 
workload on the analyst must be recognized, and 
specific steps taken to lighten the burden. All this 
will impact what at first appears to be the cost 
savings involved in central site support. 

Central site cost analysis 

The main. advantage in central site support comes· from 
software maintenance charges. Each site must purchase 
the software initially. If your central site is the 
first site in the - organization to buy a particular 
software package, then they will have to pay full price 
for the software. All other sites buying the software 
will pay the reduced right-to-copy price. This may or 
may not affect your central site cost analysis because 
you may not be buying the first copy for your organiza­
tion. In Monsanto this does not figure in because it is 
rare that our central site must purchase the first 
copy. The following table gives the difference in 
monthly service costs for the central site and the 
remote sites for a typically configured §ystem. 

Software CSS cost 2'nd site cost 

FOS/40 $350 $70 
DS $125 $35 
MRJE $ 75 $15 
IMF $125 $35 
COBOL II $100 $25 
DSG $ 65 $30 

Total $840 $210 

Total savings per site per month $630 

The cost involved in maintaining the support for the 
2 'nd sites is dependent on what level of support is 
given each site. As I noted before, we at Monsanto 
provide system update tapes, and manual notification 
service. In addition, we provide consulation on system 
configuration, systems error handling, and development 
consultation. The first two are easy to quantify. It 
requires half an hour of operator time per update tape, 
per site, for the system updates. The manual notifica­
tion service takes about 15 minutes of secretarial time 
per update (by using mass mailing we can handle many 
sites for the same cost as one). 

The consultation services and system error handling are 
the most time consuming and the hardest to quantify. 
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Consultation problems fall onto a continuum of easy to 
complex. The easy problems are. those that can be 
answered quickly from the consultants experience or by 
referencing a manual. These take about 5 minutes of 
the consultants time. The complex problems require ex­
tensive research and testing and often involve consul­
tation with HP. These can take weeks of a consultants 
time. Therefore, we have a wide range of consultation 
costs - 5 minutes to man-weeks. It should be noted 
that there is a second order factor affecting problem 
consultation. This is the fact that as the people at a 
given site gain expertise, the problems . reported for 
consultation tend to be of increasing complexity. In 
actuality we reach a saturation point where the com­
plexity of the problem is such that we at the cent.ral 
site can only verify the problem and pass it a.long to 
HP for solution. In effect, the consul.ta.nt becomes a 
liaison person with HP. So in estimating the ayerage 
time ta.ken by problem consultation, we need to weight 
the average to the high end of the curve, but not too 
far over. · 

Finally, to arrive at the cost of support, we need to 
estimate the number of consultation problems we have 
per site. When the site starts up we can expect an 
average of one problem per day for the first month and 
a half. This rate tapers off to about two problems a 
month for the mature sites. 

Obviously there is a large variable· cost associated 
with the support, namely that of consultation. For 
central site support to meet its~cost savin~s promise,. 
all the sites must be managed in such a way as to mini,. 
mize this cost. Standardization can go a long way to 
holding down the consultation co~t a·s well as yielding 
side benifit.s that may actuall outweigh the savings in 
consultation time. 

Standardization. 

When a problem call comes into the ·central site it is 
usually of the form -- "Job Bl753'S printout didn't 
come out. Do I have to rerun the job?" . This 
presents the consultant with several· problems, some of 
which are: 

1. Is this an HP or an IBM job? 

2. What production system is it associated with? 

3. Where is the printout supposed to come out? 
a. Is it spQoled on the HP? 
b. Is it also spooled on the IBM? 

21 - 7 



4. What files does Bl753 create? Where are they 
located ... in an IBM PDS? If so, what directory 
and dataset? Are they on the HP? If so, what 
account and group is. it in? Are there files on 
both HP and IBM, and if so, where? 

5. How can I look at the files on the HP with the 
problem (it may be located 2000 miles away)? 

6. What questions do I need to ask to get the right 
information in the shortest time? 

Our consultants would have to spend a large amount of 
time determining answers for these kinds of basic ques­
tions for each problem call without standardization in 
hardware, systems, and applications software. In addi,.. 
tion, the solutions found for one site might not map 
into other sites. All our sites run about the same 
functions so problems encountered by one are usually 
encountered by all. Without standardization we would 
have to solve the same problem several times. However, 
if we standardize, we can solve the problem once and 
conununicate the solution to all the sites. In some 
cases this allows us to head off problems before they 
happen. 

In addition to the gains in consultation efficiency, 
standardization also allows us to develop plant 
specific applications at one site and then easily move 
them to another site. For instance, all our plants have 
a QC lab and all of them handle data in about the same 
way. We were able to develop a laboratory information 
system for one plant and when it was complete move it 
into the QC labs of 2 other sites within the same 
quarter. However, to gain the advantages of standar­
dization we found that we had to standardize in great 
detail. Some general guidelines for applications 
development and systems configuration would not work. 
Therefore, we established standards in hardware, sys­
tems, and applications development. Hardware standar­
dization was the first item we attacked. 

Our hardware standardization was affected by our or­
ganization. As I mentioned earlier, the sites have few 
if any DP people. Therefore, when selecting a hardware 
standard, we attempted to lighten the management and 
tracking load on our site people. This boils down to 
the philosophy "Let HP do it". We are willing to accept 
an adequate piece of HP equipment where a super piece 
of 3'rd party vendor equipment exists at a lower price. 
We do this so that our site systems managers will not 
have to mediate hardware problems between vendors. We 
have standardized on the series 4x HP's with HP disks, 
tapes, printers and tubes. 
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By standardizing the hardware, we have been able to 
standardize our I/O configuration. This aids the con­
sultant in problem handling as they are familiar with 
the configuration. It's the same as the one on their 
machine. In addition, this standardization has allowed 
us at the central site to establish starter kits. A 
starter kit is a predefined package of hardware and 
software needed to run an application. Therefore, when 
a plant manager asks us "How much will it cost for us 
to implement a host computer?" or "How much for a LIS 
system?". We can say XXXXX dollars. We don't have to 
convene a study team, make a preliminary survey, write 
a recommendation, go out for bids, and gain approval. 
We merely tell the plants the cost, give them the areas 
justification can be found in, and allow them to 
decide. Obviously approval must still be gained but a 
large up front study cost has been eliminated. 

In addition to standardizing the HP hardware, we've 
nailed down our communications systems. Our DS dial 
network is Bell 208B modems. This was done again to 
ease the hassle our site people have with multiple ven­
dors. If we have trouble with DS, the DSM program will 
checkout the link completely through the analog loop­
back on the 208B and then it's Bell's problem. Well it 
was. We're looking into this policy under the new Bell 
reorganization. 

Our leased· line network into our IBM machines have been 
standardized at a corporate level and are handled by 
telecom experts. We in Industrial Chemicals have 
pushed our standards back one level into the IBM sys­
tems. We've standardized our JES configuration and have 
standardized on a 1920 character buffer 3277 for IMF. 
In addition to aiding our consultants, tney don't have 
to worry abour debugging IBM and HP systems when one of 
our joint applications runs into trouble. It has 
simplified startup immensely. When we start up a new 
3000, our IBM systems programmer copies the macro from 
our central site JES gen, changes the remote number and 
we've got a new remote. Likewise, our telecom people 
know what modems and strapping is required. This has 
shortened our bring up time to l day for systems in­
stallation and telecom startup. 

The standardization of the telecom and the hardware 
provides us the underpinning on which we can standard­
ize the system configuration and software. In the sys­
tems configuration we have followed HP' s lead. ·We've 
placed our reliance on class names not LDEV numbers. We 
have the standard classes of devices - DISC, TAPE, 
SPOOL, DOUMP, and LP, as well as our own classes -
TERM, MODETERM, DSCLS, INP, MRJE, IMLPSUDO. All of our 
systems are constructed to utilize the device class 
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names whenever possible. Our consultants, when faced. 
with. a problem, do not then have to be aware of what 
LDEV number the particular unit is. They merely have to 
know if it is the' proper class. Also our analysts c.an 
set up jobs that can easily be moved from one system to 
another. 

In reality the standard system configuration is easy to 
setup. Again, judicious use of a job stream running 
SYSDUMP with embedded answers to the configuration 
questions allows our operator to quickly cut the ini­
tial systems load tape in a short period of time. 

The first step taken to standardize the software was to 
standardize the system SL. Even though each site does 
not get every HP product, each site gets the same sys­
tem SL. This allows us to easily install new products 
at a site. We merely copy in the PUB.SYS files. In ad­
dition, we allow no second party segments in the system 
SL (either another vendors or our own). We can then 
avoid .all SL maintenance activities. In other words, 
our sites don't have to run SOFTWARE.CREATOR. 

In addition to our SL, the PUB.SYS group and the 
HPUNSUP. SUPPORT group are kept free of non-HP files. 
Any systems-wide utilities developed by Monsanto or 
from the IUG are stored in the group UTIL. SYS. This 
division simplifies the consultants job when they are 
faced with a program problem. If the program resides in 
PUB. SYS, look in the SSB. If the program resi!fes in 
UTIL.SYS, call Monsanto's central site system manager. 

This practice of keeping only HP supplied software in 
PUB. SYS was arrived at by common sense. However, the 
standardization of the accounting ·structure evolved 
over many months and involved much debate. Basically we 
have classified accounts into three classes -- system 
or vendor accounts, group accounts, ·and develop­
ment/production accounts. 

A system or vendor account is an account whose struc~ 
ture is defined by HP or a vendor. We have no control 
over its structure. However, we do not allow users 
onto these accounts. The only I.D.'s on these accounts 
are those required for maintenance and these are pass­
word protected with the system manager holding the 
password. We allow access to these accounts by users of 
the · system only to the level required to J':'Un the 
system. 

The group accounts are used for personal computing. 
These accounts are structured with one user per group 
and one group per user (see FIG 4). All groups are 
password protected denying logon access to the other 
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users. Each user logon ID is password protected. These 
accounts are used by people that wish to use the HP as 
their personal tool. The typical user runs spread sheet 
analysis or develops small programs to help them at 
their jobs. With the growing awareness of computers and 
their use, the demand for this type of account is grow­
ing. While a user may use his or her own developed 
programs for day-to-day work activities, we do not al­
low formal production to be run on one of these 
accounts. 

GROUP ACCOUNTING STRUCTURE FIG 4 

Production systems are those where a program or system 
of programs are run by designated operational personnel 
on a regular basis to support a formalized information 
flow. To support this we have adopted the produc-. 
tion/development account (for simplicity I will refer 
to these as production accounts) . The production ac­
count has a functional gro.up structure. There is one 
group for each type of file P for programs, O for USLs, 
S for source, I for data bases, K for ksam, Q for stan­
dard MPE data files, R for reports, F for forms files, 
and J for jobs (see FIG 5). The PUB group is reserved 
for account and user UDC files and for SL's associated 
with this system. In some cases several users will be 
simultaneously creating files with the same name. 
Usually this occurs using ENTRY. In this case, each 
user is given his or her own group -- essentially a 
private Q group. · 

The security for these groups is dictated by what each 
group does. The access is as followes: 
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. Group 

PUB 
P,J 
O,S 
I 
Q,R,K 
F 

Access 

X,R,L:AC;WiA,S:GU 
X:AC;R,W,L,A,S:GU 
R,W,L,A,X,S:GU,AL 
R,W,L,A,X,S:ANY 
R,W,L,A,X,S:AC 
R,L:AC;W,A,X,S:GU,AL 

STANDARD ACCOUNTING STRUCTURE FIG 5 
The overall account security is R,W,L,A,X:AC if no 
sharing of data in an image data base is required. If 
the data from a data base is needed outside the ac­
count, then the security is R,W,L,A:ANY;X:AC and access 
security to the data base is handled by IMAGE. 

The user either logs on to the Q group, I group, or 
their own group depending on where mpst of .their files 
are located. The programmers are given account 
librarian status and their home is usually S. The ac­
count manager controls the P, J, and PUB groups, and 
therefore, can control the movement of programs, jobs, 
and UDCs into production. 

By standardizing the accounting structure, we gain ef­
ficiency in the problem consulting area because the 
questions normally asked about security and 
capabilities have been answered in advance by the stan­
dard. In addition, we gain in programmer/analysts 
productivity because they don't have to worry about 
designing the account structure or spend time consult­
ing with the system manager as to the proper structure 
for each system. Finally, the portability of systems 
are enhanced. We don't .have to debug a seperate 
accounting structure on each machine. We can STORE from 
one CPU and RESTORE onto another CPU. 
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The standardization of the production account is taken 
a step further. The file names within the production 
account are standardized. The standards are based on a 
three letter system ID. This ID is unique for each ap­
plications system and is used to preface many of the 
files. It gives us the ability to group all files for a 
given system when they are archived on the IBM 
librarian. The naming standards are as follows: 

Type of file 

Image data base 

MPE or KSAM file controlled 
by a program 

MPE or KSAM file controlled 
by a job 

Jobs 

Programs 

Form files 

Where: 
is the system ID. 

Form name 

SSSNNN 

PXXXAAFF 

JXXXAAFF 

JOBNNN 

SSSNNN 

DDDDDDTN 

SSS 
NNN 
xxx 

is a sequentially assigned number 

DDDDDD 
T 

FF 

is the sequentially assigned number for the 
corresponding job or program. 
is the ID for a program, job or data base. 
is the type or form - I for image, K for KSAM 
Q for sequential, P for programs. 
is the format number used to reference the 
file format in the documentation. 

The naming conventions allow not only the consultant to 
quickly determine the file dependencies within a sys­
tem, but also allows management to easily move analysts 
from system to system. The analysts have only one set 
of names to learn, and they can be applied to any sys­
tem, either the new one in design or the one that is 
having emergency maintenance performed on it. The 
analysts don't have to consult possibily out-of-date 
documentation to fine what file is what. 

If we've developed standards to this level of detail, 
it would be probable to suppose that they exist ·for 
design, coding, and documentation, and they do. 
However, I don't have the space to do them justice. It 
is sufficient to say they exist in as great a detail as 
the accounting structure examples given above and aid 
us in design and maintenance. 
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There.fore, we can see that the consult.ant .faced with 
the question -- "Job Bl 753"s printout didn't come out. 
Do I have to rerun the job?" _...; would know: 

1. The job name didn't start with J so it is an IBM 
job-. · · 

2. It is associated with standard 1'700 systems 
production (per our IBM standards, that I 
haven't outlined). 

3. Printout should have come through the JES spooler 
to the HP spooler and been routed to a 2608 
printer class ~P. · 

4. All .files are located on the IBM and are 
catalogued as per our IBM standard. 

5. No need to look at HP (it's usually not at 
.fault anyway). 

6. Call Monsanto customer service .for a restart. 

Central vendor inter.face 

As was mentioned earlier, one requirement placed on us 
by HP .for central site support was that HP deal only 
with our central site for questions involving software. 
Each o.f our sites maintains its own hardware service 
contract with the particular HP local office in their 
region. 

The .fact that there is no local SE .for'. the CE to turn 
to when he suspects what· was ·called in as a hardware 
problem is in reality a software problem was recognized 
early to be a potential p_roblem. In addition, the lack 
o.f SE involvement at the local sites causes the normal 
HP problem escalation procedure to behave in an unusual 
way, i.f at all. Internal to Monsanto we perceived a 
problem in picking up the duties o.f the SE; namely, 
what would we do about backing up our central site sys­
tems manager? 

The central site systems manager.is the cont;act .for HP 
.for all problems and the contact .for the sites .for SE 
support. When we purchase CSS. support . .from HP we are 
assigned a SE but in reality we .are buying the services 
o.f an, SE organization. I.f ou,r SE is sick or unavail­
able, HP provides a ·backup. Monsanto was .faced with a 
need to provide backup for the c'entral site system 
manager. Having a 'backup to the ,central site systems 
manager could cause us col!imuniqat.ions problems wi.th HP. 
Should the SE accept problem calls .from the backup? Or 
more basic, who is the backup? 
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It was obvious as Monsanto and HP began discussing the 
details as to how the central site support would work, 
some formal definitions would have to be drawn up. This 
was done by our sales rep in the form of a detailed 
document called Monsanto's Central Site Support Plan. 
It detailed the conununications paths for hardware and 
software problems within HP and the contact points be­
tween Monsanto and HP for hardware and software. In ad­
dition, it detailed what each party could expect from 
the other. The· essence of this plan is shown in our 
support diagram (see FIG 6) . In essence, our central 
site systems manager, or backup, deals with the St. 
Louis SE on problem reporting, definition and resolu­
tion. The central site systems manager or his manage­
ment can request escalation for either hardware of 
software problems from the St. Louis SE, sales rep, or 
SE or CE management. HP would put in place the neces­
sary communications to the other HP regional offices 
and Monsanto would handle its own internal notification 
system. 

PHONE IN 
CONSUL.TINO 
SE!l"1Ct 

HP CENTR>L 
sm: 
SR SE CE 

~ON...,.TO !-----! MONS<NTO _r;=-i 
'-~-~ .... ""-_~O.,.R.__. ... ~.,.·N_~_~G_rr;_, _. y 

----'' " ~O~AAE SU?PORT 

HP CENTRAL. 
MANACEMENT 
SR SE CE 

MON~TO 

~·· M.AMCEMENT 

$..4.1...ES SUPPORT 

i-t'ROW~RE: SIJPPORT 

HP COOROINAT10N 

~~.::. ~:::. _· ·= J 
MONSANTO CENTRAL SUPPORT PLAN FIG 6 

To define Monsanto's internal system, including backup 
we took the HP developed support plan and expanded the 
areas detailing Monsanto's responsibilities. We 
provided procedures, problem classification, routes for 
escalation, and backup lists. This complete plan, 
Monsanto's and HP's, was then published to the sites 
and it has become our working document for providing 
software service. 

While this definition of central support was required 
to enable us to utilize the central site support from 
HP, it has since provided Monsanto with advantages over 
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and above the cost savings involved in central site 
support. 

The most obvious savings is a central clearing house 
for all problems within Monsanto. If one of our sites 
has a problem, say with IMF, we are able to inform our 
other IMF sites to watch out for this problem, and in 
some instances give them the workaround before the 
problem causes them to loose any productivity. The 
central clearing house also aids in problem definition. 
If there are two sites with the same MRJE problem that 
eliminates the modems, line, INP, CPU and memory. This 
just from the knowledge that the problem occurs at two 
of our sites. We can then concentrate on dete:t'mining if 
we have problems with the 3705's or JES, and HP can 
concentrate on the software. This savings may at first 
seem trivial, but about 30% of our problem solution ef­
fort involves telecommunication systems, and it takes 
an elapsed time of one day to test the modems and line. 
Therefore, having another almost identical site to com­
pare with can save us a day's time. 

The central clearing house also save us time in systems 
development. Problems are reported to the central site 
and they are tracked down as being either HP problems 
or problems with applications. In either case the 
problems, and solutions or workarounds are known. This 
pool of information has proven useful when evaluating 
designs for applications systems. We can identify prac­
tices that cause operational problems, known bugs that 
will impact the design, and techniques that can in­
crease the likelihood of problems (such as interactive 
use to the telecom lines). 

An obvious extension of our central site support for HP 
is to include other vendors. We have found that some 
vendors are willing to consider this type of support 
for multiple sites (we would like to see them all do 
it). This gains us all the above mentioned advantages 
plus one other. 

I've alluded before to the problem of having small or 
no DP staffs at our sites. Like most companies, we rely 
heavily on our computer and· the use of the computer is 
increasing. This forces an increasing workload onto our 
DP staffs. This workload has shifted in recent years 
from operational to support. As our batch systems are 
replaced by on-line systems and as personal computing 
increases, our DP staffs are having to move from opera­
tions into training and consulting. Both of these are 
labor intensive, time consuming functions. Anytime a 
new person is hired or a clerk is sick, the DP super­
visor finds him or herself out in that operational 
department for long periods of time. This prevents him 
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or her from being available for other problems. In 
addition, systems are becoming· more complex and the 
amount our DP supervisors need to know is increasing to 
such a level that they can't remember where to find the 
data, much less what the data is. Obviously, steps need 
to be taken to alleviate this problem, and our central 
support can help. 

By taking over central support for HP and vendors and 
because we are employees of Monsanto, we can lift.some 
of the burden off the DP supervisors. They no longer 
have to call this number for HP problems, that number 
for TESS, this other number for MICOM. All they need to 
do is call central site support. We at the central site 
will sort out what vendor to contact .. In addition, if 
the problem is with an applications system we can get 
the user at the plant in touch directly with the 
analysts supporting that application relieving somewhat 
the handholding burden of the site DP personal. This 
can save us staffing at our remote sites, thus lowering 
our·DP overhead. 

In reality, it is a reduction in needed staff, not just 
a transfer of staff duties from the plant to the 
central site. If a support task takes . 3 people at a 
site, it may take .2 people per site if centralized. 
This occurs because of the learning curve of the people 
involved. Our .3 people spread over 3 sites would ac­
count for an increased headcount of l, but in reality 
each person at the sites would.spend 70% of .their time 
doing something else. They would have to relearn their 
duties everytime a problem occurred, hence the .es.timate 
of .3 people for ·support. By centralizing, we can af­
ford to devote 100% of a person's time to this system. 
This person would n.ot have to reclimb the learning 
curve for each occurrence of the problem, and by in­
creasing his or her efficiency in this way one person 
could support 5 sites. This is an old argument 
Centralized vs. Decentralized . . . and the trick is to 
manage the trade-off well enough to pull it off. 

There are some things that can be centralized and some 
things that cannot. By standardization and proper 
tracking techniques we can easily centralize the vendor 
interface and gain efficiency, freeing the site DP su­
pervisor to handle the unique plant specific problems 
that should not be centralized. 

One surprising area we've been able to centralize in 
our vendor support is that of sales. We've been able to 
handle contract negotiation, systems configurations, 
and order expediting for the central site. By doing 
this we not only off-load some of the work of our DP 
supervisor but also are able to insure standardization 
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in the hardware and software. In addition, we can exert 
a greater leverage over the vendor. Our central site 
can· speak for· several systems not just one machine. The 
vendors take more notice of selling 10 systems than l. 
At least we believe they do, and our experience with 
HP, IBM, and DEC to-date indicates the mainframe ven­
dors do. 

By centralizing all our vendor interfaces at one site 
we've placed a large burden on that site to communicate 
with the other sites. We have found that we must be­
have very much like a vendor's SE staff in keeping our 
customers happy. The pitfall of assuming we' re all 
Monsanto, and therefore the central site interests are 
the same as the plant sites is easy to fall into. When 
this happens the plants feel isolated and dictated to, 
and then the them vs. us mode of operation starts. This 
will cause the plants to waste energy on non-productive 
avenues and undercut the basis on which central support 
gains advantage. We are constantly finding areas where 
this is occurring and, I hope, correcting them. 

We have instituted the site support survey. This is a 
questionnaire sent out twice a year on which the sites 
rate our central staff on their performance and the 
plants can make suggestions for improvements to be 
made. This not only serves to point out .our weaknesses 
but also makes the plants feel that they have a say in 
controlling their support. From this questionnaire we 
have discovered two areas that we have taken special 
pains to remedy. One is problem tracking; the other is 
news of what's going on. 

The news issue was solved by publishing a monthly 
newsletter and throwing it open for additions by 
anyone. This letter allows us to describe what will be 
coming out in the next release, what new products are 
under evaluation, and what major bugs exist and where 
they are in the solution process. It provides manage­
ment with a: vehicle to list responsibility and person­
nel changes. It provides everyone a forum to exchange 
gossip about the HP systems, .~nd the work being done. 
While the active participation by the plants .has been 
small, the feedback we've been given indicates that 
just the publication of such a newsletter adds to the 
feeling of community among our HP sites. · 

The area of problem tracking was a little harder to 
solve. It ~as necessary to log all problems and log the 
actions taken to solve them, along with the results of 
those actions. We needed to produce reports of these 
problems for our management and send a copy of the ap­
propriate problems.to each site. In addition, we need a 
way to formally inform our vendors of serious problems 
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and track their responses. Finally, we felt to gain 
maximwn benifit from central suppor~ a historical 
record of such problems needed to be kept. We could 
have instituted a manual system to track our problems 
but instead elected to automate the system and place it 
on the HP. 

The system is interactive. Anyone at a site (via DS), 
or the central site can enter a problem or report on 
any action taken. The problems are assigned a status as 
they flow through the tracking process. The status is 
controlled by the central site system manager. Our au­
tomated job scheduler fires off status reports to 
management on all problems on a weekly basis. Also, the 
scheduler fires off a report of all problems for each 
site on the 10th working day of each month. These 
reports are routed to the plants via MRJE. In addition, 
anyone can interactively get a report on any given 
problem via a CRT tube. The central site system manager 
can trigger the generation of an SRO for any problem. 
Once a month the closed problems are archived to tape, 
providing us with an information library on problem 
solutions, response times and resources used. The auto­
mated nature of the reports helps to make sure no 
problems fall through the crack. The site DP super­
visors get their monthly reports regardless of how much 
action was taken on a problem. If they feel the action 
was inappropriate, they will let us know. Likewise, we 
at the central site know our actions are being watched 
so we strive to do better. 

I have not mentioned training with respect to our sup­
port. This is because our central site people have no 
special training. They have had the standard HP courses 
in System Management, IMAGE, and Programmers Intro. Any 
expertise they have has been gained from experience. 
We've found to-date, it is unsatisfactory to train 
people in great detail about any vendors products. They 
tend to forget the detail in a short time. Instead, we 
find they learn more by attempting to solve the 
problems. True, this does lead to some inefficiencies, 
but it is the best solution we've come up with to-date. 

While our central vendor interface was forced onto us 
by central site support, I feel it has presented us 
with many opportunities to improve the data processing 
environment at Monsanto. Instead of costing us some­
thing, it has actually added to the value of our cental 
site support. 

Conclusions 

In the cost analysis section I noted our savings for an 
average site would be $630 per month. Offset against 
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this would be our cost or providing the SE-like service 
to our sites. We've gone beyond the SE service at 
Monsanto and for good reasons. We've realized ben.f'its 
trom this stretching or our service that improves our 
whole DP operation. Therefore, our real savings per 
site per month is at least $630, and probably more, i.f' 
we had some way or accounting· tor the effort saved by 
the use of standardization and the improved e.t'.t'icien­
cies realized by centralized vendor inter.faces. We are 
happy that we've elected to go to central site support 
and will continue with it into the foreseeable .future. 

I·would like to thank the personnel of the St. Louis RP 
office tor their help in preparing this paper and for 
the use of the software and laser printer used to com­
pose this paper. 

2 i - 2 0 



Using OPT and APS for Performance Optimization 
Ingrid DiTommaso 

Hewlett Packard (Canada) Ltd. 
Calgary, Alberta, Canada 

I. Introduction 

There are many factors that affect system performance. 
At the highest level, performance is the result of 
processing requirements imposed by the operating system 
and application software on a given hardware 
configuration at a given time. A common measure of this 
outcome is response time and throughput. Response time 
is the amount of time required to service a user 
request, and as such is greatly influenced by the amount 
and availability of resources that are needed to 
complete this task. If response time is not adequate, 
then the limiting factors must be identified and 
solutions must be explored and implemented. 

Performance measurement tools, e.g. software monitors, 
may be required to achieve these objectives. The 
monitoring tools measure how each of the components of a 
computer system are utilized. However, nothing can be 
said about how efficiently these components are 
operat.ing. One approach towards improvements in 
efficiency is "Selective Recoding"·. The focus is on 
identifying which portions of program code are most 
often utilized during execution, and on investigating 
them for gross inefficiencies and possible optimization. 
It follows that, from an overall point of view, 
frequently used applications or resource-intense 
programs are the best candidates for this type of 
tuning. 

In this paper the use of Hewlett Packard's software 
monitors, OPT (On-line Performance Tool) and APS 
(Application Program Sampler) will be explored. After a 
brief review of the general performance variables, the 
applications of OPT and APS are discussed from a general 
point of view. Selected examples are used to illustrate 
how to use these tools in a given situation. 
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II. Performance Factors 

Computational resources (CPU, memory and disc I/O) have 
often been named key performance variables. Each 
application will require a certain amount of each 
resource, and as long as supply exceeds demand, response 
time depends on the complexity of each transaction, 
given that no other blockage exists. It is important to 
realize that most computer systems have the ability to 
allow concurrent usage of processing resources (CPU, I/0 
devices etc.). It takes several users to benefit from 
this "multiprogramming effect", and there is some 
trade-off between the benefits of the this parallelism 
and the increase in operating system overhead. 

Other important considerations in performance are delays 
incurred during the duration of a transaction because a 
critical resource cannot be obtained. Common reasons 
for this type of blockage are waits for a lockable 
resource (i.e. files), or for a system table entry. The 
latter can be circumvented by adequate configuration 
parameters. Waits are also introduced as computational 
resources become scarce (queueing delays). Last but not 
least the application itself must be mentioned as a 
major contributor to performance. Poor design, 
inefficient code and highly resource-intense 
applications are often responsible - for poor response 
times. 

III. OPT and APS: Which to use when, and why. 

Both OPT and APS collect utilization data. While OPT 
considers the system as a whole,_ APS focuses on a 
particular application. In a most general sense, OPT 
could be considered as a system tuning tool, while APS 
is strictly an application tuning tool. 

OPT provides statistics for overall utilization of 
computational resources as well as individual process 
and program behaviour profiles. OPT is useful in 
answering the following questions: What is the current 
state of "health" of a computer system? Is_ response 
time limited by a shortage of system processing 
resources? If so, could the system workload be changed 
such that I/0, CPU and memory usage could be balanced? 
Does a single application dominate the mix? Can file 
placement be improved? Can the workload be increased 
without impacting response time? In summary, - OPT can be 
used to identify performance bottlenecks, characterize 
and tune system workloads, tune the performance of 
individual programs, analyze system table configuration 
and collect data for capacity planning. 
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APS provides the basis for program efficiency 
optimization, i.e. selective recoding. It aids in 
identifying where within a program optimization efforts 
would result in the biggest gain. 

IV. Using OPT 

Before discussing how OPT can be used, let's take a look 
at the data that this tool makes available. OPT reports 
information based on six main categories (contexts), 
with each having one or many detailed displays: 

1. The Global Context displays provide an overall 
picture of CPU usage, memory utilization and disc I/O 
traffic as well as a summary of process (job and 
session) activity. 

2. The Memory Context displays show how memory is being 
used. Included are an overall memory usage report, 
frequency distribution histograms for segment types 
(code, stack, data and extra data segments) and 
images of memory bank contents. 

3. High level data relating to CPU states and memory 
management activity is given in CPU/Memory Management 
Context displays. The rate of process launches and 
preemptions, the mean and maximum time in each of the 
CPU states, and the current and maximum average CPU 
time of interactive transactions is displayed. 
Memory allocation requests together with resulting 
actions, memory management related disc I/O and Clock 
Cycle Rates detail Memory management activities. 

4. The I/0 Context reports break I/O activity out· by 
device (disc, tape, printer). Queue length 
distribution statistics are available for disc 
devices. 

5. Process and some program specific information is 
provided by a variety of displays in the Process 
Context. The CPU usage, memory requirements, process 
priorities and process states are summarized for the 
entire system. For each process a detailed display 
includes information on stack utilization statistics, 
process wait states, file usage, detailed working set 
data and stack marker traces. Queues on SIR's 
(System Internal Resource) can be requested from 
various screens. 

6. The System Table Utilization displays report system 
table usage data. 

Depending on the applicaton of OPT/3000, one or all of 
the available displays may be consulted. 

OPT can be used on-line or in batch mode, with optional 
logging. Batch and logged output are.limited to reports 
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on computational resource statistics. Although this 
type of data is very useful for trend analysis, it must 
be supplemented for optimization or troubleshooting 
purposes. Why? Because performance always has to be 
viewed in context with system workload. If it is not 
known which applications are running, if batch is 
active, and what response times are, then conclusions 
cannot be drawn. Let's consider the following scenario 
which resulted in identical CPU utilization data (i.e. 
no CPU idle time) for two different system loads. The 
first mix consists of ori-line users and . one batch job 
doing sequential file access, the second consists of 
on-line users only. Summary reports in both cases show 
that the CPU is fully utilized (no idle time). Can we 
conclude that we have run out of CPU power based on 
these reports? No. Batch has no think time, and will, 
therefore continually request service from the system. 
No CPU idle time exists while there is at least one 
batch job active. How much CPU time batch will get 
depends on how much is left over after on-line users 
have been serviced (this assumes that batch is running 
at lower priority than on-line users). It is 
conceivable that in our first example batch could be 
utilizing 45% of CPU resources, and the processor is not 
at the limit. It is also possible that, in the second 
case, one user does a matrix inversion. In both mixes 
response time to on-line users would have been good 
because of scheduling considerations (there is a 
scheduling penalty for long transactions). Only if 
response times are slow and/or batch throughput is 
minimal can it be concluded that we indeed have a CPU 
problem. Thus, OPT is most beneficial when used 
interactively. 

EXAMPLES: OPT 

The first example illustrates how OPT was used in the 
following situation: Series 44 with 20 on-line users 
and one batch job experiencing response time problems. 
The first step in our analysis is to investigate if 
response time is restricted by CPU, memory or disc 
contention, and that system configuration parameters are 
sufficient for the load. Global resource utilization 
statistics show that there is no CPU idle time, some 
memory management activity, moderate disc wait time and 
a sustained I/O rate of 17 I/O's per second. However, 
I/O bursts up to 35 I/0' s per second are observed at 
regular intervals. At this point, all three resources 
are suspect and must be further analyzed. So we enter 
the User Summary Display to find out if batch gets its 
share of CPU, and if anybody else is getting an 
abnorma,lly high share, but all looks well. Next we 
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focus on memory management activity, and conclude that 
although memory pressure exists, it is not responsible 
for the observed response times. Having eliminated CPU 
and memory, we now move to I/O activity. Disc requests 
are not evenly distributed over all drives, and for one 
of the drives lengthy queues exist. We need to identify 
the reason for the difference between the average and 
peak I/O rates. Therefore we proceed to the Process 
Displays. We observe that for the. majority of users in 
'the course of a single transaction re1atively long waits 
occur for a lockable resource. From the stackmarker 
trace we know that we are in IMAGE code during those 
waits, and the application code segment which calls 
IMAGE can also be identified. It turns out that we are 
doing a "DBPUT" to a detail set which is connected to 6 
master sets, one being a sorted chain in the detail. 
The application was ·optimized by removing the sorted 
chain, better file placement and database design 
changes. 

Which resource could have been investigated further for 
possible optimization in this example? Memory usage, 
since memory pressure existed. Stack utilization 
statistics could have been explored to determine if 
stack sizes could be reduced by either a smaller 
"STACK=" parameter or by use of the "ZSIZE" intrinsic. 
Working set data could have been used to look at· 
possible improvements in code locality. 

The second example illustrates how OPT was used in 
conjunction with "S002101" to troubleshoot a site which 
was concerned about slow response times on terminals on 
an MTS (multipoint) line. Please note that 
"5002101" should not be confused with any other user 
contributed "SOO" named program. It is totally 
different in content and was developed by a 
Hewlett-Packard Systems Engineer as an unsupported 
operational tool to focus on disc I/0 and process wait 
states. 

The· global data indicated that there was excess CPU 
time, no memory management and I/O rates bursting to 60 
I/O's per second on a Series 44 with a single disc 
controller. Sequential file processing {i.e. file 
copying) was suspected because of the achieved I/O 
rates. OPT didn't show anybody using FCOPY. 

The Process Sununary Display and individual process 
displays gave no clues at first glance. A "SHOWQ" 
command (from within OPT) showed one on-line user on the 
dispatcher queue over relatively long periods of time, a 
pe:r:-fect suspect for someone that is often waiting on 
disc. Could this user be dominating the disc subsystem 
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to such an extent that response time would deteriorate 
for everybody, and why is response only bad ,for MTS 
users?· 

Further analysis of process activity was needed. The 
data showed that most users coming in over MTS lines 
were running at a priority of 200, a then known problem 
in MPE. Since . there weren't many non-MTS users, this 
was not the whole solution to the problem. The I/O 
bursts needed further attention. OPT does not give a 
distribution of disc accesses by process. Process 
states (I/0 wait) are the only indicators in. this 
respect, and not particularly useful in sequential file 
processing because waits rarely occur. So "5002101" was 
consulted and confirmed that the user in question was 
doing about 500 I/O's per transaction. File usage and 
stackmarker trace data together with information from 
the application programmer aided in quickly tracing this 
abnormality to a misunderstanding and logic error when 
using KSAM. 

This last example shows how OPT was used when a new 
multi-user application was implemented. By coincidence 
a hardware failure occurred at the same time. Response 
times fell to 8 seconds. Since the Central Processor 
was fully utilized without batch, the immediate question 
was: Why so much CPU in a data entry environment? 
Process screens gave the first clue: frequent SIR 
waits. The SIR was identified as the Loader Segment 
Table SIR and long queues for this resource were 
observed at regular intervals. Stack marke~ traces 
showed that ~OADER code was executing on the user stack, 
as well as FIRMWARESIM . code, indicating that the 
application should be analysed for LOADPROC intrinsic 
usage, and a the need for a hardware board replacement 
because the operating system was simulating the decimal 
instruction set. 

Many more examples exist for uses of OPT, too numerous 
to be detailed in this paper. For instance, profiles 
for new applications can be obtained and then brought 
into context with the existing load. Job scheduling and 
on,.-line application mix can be tuned to. balance resource 
utilization given that some restrictions are acceptable 
to the user. OPT is an invaluable tool for 
troubleshooting as well · as tuning.. For instance, a 
program aborted because of insufficient stack space. 
OPT provided the necessary data to identify that the 
application had not actually outgrown the available 
stack space, but wa.s limited by the value assigned to 
"MAXDATA". A certain level of understanding of how the 
operating system software works is necessary for 
interpretation of OPT data. 
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V. Using APS 

As mentioned earlier, APS is an application tuning tool. 
It provides the basis for WHERE in a program 
optimization efforts would have the greatest payback by 
identifying the relative amount of time spent executing 
various sections of code. Once frequently used code has 
been pointed out, it can be examined for possible 
improvements relative to coding, algorithm and task 
simplification. APS can also be used to identify which 
programs should be considered for optimization, and for 
program segmentation. 

APS consists of three modules: SAMPLER to initiate 
measurements; ANALYZER for data reduction and 
presentation; and DISPLAY for on-line viewing of results 
during data collection. It can be run interactively or 
in batch mode. User interaction is facilitated through 
a series of menus which are in hierarchical order, and 
prompt for input at each level. No special knowledge is 
required for running and interpreting application 
execution profiles. Attention may have to be paid to 
the sampling interval in some special cases since APS 
examines software status at regular intervals and then 
uses this data to extract expected behaviour. 

Some preparations are necessary to take advantage of all 
capabil,ities offered. by APS. During compilation, 
appropriate compiler options have to be selected to 
allow mapping of machine addresses to code statements 
( i .. e. VERBS in COBOLII, LOCATION in FORTRAN, LABEL in 
BASIC, $CODE OFFSETS ON$ in PASCAL). COBOL and RPG are 
limited in - this respect. Further, during program 
linkage (PREP), a special parameter (FPMAP) must be 
specified to include PMAP-like information into the 
program file. 

APS allows you to capture data in the following format: 

RM - run and monitor a program 
AM - allocate and monitor a shared program(s) 
AL - monitor all active programs including MPE. 

If "RM" is specified, APS creates the program and the 
user interacts with the application while sampling takes 
place. Data collection ends with program termination. 
For "AM" and "AL" stop times or number of samples have 
to be supplied. The environment under which a program 
will be used determines how data collection is set up. 
For a single user program, new application testing and 
an initial execution profile for a shared program, "RM" 
is selected. Shared programs should be further analysed 
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under multi-user, normal load conditions to reconfirm 
CPU usage and segmentation ("AM"). "AL" provides a 
global view of CPU utilization by all user and system 
programs .and processes, thus aiding in nominating 
candidates for analysis. 

APS distinguishes between CPU activity resulting from 
the execution of user code (Direct · CPU Utilization), 
from sys.tern code invoked on a user's· behal.f (Indirect 
CPU Utilization), and waits resulting f'rom I/O activity 
or other blockage. Direct CPU utilization data is 
needed for code, algorithm and task optimization. 
Indirect CPU utilization data is valuabJ.e for testing an 
application which is I/O intense, or uses SL segments or 
Intrinsics heavily. Wait times may b.e used to identify 
problems with lockable or other resources and to compute 
transaction turnaround times by adding all other CPU 
data. 

CPU utilization data is available at three different 
levels: 

l. the program file and process level 
2. the segment level 
3. at procedure and address levels. 

APS reports utilization data in 
according to specified parameters.·• 
data is presented in a "trans~tion 
segment" format. 

EXAMPLES: APS 

histogram format 
Segment transfer 
from segment to 

Suppose we have an application writt.en in COBOLII which 
has 10 code segments.. We have taken all necessary .steps 
to be ab.le to do the most detailed program analysis 
(VERB and FPMAP). We choose "RM" and get the following 
histogram at the segment level: · 

Direct CPU Utilization by User Segments: 

+--------o-----I-----I-----I-----I-----I------%--%CUM-
%000301 !DD 6.5 6.5 
%000302 ! DDDDDDDODDDDDD 44. 0 50. 5 
%000304 !DDD 10.0 60.5 
%000307 !D 3.5 64.0 
%000310 ! DDDDDDDDDD 36. 0 10.0. 0 

+--·------o-----I-----I-----I-----I-----I------%;..-%CUM-
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Segment %302 is obviously taking the lion's share of 
CPU. In addition, segment %310 is also heavily used, 
and therefore both segments should be considered for 
further analysis at the next level of detail (procedures 
and code range). 

The CPU utilization breakdown by procedures for segment 
%302 points to procedure "UTILl" which should be given 
further attention. 

Procedure UTILl - Direct CPU Utilization Over 
Code Relative Addresses: 

+--------------0-----I-----I-----I-----I------%--%CUM-
%000034 000120!DD 1.5 1.5 
%000121 000200!DDDDDDDDDDDDDDDD 19.0 20.5· 
%000201 000252!DDD 3.0 23.5 

! 

%001330 001425!DD 1.9 100.0 
+--------------0-----I-----I-----I-----I------%--%CUM-

The data suggests that we should look at the code which 
generates the instructions ranging from %121 to %200. 
We consult the VERB map (it has code relative addresses 
for each VERB) and the source code, and find that we 
have two statements in a frequently executed PERFORM 
which do not belong. 

We examine segment %310 the same way and find a series 
of consecutive "IF" statements that look suspicious. 
Program flow is controlled here by input data. APS 
suggests that the order in which these tests are done is 
not optimum. The program is sampled again once the 
changes are made, this time in a shared environment, to 
confirm that the changes are yielding the same results 
during normal load conditions. 

CPU usage can be further analysed considering indirect 
CPU costs. Although the cost of an INTRINSIC (system 
code executed on a user's behalf) is a given, there may 
be alternate ways to achieve the same result. 
INTRINSICS are often designed to handle a task under 
many different circumstances. Benefits could result 
from exclusion of generalities, the cost being the 
efforts expended in writing code. Compilers are also 
offering various functions which simplify coding or 
allow mixing of data types in arithmetic expressions, 
both at the expense of performance. Direct/Indirect CPU 
histograms will draw attention to these occurrences. 
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Returning to. our example_ under analysis, .there is one 
more aspect Which can be explored: segmentation. Bas-ed 
ori ·the Segnient· CPU. Utilization -data, we could consider 
combining· · inrrequent'ly referenced segme.nts (i.e. %307 
and '%301). Further guidelines are provided by. segment 
transfer statistics: 

·segment Tr~ri.sfer 'sta.tistics: 

Transitions from user segment %301 to: 
%002 FILESYSl 3 
%003 FILESYS4 3 

%310 . 1 
Transitions from user segment %302. to: 

%042 CHECKER 127 
%o'43 UTILITY 28 
%144 IMAGEOl 36 
%145 IMAGE02 2·79 

• .. 

%310 1521 
Transitions from user segment %310 to: 

% 171 HIOMDSCl 519 
% 202 CLIB'02 5 

.%302 1318 
'.%310 612 

The data suggests that segments %302 and %310 should be 
combined ~ubject to code segment size restrictions. 
Frequently used COJ;!OL PERFORM' s should be looked at 
c.1osely ~o exclude the possibility of a. segment transfer 
within. · · 

APS is a valuable tool for determining program 
efficiency. APS allows the programmer to review new and 
existing applications in a production environment with 
an eye toward application tuning. 
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RAPID IS A RELATIVE TERM 

Jim Dowling 

Bose Corporation 
Framingham, Massachusetts 

ABSTkACT 

Tile features of RAPID/ 3000 that help to expedite hi;sh quality solutions 
to Information Management problems are described. The trials and suc­
cess that Bose encountered while documenting thirty odd IMAGE/ 3000 Data 
!:lases with DICTIONARY/ 3000. Hints and techniques are provided to 
simplify the use of TRANSACT/3000 and INFORM/3000. Also, a numb.:r of 
"Ex tensions" to DICTIONARY/3000 are described which 1:1xpand the Dictio­
nary towards an Application System Directory. 

CONTENTS 

1. Introduction 
2. Selected Features 
3. Case Study 
4. Dictionary Extensions 
5, Summary 

INTRODUCTION 

"Rapid has been shown to be an effective delay preventive data manipula­
tion tool when used in a conscientiously appliea program of good data 
base design and Religious Data Dictionary managem1:1nt •••• " 

(Anonymous 1983) 

The above quotation from a study on the results of three years ex­
perience using .the RAPIU/3000 (and IMACS) products in a business ap­
plication system development environment has two critical elements; 
"good data base design" and Religious "Data Dictionary Management". 
This paper will describe some of the problems that we experienced as we 
attempted to "LOAD" thirty IMAGE/3000 Data Bases into the DICTlONARY/ 
3000 Data Base. The paper will also present the concept of Closed Loop 
Docume~'tation. The evolution of this concept involves using the 
Documentation as the System or in effect; Execution of the 
Documentation. 
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Several years ago Bose initiated a search for a "QUEhY/ 3000 Replace­
ment". The objective of this search was to locate a tool for the cre­
ation of ad hoc reports from IMAGE/3000 data bases. The target system 
would provide all of the features of QUERY plus Multi-Data-Set retriev­
al, a simplified user interface and improved security. We reviewed and/ 
or tested such products as QUIZ, REX, ASK, IQ/3000 and QUERY-B 
(specifications only). At the time of our evaluation all of these prod­
ucts were quite new if released at all. Our selection criteria 1 ed to 
an ill-fated purchase of IQ/3000. Having lost six months in the search, 
evaluation and procurement cycle, we were forced to re-evaluate again. 
At that time we found a new l<id on the block, lMACS Corporation was 
developing the predecessor ·to the RAPID/3000 products. Essentially we 
were won over by the concepts of the package namely: 

DICTlONAHY - A Central repository for the documentation of 
Applications Systems data and process infrastructure. 

INFORM - An incredibly simple ad hoc report process creator 
that precludes "Change Access" to the data that is being 
processed. 

REPORT - A non-procedural language which provides an upgrade 
path from ad hoc to production reporting. 

TRANSACT - A highly refined data access and manipulation 
language that removes the drudgery from creating Application 
Programs. 

General - The consistency of presentation to the user and structure 
of system design that is provided by the TRANSACT processer. 

The concept of data access and manipulation being inde­
pendent of data storage method. 

As a result, we purchased all four IMA.CS products. Our first year's 
experience with the pro<.. :cts was not too productive. There were many 
bugs in the software and even more problems with our data structures 
(non-structures). Later versions brought Element Name Aliasing which 
allowed us to combine a dozen dictionaries into one. Still more revi­
sions and enhancements brought us closer to a viable tool. Just when we 
thought we were getting there, along came Hewlett Packara and the rules 
of the game changed again. We were an active participant in the ALPHA 
test program of HAPID/3000 specializing in DICTIONARY/3000 and TRANSACT/ 
3000. by the time HP had installed dozens of fixes and enhancements we 
had a good sturdy software tool but very poor documentation. It is not 
until the current set of documentation was made available that we could 
even think about turning the package over to our eno-users and/or Pro­
gramming staff. what follows is a capsule view of our experiences with 
the current RAPID/3000 products and their effect on us. 
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FEATURES OF RAPID/jOOO 

The heart (and conscience) of the RAPID/3000 product family is DICTIO­
NARY/3000. The Data Dictionary provides a facility for Standardization 
of Application Systems design and programming that was heretofore unat­
tainable without intensive manual labor. Let's take a look at some pro­
gramming standards and how the Dictionary provides solutions. 

Report Column Labels 

Stored in the dictionary, one per element. 
Automatically used by INFORM, REPORT and TRANSACT. 

V/3000 Screen Element Labels & Prompt Strings 

Stored in the dictionary, one per element. 
Automatically used by INFORM, REPORT and TRANSACT 

Data Element Print Edit Specifications 

Stored in the dictionary, one per element. 
Automatically used by INFORM, REPORT and TRANSACT. 

Naming of Elements (Variables) in Source Code 

INFORM, REPORT and TRANSACT use the actual IMAGE Data Base Element 
Names. 

For sequential files they use the Element Names that are configured 
in the Dictionary. 

Data Element Definition Consistency 

Dictionary/3000 provides a manageable tool for analysts to use to 
select elements if they already exist rather than re-inventini them 
for each Application System. 

If Analyst uses this tool many redundancies and incompatibilities 
can be avoided. 

Recording of Maintenance 

The Dictionary provides an easily secured repository of system data 
specifications. DICTDBM automatically updates maintenance and cre­
ate dates. 

In addition to Standards enforcement the dictionary provides a powerful 
repository for program level documentation. 

V/3000 Screens 

The content and descriµtive information can be defined and· docu­
mented in the dictionary. 
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Change Authorization Control 

Each entity can be assigned an individual as its custodian thereby 
indicating a point of coordination for change control. 

Relationships between Procedures 

Programs and Subprograms can be hierarchically related and \mere-. 
Used/Explosions can be done to determine change effect. 

Relationships between Data & Procedures 

Data Elements can be related to Procedures providing change effect 
reporting capabilities. 

Descriptive Text 

Each entity may be described at length within the Dictionary pro­
viding an on-line research facility. 

INFORM/3000 has many obvious features which make it simple to use but 
some less obvious aspects are: 

Single Data Set Access at Data Base Level 

This is a disguised blessing. It prevents novice users from choos~ 
ing an inefficient thread path to connect data sets. Consequently 
it forces the use of INFORM GROUPS. 

INFORM GROUPS 

This provides a means of documenting what the user's needs are and 
how ~he data is being made available. 

INFORM PROCEDURE Directory in Dictionary 

This provides a means of identifying who created what and when. lt 
also assists in monitoring Inquiry usage. 

Read Access Only 

Allows us to provide Reporting from Data Bases and/or files without 
uncontrolled modification. 

Print Formatting Options 

The ability to modify the output formatting to produce paginated 
reports or data-only files provides a gateway to other subsystems 
like DSG/3000 or OPTICALC/3000 without programmer assistance. 

Standardization 

By using standard reporting layouts with Column Headings, data 
prompts and print editing from the Dictionary is simple to convert 
an ad hoc report to production level in REPORT/3000. 
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liEPORT/3000 takes aavantage of the. standardization features that the 
Dictionary provides. In addition we have found it possible to construct 
a skeleton structure for REPORT/3000 procedures which enhances tiie self 
documenting features and provides a basis for upgrading to TRANSACT/ 
,JOOO. In addition, the following features are noteworthy: 

Automatic Generation of Transient Data Elements 

Rather than explicitly creating elements for totals, sub-totals, min, 
max etc. REPORT/3000 does this implicitly for you by simply stating 
the result that you want. 

eg. MAXIMUM (QUANTITY) 
TOTAL (AMOUNT) 
COUNT (MODEL) 

Data Access Thread Control 

Tne ability to explicitly establish the path through which REPORT/ 
3000 will acquire the desired data allows the programmer to set up 
the most efficient path for each report process. 

DISPLAY of pre-execution information to the user on $STDLIST helps to 
ensure that up-to-date documentation is available to the user. 

TRANSACT/3000 has two components; the TRANSACT processor and the TRANS­
ACT Programming Language/Compiler. The two work together to provide a 
pro6rammer with a powerful set of tools for program creation. 

THE PROCESSER 

One Program shared by several users. 

With forty users logging on and off through the day and thirty odd 
simultaneous sessions we can easily see the effects of a :RUN hitting 
MPE. By sharing code both memory and load time are dramatically 
reduced. 

Command Structure 

The built in Command/ Sub-command display and parser provides a uni­
form user interface. 

Command Control Options 

User options; REPEAT, PRINT, TPRINT, SORT and FIELD can dramatically 
increase the flexibility of a System without increasing the complexi­
ty of the code. 

Respond Ahead 

An experienced user can respond to several subsequent prompts on a 
single. line thereby reducing wait time and typos due to a sluggish 
machine. 
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Uniform Command Control Codes 

The .processor handles command block control aur.omatically when the 
user responds with the codes: 

CNTL-Y Processor breaks and returns to Processor. Couunand 

RJ::SUME 
] 

]] 

Interpreter. 
Continue after CONTL-Y 
Terminate current level arid return to next higher 
level. 
Terminate Command and return· to Processor C.:ommand 
Interpreter. 
Auto null respond to all subsequent prompts in an 
operation sequence. 

Uniform Data Selection Match Criteria 

The processor handles the establishment of selection match criteria 
for data processing by use of a uniform coclin& and Boolean processing 
scheme. 

Specification Characters 
A string Elements ending with "string". 

Elements beginning with "string". string A 
string1Astring2 

Relar.ions 

NE 
LT 
LE 
GT 
GE 

Connectors 

TO 
AND -
OR ,. 

Elements wir.h any character bet.ween 
"stringl" and 11 string211 • 

Elements with "string" anywhere within it. 

Not equal to 
Less than 
Less than or equal to 
Greater than. 
Greater than or equal to 

Establish value bounds. 
!::stablish conditional inclusion. 
Establish conditional exclusion. 

TRAN~ACT PROGRAMMING LANGUAGE 

Dictionary Interface ·for Data Structures and Presentation 

The compiler resolves the storage and display formats for oar.a t:ile­
ments from the Dictionary at compile time. Display edits,. prompt 
strings and column readers are all taken from the Dictionary. This 
dramatically reduces code generation and improves standardization·. 

23 - 6 



Dictionary Interface for Data Access Methods 

By resolving data storage methods and access from the Dictionary the 
differences between IMAGE, KSAN or MPE files is minimized thereby 
reducing learning time and simplifying upgrades and conversions. By 
taking care of "Buffer Mapping" the programmer need not concern him­
self with data storage remapping that may be done to data files to 
accomodate future requirements. 

Invocation to other TPL programs 

TPL allows a simple "CALL" verb to initiate the execution of another 
TPL program. Soon REPORT and INFORM procedures will also be 
available. 

Flow Control Structures 

CALL - Invoke another TPL procedure. 
END - Terminate a sequence, level or program. 
GOTO - UGH!! 
IF-THEN-ELSE Conditional execution of code. 
DO-DOEND - Establish a code block. 
PROC - Invoke an SL resident procedure. 
PERFORM-RETURN - Execute a block of coae. 
LEVEL - Establish a processing level of execution. 
WHILE - Repeat a block while condition is true. 

Dynamic Data (working Storage) Allocation 

By providing a mechanism for control for the amount of data stack 
that is being used and by requiring that only referenced data need be 
present on the stack, very large (aata) programs can be created with­
out using "Clever" techniques. 

!INCLUDE external Code 

Al though the Transact Compiler is very fast it is quite useful to 
create a large system by building it from modules like ADD, DELETE 
etc. vlhen each module is complete it can be ! INCLUDt:a in the end 
System. 

Simple Debug Methods 

Having the powerful capabilities of the TEST FACILITY and the comiler 
Options makes debugging TPL Code simple and effective. 

Compiler Options 
DEFN 
XREF 

TEST FACILITY 

- List data item definitions. 
- List Label definitions and locations. 

Invocation - Enter TEST when in command mode. 
Displays - All registers can be displayed ei tiler whenever 

altered or at specific points of code 
executions. 
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Automatic (Default) Error/Condition Detection and Action 

When a data access or manipulation error is detected or when a data 
access breakpoint ( EOF, empty chain ••• ). is detected, the processor 
will automatically emit. an error, warning , or information message then 
branch. to a point in the code block that it determines will: provide a 
point of recovery or continuation. 

Preliminary Data Screening 

When a user provides data to a TPL program, preliminary checks "1ill 
be maae to determine whether or not it is. compatible with the 
restrictions established by its dictionary definition. If a dis­
crepancy is found a message is emitted and the prompt reissued. 

CASE STUDIES 

THE CASE OF THE CREATIVE CONVERSION 

During the conversion of a General Ledger package to HP3000 from IBM 
(and other mainframes) it came to pass that the KSAM version ran forever 
and ever. Since IMAGE is ,so much faster a second conversion was under­
taken. The resulting data structure resulted in a most obtuse monument 
to the programmer's creativity. A sequential file is used to obtain an 
IMAGE Master Data Set record number. This allows one to sort the 
sequential file then retrieve from the MASTER SET via directed reads. 
To compound the problem;. there is data in the sequentfal file that is 
not stored in the. liata base (his nifty Binary Search tec.hnique is faster 
than I.MAGE could be). 

Problem: 

Solution: 

How do we document this relationship in the Data Dictio­
nary and access data with the RAPID products. 

Create the sequential file in the Dictionary so that we 
. can get;. at the data. Unfortunately we can not use the 
Key/Record U structure in INFORM or REPORT procedures but 
we can "Force" TRANSACT to use it. 

THE CASE OF .TECHNOLOGICAL SOCIAL.CLIMBEH 

A conversion of an Order Entry System from a microcomputer presented an 
analyst with an opportunity to reach new heights in his carreer. Data 
Base Management in the form of IMAGE/ 3000 was the key to state of the 
art applications design but "How can I handle this set of multiple 
record types". Simple; create a Detail Data ::>et that can handle all the 
different data elements, make the first element a key to decodihg this 
entry, chain them to an Automatic Master for quick retrieval and simply 
do not put any de.ta into those fields that do not apply to each·transac­
tion type. 
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Problem: 

Solution: 

Again now do we explain to the Dictionary that these ele­
ments and their locations in an entry are variable and 
dependent on the first element in the entry. 

Again take heart at least he didn't make it an X(3000) and 
map it in a Copylib Member only. But the result is still 
a structure that is nearly impossible to use with INFORM 
and REPORT. 

THE CASE OF THE MISGUIDED OPTIMIZER 

A system design required that a transaction log be kept for each Inven­
tory change. This file was to be reported from both on-line and tnrough 
batch. A Detail Data Set was configured with Part ii and Transaction 
Type chains for efficient on-line access. To save disc space the source 
of the transaction (eg. POii, Move Ticket#, Receiver ••• ) was to be stored 
in a single fiela called Reference Data. To save on transaction Types; 
the sign of the quantity field determines the direction of the move (eg. 
40 =Issue to floor; -6 means to floor; +6 means from floor). 

Problems: 

Solution: 

Represent the multiple formats of REF-DATA. 
Document the arithmetic operations on quantity. 

Again there is not much we can do to help REPORT or 
INFORM. 

THE CASE OF THE DATE WITH A DOZEN NAMES 

Across 30 Data Bases we found: 

1. 
2. 
3. 
4. 
5. 
6. 

Problem: 

Solutivn: 

Name Storage Interpretation 

DATE X(6) YYMMDD 
DATE X(6) MMDDYY 
DATE P(6) YYMMDD 
DATE P(6) MMDDYY 
DATE J(2) YYDDD 
DATE P( 10) YDDDHliMMSS 

Configure the conflicting storage format and 
interpretations. 

Assign Aliases to all but the first found. 
#6 was a killer on January 1, 1980. 
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THE CASE OF THE NERVOUS NEOPHYTE 

A junior programmer "knocks out a quick system" for a user and decides 
to use type X fields for all data items. Since COSOL is the language of 
choice the programmer also avoids problems by using "DISPLAY" formats 
t'or all data manipulation. 

Problem: 

Solution: 

How to define this structure so that we can perform arith­
metic operations on the numeric data. 

Again no help! The sign overpunch prevents us from using 
9, Z, of P formats. 

THE CASE OF THE PARANOID PROGRAMMER 

This character used passwords at both the Element and Data Set levels 
but created conflicting specifications. 

Problem: 

Solution: 

Convincing him that he did not accomplish what he thought 
he had. 

A careful explanation of what the IMAGE/3000 manual states 
and help in testin& his programs with the new structure. 

THE CASE OF THE WANDl::RING DATA 

This is the most common problem. The program DICTDtiC will generate a 
schema from the Dictionary Definition of a Data Base. In the process it 
creates a data element lis:t. in alphabetical order (this can not be 
altered). 

Problem: 

Solution: 

This feature which simplifies schema scanning gives pro­
grams that reference data elements by number a real prob­
lem with buffer mapping. 

None short of Program rewrite. 

THE CASE OF THE NON-IDENTICAL TWIN 

We have two data bases with the same structure witl'l the exception of Set 
Capacities. Each stored in a different group. 

Problem: Create two Schemas with different capacities. 

Solution: DICTDSC output is edited before DBSCHEHA processing. 
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THE CA::iE OF THE CONFLICTING CAPABILITIES 

Data Elements in different Bases with the same name have tne same pass­
words assigned with different access capabilities. 

Problem: 

Solution: 

Base 

A 
B 

Element 

Z1 
Z1 

Password 

MODIFY 
MODIFY 

Can not configure this Security. 

Edit DICTDBC output. 

Capability 

WRITE 
READ 

Could try setting security at set level. 

THE CASE OF THE PASSWORD TO NOWHERE 

Two elements in the same data base are assigned to different Security 
Classes whictt have the same Password but different access capabilities. 

Problem: 

Solution; 

DJ:CTDBC creates both Passwords in the schtrna but assigns 
different Level numbers. When DBOPENed IMAGE uses tne 
level of the first one found. If this is READ then 
whenever an Access is executed to a set with both ele­
ments in it; the second element disappears. 

Edit the DICTDBC output. 

THE CASE OF THE ADAPTER/MIS-MANAGER 

A quick fix to a Security Oversigt1t in a Data Base using ADAGER works 
fine but a simple Capacity reduction done months later kills an Applica­
tion Sys tern. 

Problem: The change was not incorporated into the Dictionary. 

Solution: Centralized/Disciplined control of change. 
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DIC1'IvN11..HY EXTENSION::> 

or 

"When is a small step backward a giant step forward? 

There is a program (DICTDBC) that comes with DICTINARY/3000 that ex..:. 
tracts the definition of a data base and creates an IMAGE/3000 Hoot 
file. On the surface this appears to be a handy 'time saver but there is 
much more ·to it than that. By documenting the structure of an IMAGJ::/ 
3000 Data bC;1se in DICTIONARY/3000 we have created a step towards tile 
development of an app.Licati'on. system. This step is the reverse of com­
mon practice (ie. get the structure straight then document it), This is 
my small step bacKward. The next step in the cycle is to create the 
ROOT file. This action does not guarantee that the doc!,lmentation 1-s 
correct but does make sure that the IMAGE/3000 data.base is identical to 
its documentation. This is my giant step forward. Next we load data 
into and perform operations on th.e dC;1ta baile. If chani.es are· necessary, 
we fix the documentation ana ·Re-gen the data base. This forms a 
"closed-loop" between the documentation and the data base providing an 
absolute test of the documentation accuracy. Now. if we proceed on with 
adding Heading, Prompt and Display ·Edit formatting for each element we 
create more useful documentation as well as· providing more parts of the 
application system. When we then use INFOl!M/3000, REPORT/3000 or TRANS­
ACT/3000 to access· the data we are in· effect "executing" t_hese elements 
of the documentation. · · · 
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To document the relationships between programs _and subprograms we have. 
established them in the dictionary. 'DICTIONARY/3000 provides a pretty 
good facility for. creating the Procedures an.d reiati~g them to each 
other. This hierarchical representation allows us to locate the usase 
of subprograms to .determining change effectivity. The value of this 
tool is dependent upon maintenance of the dictionary; we· have produced 
a program that extracts the structure from the dictionary definition and 
creates an MPE JOB STREAM file which compiles· and preps the program. If· 
the documentation is wrong, the program won't work (closed loop), I 
should note ttiat we store the :PREP options as Descri:ption Text since 
DICTIONARY/ 3000 does not provide an explicit location f¢r this data. 

we recently evaluated two new products from !MACS, ANALYST/3000 and PRO­
GRAMMER/ JOOO. These form a .,path into and out· of DICTIONARY/ :NOO which 
comes real close to extending the concept of Exec·ut.ing the Documentation 
throughout the System Life Cycle. This is an excellent goal for such 
products. 

Here are some additional areas where. this concept· can be applied: 

Define lists .of programs .. as INFORM groups and create a driver 
program to present MENUs to users. (See PUDC or PROMAS from 
contributed Software Library of HPMENU for more uetail). 

Create a program to verify the accuracy of V/3000 from files 
definition against the Form file. 

In addition to the above we have also extended the usefulness of·DICTIO­
NAkY/3000 by using INFORM/ 3000, REPORT/ 3000 and TRANSACT/ 3000 to create 
supplementary reµorts and data base maintenance programs. I must warn 
you not to attempt maintenance other than through DICTDBM without 



developing a thorough knowledge.of the data structures and interactions 
that are in DICTIUNARY/3000. Some of the reports that we found useful 
include: 

A list of elements in a data base; DICTIONARY/ 3000 lists ele­
ments in files but no summarized list. 

A list of Data Bases in which a given element exists. 

A complete (Paginated) Element Listing with full descriptions. 

A complete (Paginated) File listing with full descriptions. 

a listing of Orphan Elements. 

A listing of Orphan Files of type MAST, DETL or AUTO. 

A listing of Orphan Procedures of Type SUBP. 

We have also created a THANSACT/3000 program that creates a skeleton 
program to completely maintain and report on the contents of an IMAGE/ 
3000 Data Base. A current project is to create a TRANSACT/3000 program 
that will read the compile listing of a TRANSACT/3000 program and docu­
ment it in the dictionary. 

CONCLUSION 

HAPID/3000 provides a powerful set of application system documentation 
and development tools. The capabilities of these tools can best be ex­
ploited when "Clean" data structures are used. The effectiveness and 
quality of the systems created with these tools is dependent on diligent 
(to the point of dogmatic) Dictionary Maintenance. The potential exists 
for the ev.olution of DICTIONARY/3000 into a complete Application Systems 
Directory. Given all of the above, some imagination and further product 
development, the term RAPID can be applied relative to most other ways 
of performing Application Documentation, Programming and Maintenance. 

As it stands, with our data structure problem we can do the programming 
job in COBOL just as fast but it would not be possible to handle the 
Program Structure reporting, Data Element/File reporting or the Documen­
tation Verification functions. lie look to HP, IMACS, ourselves and 
others to realize the potential that lies in the dictionary and data 
access tools by enhancement and/or interface products. We came a long 
way from a QUERY/3000 replacement to a new development methodology. The 
experience can only be described as Culture Shock and the productivity 
results are now to be realized. I submit that if RAPID/ 3000 is ap­
proached as a new system it will provide higher productivity than is 
traditionally seen. If viewed as a COBOL or RPG replacement the results 
will be limited to the programmer/analysts ability to abandon what he 
"knows works". In either case the RAPIDity should not be compared to 
the current programming method but to the time that it would take to ao 
the "complete" job of Documentation, Programming, Maintenanc0::, and Con­
trol using current means. I found this to be difficult since we rarely 
did the "complete" job using cumbersome rnanual procedures and post facto 
documentation. 
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IMAGE LOGGING PERFORMANCE REVISITED 

Nestor Dyhdalo 
Hewlett- Packard 

Technical Support Center 
Rolling Meadows, Illinois 

With the expanding uses of computer technology and the 
increasing complexity of data processing applications, the 
isssues of data integrity and recovery take on increasing 
importance. The needs of improving data integrity are 
counterbalanced by the additional costs of data ad­
ministration, operator involvement and potentially 
decreased system performance. This paper focuses on 
the system performance component of data integrity and 
examines the impact of using IMAGE data base logging 
under current releases of M PE. 

Introduction 

When H-P introduceo the 1918 MIT (Master Installation 
Tape) of M PE, th~y also introduced an enhancement to 
IMAGE whereby IMAGE would make a copy of the 
transactions that were posted against a particular data 
base; this facility was called IMAGE transaction logging. 
In fact, however, not all transactions are copied (eg. data 
base reads) but rather only those which make changes to 
the data base (eg. adds, deletes, updates). In addition, 
there are certain other transactions which are logged but 
which do not alter the data in the data base (eg. opening 
and closing the data base, the use of DBBEGIN and DBEND 
to define logical transactions); these types of tran­
sactions are logged to assist the recovery procedure in 
identifying which data base a set of transactions came 
from and also to delineate a set of individual data base 
transactions as a logical set which sh~uld be recovered in 
its entirety or not recovered at all . 

IMAGE's transaction logging facility makes use of a 
logging process which runs under the control of M PE and 
passes its transactions to the logging process which in 
turn writes the transaction to a log file either on disc or 
tape. 

In the event that a data base is corrupted (the system will 
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identify a data base as being corrupted when it detects 
that there is a data integrity problem which has left the 
data base in an inconsistent state due to a hardware or 
software failure), the recommended procedure for 
recovery if IMAGE logging were used would be to load the 
last good backup of the data base onto the system and then 
post the transactions from the log file against that data 
base thereby bringing the restored backup of the data base 
up-to-date as well as achieving data integrity. Since 
this recovery procedure operates in a mode whereby a 
previously sound (but out-of-date) data base is. used and 
then transactions from the log file are posted against it, 
this would be a roll-forward type of recovery procedure. 
A roll-backward recovery procedure (currently 
unavailable in IMAGE) would consist of starting with the 
corrupted data base and then removing or backing out 
those transactions which keep this data base in an 
inconsistent state. 

Implementing the logging facility from a programming 
standpoint typically requires minimal or even no 
additional coding above and beyond the calls to the 
standard IMAGE intrinsics; the only exception would be to 
add coding to delineate several data base calls (via calls 
to DBBEGIN and DBE ND) as one logical transaction for the 
logging process for use in the recovery phase. There are 
of course operational procedures which must be 
implemented for effectively using logging and most 
importantly for defining the recovery process. 

The Performance Tests 

The performance tests were run on a HP 3000 series 64 and 
series ~4 using Heidner's FORTRAN based DBPERF 
program ; they were run in batch mode in the CS queue and 
all of the logging took place to a single extent disc file. 
It was assumed that since the hardware on the series 40 is 
identical to the series 44, similiar results would be 
obtained for the series 40 with the same configuration • 

. One can request that DBPERF run with or without son 
processes which can be used to put an additional load on 
the system. The type of load (eg. CPU intensive, disc I/0 
intensive, or memory intensive) would depend upon the 
type of program launched as the son process under DB PERF. 
\tie ran tests that were both CPU intensive and disc I/0 
intensive as described below. 
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The data base which DBPERF ran against contained 17 
detail data sets; there was a stand-alone data set, a 
second data set with one path, a third with two paths etc. 
up to a maximum of 15 paths - for a total of 16 detail data 
sets; the last data set had one path and this was the set 
that the son processes used for their update transactions; 
the DBPERF program ran against each of the first 16 sets; 
all of the paths were cha"ined back to automatic masters 
using randomly generated character keys. 

In order to atte ni pt to control for configuration 
differences (eg. number of disc drives, number of GICs, 
etc.), the tests were conducted using a single 7925 model 
disc drive under the CIPER release (version C.F0.20) of 
M PE. The tests were performed on both the series 64 and 
series 44; the series 64 had eight megabytes of main 
memory while the series 44 had only two. 

Test 1. 
The first set of tests were performed on the series 64. 
Eight son processes which did simple updates to a detail 
data set were also launched and ran simultaneosly with the 
DBPERF program. Heidner's DUMYLOAD program was used 
as the son process. The DBPERF program executed 100 
calls to DBOPEN and DBCLOSE, followed by 100 calls to 
DB PUT and DB DELETE on each of the detail data sets in the 
data base, and finally 100 calls to DBBEGIN and DBEND. 
The tests were performed with and without logging 
enabled. 

Test 2. 
The second set of tests were identical to those in Test 1 
but were conducted on a series 44 machine. 

Test 3. 
The third set of tests consisted of re-running Test 1 but 
instead of using the son processes to generate additional 
data base calls, a CPU intensive program was used instead. 
Eight son processes were launched which did nothing more 
than reiteratively calculate the 56th factorial; Heidner's 
CPULOAD program was used to accomplish this while the 
the logging test program DBPERF was also running. 

The Results 

The following tables summarize the data obtained. Each 
set of 100 transactions is summarized as a mean value 
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expressed in seconds. The standard deviation statistic is 
provided to express the amount of variability among the 
measures obtained. The data for the DBDELETEs are not 
shown; those transactions took a fraction of a second less 
time than the DBPUTs but were consistent with the 
performance data obtained using DBPUTs. 

Test 1. 
The results for the tests on the series 64 are presented in 
Table 1. There do not seem to be any significant 
differences between logging versus not logging on the 
series 64 with the exception of calls to DBOPEN-DBCLOSE 
which took an extra 10.7"% amount of time with logging 
enabled than without; the DBO PEN call is an expensive 
operation for the file system (opening the root file, 
building the global and local data base control blocks 
etc.) without even considering the extra disc I/0 required 
by the logging proc-ess to be initiated. The extra disc and 
CPU overhead required for logging did make a difference 
for this already taxing data base call. 

Test 2. 
The results for the tests on the series 44 are presented in 
Table 2. There does seem to be some difference between 
the logging and non-logging tests, the largest difference 
appearing once again on the calls to DBO PEN (a difference 
of 16.1%) and performing 100 DB PU Ts to a detail data set 
with 8 paths took 12% longer with logging. 

Since the only configuration differences between the 
series 64 and the series 44 was the amount of available 
main m emery and the type of CPU in both machines, the 
data in Tables 1 and 2 present some interesting 
comparisons between the two machines. Both machines 
appear to have sufficient memory to run the number of 
processes needed for -the performance tests executed, 
leaving ra.w CPU power as the remaining configuration 
variable to account for the timing differences between. 
the two machines. It appears that the greater the load 
that is put on the machines, the larger the differences 
between the two become; performing 100 DBPUTs on a 
detail data set with many paths (10, 11, 12, and 13 paths) 
took increasingly longer without logging on the series 44 
as opposed to the 6 4. ( See T ab 1 e 3) . The data under the 
logging condition was not as uniform although the 
differences were, for the most part, larger than the non­
logging condition. 
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Test 3. 
An additional test was run on the series 64 to see whether 
increase.sin performance times would be observed in the 
logging versus non-logging conditions when an additional 
CPU load was placed on the machine. These results are 
presented in Table 4 and indeed we now see that the series 
64 is beginning to show some signs of tiring as compared to. 
the results in Test 1. The performance data for only four 
data sets is presented since the CPU b·ound son processes 
completed their 2000 iterations of performing the 
factorial computations by the time the measurements were 
to be taken on the fifth data set;· as a result the 
performance data for the fifth, and remaining data sets 
resembled those in Test 1. 
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Table 1. Resulting means and standard deviations (in. seconds) 
for 100 D·BOPEN-DBCLOSE transactions, 100 DBPUTs, and 
100 DBBEGIN-DBEND pairs with and.without logging •. Per-
formed on a series 64 under CIPE.R with one disc drive. 

No· logging Logging 
Type of Transaction Mean Std Dev Mean Std Dev 

0 B 0 PE N - DB C L 0 SE .84 .0,2 .9 3 .01 

DB PUT - 0 paths .04 .02 .05 .02 

DB PUT - 1 path .11 .02 .11 .02 

DB PUT - 2 paths .17 .02 .18 .02 

DB PUT - 3 p~ths .23 .03 .23 .03 

DB PUT - 4 paths .29 .03 .30 .04 

DB PUT - 5 paths .35 .04 .35 .• 04 

DB PUT - 6 paths .44 .03 .44 .03 

DB PUT - 7 paths .49 .04 .49 .04 

DB PUT - 8 paths .57 .04 .58 .04 

DB PUT - 9 paths .62 .04 .62 .04 

DB PUT - 10 paths .69 .04 .69 .05 

DB PUT - 11 paths • 7 5 .05 . 75 .05 

DB PUT - 12 paths .82 .05 .82 .05 

DB PUT - 13 paths .86 .05 .87 .05 

DB PUT - 14 paths .91 .06 .91 .06 

DB PUT - 15 paths .98 .06 .98 .06 

DBBEGIN-DBEND .06 .08 .07 .09 

Total Elapsed Time 39.79 min. 40.06 min. 
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Table 2. Mean and standard deviation (in seconds) of 100 
DBOPEN-DBCLOSE transactions, 100 DBPUTs, and 100 
DBBEGIN-DBEND pairs with and without logging. Performed 
on a series 44 under CIPER with one disc drive. 

Type of Transaction 

DB 0 PEN - DB CL 0 SE 

DBPUT - 0 paths 

DBPUT - 1 path 

DBPUT - 2 paths 

DBPUT - 3 paths 

DBPUT - 4 paths 

DBPUT - 5 paths 

DBPUT - 6 paths 

DBPUT - 7 paths 

DBPUT - 8 paths 

DBPUT - 9 paths 

DBPUT - 10 paths 

DBPUT - 11 paths 

DB PUT - 12 paths 

DBPUT - 13 paths 

DB PUT - 14 paths 

DBPUT - 15 paths 

DBBEGIN-OBEND 

Total Elapsed Time 

No logging 
Mean Std Dev 

.93 .Ol 

.07 .02 

.13 .02 

.21 .03 

.30 .03 

.36 .03 

.44 .03 

.51 .04 

.57 .04 

.66 .04 

.72 .04 

.81 .05 

.89 .07 

.99 .07 

1.05 .09 

1.06 .07 

1.15 .07 

.08 .10 

49.57 min. 

Logging 
Mean Std Dev 

1.08 .04 

.o 7 .o 2 

.14 .02 

.21 .03 

.35 .16 

.38 .04 

.46 .04 

.5 2 .04 

.57 .04 

.74 .07 

. 73 .04 

.83 .04 

.90 .09 

1.06 .09 

1.05 .06 

1.07 .06 

1.16 .06 

.10 .11 

51.09 min. 



24 - 8 

Table 3. Mean differences for the series 64 versus 44 
summarized from Tables 1 and 2. 

No logging Logging 
Type of Transaction Mean Difference Mean Difference 

DB 0 PE N - D B C L 0 SE .09 .15 

DB PUT - 0 paths .03 .02 

DB PUT - 1 path .02 .03 

DB PUT - 2 paths .04 .03 

DB PUT·- 3 paths .07 .12 

DB PUT - 4 paths .07 .08 

DB PUT - 5 paths .09 .11 

DBPUT - 6 paths .07 .08 

DB PUT - 7 paths .08 .08 

OB PUT - 8 paths .09 .16 

DB PUT .,. 9 paths .10 .11 

DB PUT - 10 paths .12 .14 

DB PUT - 11 paths .14 .15 

DB PUT - 12 paths .17 .24 

DB PUT - 13 paths .19 .18 

DB PUT - 14 paths .15 .16 

DB PUT - 15 paths .17 .18 

DBBEGIN-0 BEND .02 .03 

Total Elapsed Time 9.78 min. 11.03 min. 
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Table 4. Mean and standard deviation (in seconds) of 100 
DBOPEN-DBCLOSE transactions, 100 DBPUTs, and 100 
DBBEGIN-DBEND pairs with and without logging while 
executing 8 CPU bound son processes. Performed 
on a series 64 under CIPER with one disc drive. 

No logging Logging 
Type of Transaction Mean Std Dev Mean Std Dev 

DB 0 PEN - DB CL 0 SE 5.80 .03 6.40 .03 

DB PUT - 1 path 1.41 . 67 1.41 .67 

DBPUT - 2 paths 1.62 1.26 1. 72 1.54 

DB PUT - 3 paths 2.74 1.15 2. 76 1. 79 

DB PUT - 4 paths 3.52 1.90 3.58 2.01 



Di,scussion 

These data suggest that IMAGE transaction logging under 
fairly controlled conditions resulted in m.inimal overhead; 
on the series 64 the maximum difference was 10.7% on the 
first DBOPEN issued against a data base while on the series 
44 this difference increased to maximum of 16.1 % • 
Additionally, the series 44 showed some further system 
degradation on the DB PUT transactions. Does this mean 
that IMAGE logging shou,ld be used with every data base? 
Probably not. 

Performance should play only one part, and perhaps a 
minor part, in determining whether IMAGE logging should 
be implemented. Certainly if you have high volume 
transaction rates where recovering transactions manually 
is impractical then logging should be used. If you need 
some audit trail .(for auditors or some other legal 
requirements) of the transactions issued against the data 
base then logging would be appropriate; the audit trail 
could be provided by a user written routine but IMAGE 
logging will also capture transactions entered via QUERY. 
If you have a very large data base (I know of one user 
whose data base would take three days to 
DBUNLOAD/DBLOAD), then logging would provide an 
alternative recovery scheme. Note that performance is 
not the central issue in deciding whether to use logging or 
not in these cases. 

The tests conducted in this paper, and most other 
simulations for that matter, are made under ideal 
conditions; they are not, nor are they meant to be, tests of 
performance in a specific applications environment •. The 
tests do provide a barometer from which general 
conclusions can be drawn and also provide valuable 
information to help make educational inferences about 
performance in other situations. The tests over simplify 
the environment within which IMAGE logging will be used. 
They are over simplified in the sense that a data base 
application usually does not run stand-alone on a machine; 
there are usually lots of other users and applications 
running to complicate the picture. Furthermore, the 
tests were all executed in batch mode - there was no 
interaction from , a com put er user and thus not very 
realistic; there was, for example, no provision made for 
typing time nor "think time" - the time spent by the user 
sitting at a terminal wishing they were somewhere else 
while contemplating what to enter or not to enter at the 
terminal, giving the computer time "to think" as well; we 
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can only guess what he/she/it is thinking. The point of 
all of this is that application environments are quite 
unique from a performance standpoint and if performance 
plays a critical role in the decision to log or not to log, 
then some performance measure m.ent must be made to 
identify the impact of logging in the particular 
environment. 

IMAGE transaction logging can also be helpful in the 
context of obtaining some measurement on the relative 
performance of an application with and without logging. 
That is, one can use the logging facility to collect data on 
the performance characteristics of an application. The 
resulting log files provide a source of valuable 
information on the "real-life" performance of the data 
base in a specific environment. One can measure 
individual transactions via DBDRIVER but therf also exists 
a utility called LOGLIST by Dennis Heidner which will 
analyze the log files themselves and produce histograms 
and other useful statistics. 

In the event your performance analyses indicate that 
enabling logging on your data base applications causes 
significant degradation on your system and you are 
concerned about data integrity, you might consider 
performing the data base adds and deletes in batch mode 
during off hours. IMAGE has been optimized for reads 
(DBGET) and updates (DBUPDATE). These calls typically 
do not require as much sysfem resources as adds and 
deletes (DBPUT and DBDELETE). Any data base adds 
could be posted to transaction files and then batch posted 
to the data base during low activity period~. The data 
base deletions could be implemented by creating a delete 
flag item ·in the particular data set and then performing 
the actual deletions in batch at a later time. When data 
base failures or errors (broken chains, incorrect chain 
count etc.) occur, they are usually preceded by some 
transaction which alters the structural integrity of the 
data base (ie. via adds and deletes). These types of data 
base integrity problems could thus be minimized by 
performing the add and delete transactions during low 
activity levels; a backup of the data base should be made 
before during the batch postings and then one immediately 
after. Should some error occur during the batch posting, 
the backup could be restored and the posting jobs run 
again. 
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We are facing an interesting situation in the evolution of 
computer graphics. After years of struggle, a sense of 
elitism among computer graphics system designers and 
users, smugness among graphics gurus, and frustration in 
people who have had to fund these systems, we are now at a 
point in time where computer graphics has finally come of 
age. Computer-aided design systems abound for both 
mechanical and electrical design, solids modelling systems 
are becoming more widely available, systems in general are 
becoming cheaper and more sophisticated, and the 
phenomenon of "business graphics" or "management graphics" 
has arisen. The concensus of market projections indicates 
that the business graphics business will increase at a 
rate of 40% per year, and is in fact the fastest growing 
~egment of the computer graphics market. But when 
examined more closely, it turns out that there isn't much 
agreement on what business/management graphics is. In 
spite of this, there are at least sixty companies in North 
America who count themselves as suppliers of business 
graphics. 

What is business/management graphics? There's more to it 
than bar charts, pie charts, and histograms. But it~s not 
clear that the majority of suppliers of so-called business 
graphics systems really understand the problem of graphics 
for management. The emphasis has been on the production of 
high quality pictures - presentation graphics - with a 
multitude of colors and attractive layouts. There has 
been too much attention paid to cosmetics, and not enough 
to content. The user interface has generally been badly 
done, or n9t made specific enough (it doesn't need to be 
ideosyncratic, but needs to be something more than 
user-friendly); this is probably because the User hasn't 
been identified. And presentation graphics doesn't really 
address the central problem - that of garnering 
information from a management database in order to 
facilitate decision making. The power of the computer 
needs to be made available to the decision makers 
directly, and not filtered through a graphics department, 
and then a graphic arts department. The classic Harvard 
Business School description of a manager's primary 
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function in an organization is the assimilation of 
information and the production of decisions. A 
significantly large proportion of the data containing the 
information on which those decisions are based often 
resides in a corporate database. It should be the purpose 
of a business graphics system to directly. support that 
function by making the pertinent information easily 
accessible, thereby facilitating the high-level decision 
making process. 

So, has computer graphics really come of age? I don't 
think so. There are significant shortcomings in almost all 
of the currently available business graphics systems, 
which together seem to indicate an erroneous approach to 
the problem of supporting the managerial function. And 
this has most likely resulted either from a 
misunderstanding of the use of graphical representation of 
information, or from a laziness on the part of some system 
suppliers; they appear to have jumped on the bandwagon, 
solved a small subset of the entire problem, and attempted 
to capitalize on display technology (both hardware and 
software) which may not be suitable for providing 
management information to the people who need it, when 
they need it. And the people who need the information 
shouldn't have to think like the computer in order to use 
it. 

While computer graphics has been around for just over 
twenty years, graphics for management is relatively 
recent, the boom occurring only in the last three or four 
years. This boom is largely attributable to the 
technological advancement in raster graphics displays, and 
the precipitous drop in hardware costs. These two factors 
have made graphics display systems relatively inexpensive, 
and have moved them within reach of organizations other 
than large manufacturing companies, research 
organizations, and the military-industrial complex. 
During this process, graphics system designers began to 
appreciate the problems of the user interface, and did 
something about it. At the same time, it was recognized 
that a potentially huge market existed for business 
graphics, including pictures from forecasting models, 
showing trends, exceptions to trends, and 
interrelationships among data. And the actual images 
required to represent this information were comparatively 
simple, particularly when considered with some of the CAD 
work being done in both the mechanical design and 
electronic design areas. The display technology had 
advanced to the point where very realistic pictures could 
be produced, and designers were beginning to understand 
how to manipulate and structure d<>.ta in order to support 
the rapid display of very complex pictures. All of this 
technology (again, both hardware and software) was 
available, and a huge untapped market was identified. For 



the most part, access to this market merely meant the 
addition of some application software, or a programmable 
interface to an already existing graphics package, and 
POOF! You were in business! Because the systems could 
produce very high quality pictures, this aspect was, and 
still is, used as the major selling point for these 
systems. 
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As already mentioned, the actual images making up a 
graphic for management tend not to be very complex, 
consiSting largely of bar charts, pie charts, histograms, 
scatterplots, and X-Y line· plots. All of these are easily 
generated with a minimal set of graphics primitives such 
as circle, rectangle, polyline, polymarker, fill, and some 
text routines. Business graphics images were a small 
subset of the images which could easily be displayed with 
most graphics systems, and could be generated without too 
much effort. Graphics editors ex-isted and were well 
understood, as were the techniques of manipulating display 
files, so the next most popular selling point of these 
systems was usually the ease with whic~ a graphic could be 
modified• A recent ad by an unnamed manufacturer 
illustrates this. The ad shows a plot of a pie chart with 
a memo clipped to it, saying something like " ..• Jim -
sorry about the rush, Fred's leaving for San Diego at 4:30 
and needs the indicated changes made to this chart before 
he goes •.. thanks" , and the memo was written at 2:00. 
But, thanks to the unnamed manufacturer's super business 
graphics package, Fred makes his plane to San Diego with a 
very classy version of the same plot. No new information 
has been added, but the second version looks much better 
th~ the first. This is a manifestation of what is 
~metimes referred to as the "Proctor and Gamble Syndrome" 

/ - that is, people generally do not associate quality with 
a lesser image. Conversely, (and this may be the core of 
the problem) they do associate quality and validity with a 
high quality image.· This tendency results in even more 
emphasis being placed by the system suppliers on 
cosmetics, rather than on content. 

The other situation which has developed, and which is 
alluded to in the above-mentioned ad, is that the systems 
are generally not amenable to use directly by the people 
who require the information from them. Because of the 
emphasis on presentation quality, the systems are 
generally directed toward a user who will produce a 
graphic for use by someone else, most likely for a 
presentation. This approach introduces a middleman between 
information and the person requiring the information. The 
middleman is typically a programmer, a clerk or 
administrative staff person, or a lower level manager (who 
may also pass the task off to a clerk or programmer, 
t~ere?y removin~ ~he ~nformati~n one le~el furth7r from 
the person requiring it). The int;;--oduction of this 



middleman puts a certain amount of guesswork into the 
selection of the required information. It is still being 
filtered through a form of graphics department and then a 
graphic arts department; the difference is, that it just 
doesn't take as long as it used to. 

25 - 4 

This is not to say that presentation graphics systems are 
not useful. It has been demonstrated and documented by 
numerous studies that people retain·information longer 
when it has been presented graphically than when it has 
been presented in other ways. Meetings are dramatically 
shortened by use of graphics in presentations, and the 
so-called information float (the time between the 
availability of information and its use) has been 
significantly reduced by the use of computer-generated 
presentation graphics. The reason for this is that 
computer graphics systems turn data into information. The 
much heralded information overload in an organization has 
been misnamed. It is in fact a data overload. This is an 
extremely important distinction: data is the raw material 
from which information is obtained; information is the 
knowledge or meaning extracted from the data. According 
to David Friend, chairman of the board of Computer 
Pictures Corporation, the mere existence of data doesn't 
guarantee their usefulness, and more data can actually 
yield less information. Presentation graphics addresses 
the problem of extracting information from data, but 
expends too much effort in making the presentation look 
good, as opposed to making more information accessible. 
The need is to show information, in a way that leads to 
better management decisions. 

It must be remembered that it is the decisions that are 
the end product, and not the presentation of the 
information on which those decisions are based. What we 
have is a solution looking for a problem: presentation 
graphics systems which have been attached to a user 
interface, and sometimes (infrequently) also interfaced to 
a graphically oriented database. What we need are 
management information systems which are capable of 
producing graphical reports as well as textual reports. 
The graphics should be treated as an output stage of a 
total information system, and not as an end in itself. We 
need systems which are capable of more than the production 
of advertizing quality pictures - we need systems which 
enable decision makers to explore their databases, look 
for trends and exceptions, examine interrelationships 
among data and sets of data, and to do this quickly and 
easily. The entire motivation behind management graphics 
should be to support the decision making process, and the 
interaction with the machine should aid that thought 
process, not impede it. High quality, full color, high 
resolution graphics are neither necessary nor sufficient 
for these kinds of systems. 



Several areas must be addressed before these systems can 
be successfully produced. One of these is the problem of 
the perceptual and cognitive approaches to information. 
Management information, by its nature, can be considered 
to be layered, with the outer layer consisting of 
perceptual information, the next inner layer consisting of 
cognitive information, and the innermost layer consisting 
of the data which contains the information. Perceptual 
information tends to be highly loaded - lots of 
information, but not much detail. Questions based on this 
level of information tend to be answerable by "yes" 'or 
"no", such as "Is there a trend developing", "Are there 
exceptions to the trend?", "Does this entity intrude on 
that one?". Cognitive information is more precise, 
contains more detail, and tends to be measurable. 
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The difference between these two levels of information is 
best illustrated by an example. A few years ago, the 
Department of Indian Affairs decided to put a road into 
one of the federal parks, which would give tourists a good 
view of the park. There were some eyesores, such as a 
garbage dump and a water tower, which needed to be hidden 
from view, and a lake which was located some distance from 
the corridor which the road was to penetrate, which the 
Department wanted to be visible as part of "a good view". 
A graphics system was proposed which displayed a black and 
white contour map of the area, with pertinent features 
identified. The landscape architect would trace a 
proposed right-of-way for the road onto the contour map, 
then rotate the map 90 degrees about the horizontal axis, 
define the height of an observer's viewpoint above the 
right-of-way, and then do a simulated flyover of the 
contou.r map, following the right-of-way. The architect 
would have the capability of stoppin9 the flyover at any 
point, and of directing the observer s line of sight by 
rotating the map about the vertical axis. Using this 
technique, it would be pos·sible to determine which 
features were visible and which were hidden at any point 
on the proposed right-of-way. The images involved in this 
phase of the application were very sparse, and relatively 
abstract, but contained sufficient information to enable 
the architect to explore several alternative rights-of-way 
very quickly, and to disregard the ones which violated the 
first level of acceptability criteria. All of this would 
be done using perceptual level information. 

Once the architect had selected two or three viable 
alternatives, based on the perceptual level acceptance of 
the visual criteria, then significantly more complex 
programs would be utilized, imposing gradient constaints 
and turn radius constraints on the roadway, performing cut 
and fill calculations, and so forth. These calculations 
would be done at the cognitive level. The final images at 



this level would include much more detail, and be less 
abstract.and more realistic• 

The point her.e is that the process was deliberately 
divided into two distinct phases, based on the level of 
information required for each phase. By working first at 
the perceptual level, several alternatives could be 
explored, prior to committing more significant time, 
manpower, and monetary resources to the project, and 
subsequent effort could be directed toward exploiting 
viable alternatives, thereby providing a better soluti.on 
to the problem. 

The same principle should be applied to management 
graphics systems. Again, from David Friend: "80i. of 
management decisions are made with 20i. of the information. 
The key to a successful management graphics system is in 
providing managers with an instant look at the core 20i •. " 
Also, in many cases, a rough cut at the numbers as soon as 
they are availab.le is worth a lot more than an audited 
accounting a month later. The analogy extends to the 
printed page. In most cases of information transfer 
within an organization, the information is exchanged 
either verbally or .on a handwritten page. Decision makers 
are more interested in what the information is, rather 
than how it looks. They are more interested in content 
than cosmetics. The same principle should apply to 
computer generated graphics: publication quality output 
simply isn't required in order to convey information. 

Another area which still needs attention is the user 
interface - the system must be designed with the user in 
mind. In the case of management graphics systems, 
potential users fall generally into four classes: 
execu~ives, managers, programmers, and administrative 
staff. Executives and managers don't want to create 
graphs, they want to see them. With presentation graphics 
systems, the .emphasis is .on the ease of creation and 
editing. BJ.lt this begs the question. Systems should be 
consciously split between the graph creation portion, and 
the graph storage and re.trieval portion, possibly with a 
different user interface .for each .. portion (although this 
approach still encourages the use of a middleman to store 
the graphs he or she thinks the decision maker will 
reqJ.lire). 

A better approach is to ensure that the user interface is 
designed to be convivial with the intended user of the 
information.- the decision.maker. That interface doesn't 
necessarily have to be ideosyncratic, but it does need to 
be more than just user-friendly. Again, the user 
shouldn't have to think like the computer in order to use 
it. The system must aid the thought process of the user 
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in order to be useful. This means combining a good user 
interface with a perceptual approach to the information in 
the database, giving the decision maker the capability to 
browse the database, identify trends and exceptions, look 
at relationships among data, and do this at the perceptual 
level first. This provides rough cut, snapshot views of 
the information database, with not much detail, but with 
very high levels of information content. The graphics 
portion of the management information system should then 
be treated· only as an alternative information delivery 
system: a graphical report generator. The user interface 
to this type of system is critical, in that it must not 
get in the user's way. In addition, the user must be 
clearly identified early in the system design process, so 
that the function of the system can determine the form of 
the interface, and not ~ite versa. 

A third area which must be addressed is that of database 
manipulation. As mentioned earlier, the majority of the 
so-called management/business graphics systems are 
solutions looking for a problem (there are a few notable 
exceptions). They typically provide a menu for the user 
to :- ready? - KEY .IN the data values to be graphed. The 
systems then dress up these numbers and make pretty 
pictures out of them. Some systems also provide 
programmable.hooks to an application database which allow 
a graphics programmer to read the a:ppli·cation database in 
order to create a graphically oriented subset of that 
database, which can then be used to produce presentation 
quality graphics. Both of these approaches encourage the 
use of a middleman, and in the case where the numbers must 
be keyed in, the production of graphics becomes an.extra 
step in the information transfer process, and not· an 
iI').tegral s.tep, as i.t should be. Neither of these 
approaches provides a satisfactory solution to the problem 
of manipulating a database to make the information 
contained in it readily available. 

There is no longer any question that information which is 
displayed graphically can improve both the quality of 
managerial decisions, and the decision making process 
itself. However, by concentrating the emphasis on high 
quality images, half of the medium's potential is being 
ignored. In order to more fully exploit the medium's 
inherent effectivenes.s in making information available to 
a user, systems .need to be designed with the following 
conside;c-ations :· 

i. The distinction between perceptual and cognitive 
levels of information must be-consciously 
recogni,zed, and both levels supported by the system. 
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ii. The functional distinction must be made between the 
creation of graphs, and the storage and retrieval of 
graphs, .and both of these functions supported. 

iii. The functional distinction must also be made between 
the highly interactive graphical browsing 
capability, and the much less interactive 
presentation graphics capability; and both of these 
functions supported. This is one of the major 
weaknesses in systems which are currently available: 
the browsing capability is largely nonexistent. 
Ideally, the system should provide both graphical 
and textual browsing capabilities, with the f~cility 
in both cases to add more detail to the reports as 
required, and to then produce presentation quality 
material with supporting textual reports. These 
capabilities should all exist in the same system. 

iv. The graphics portion of a system should be treated 
as an output stage of a total information system. 
and not as the end in itself. Textual report 
generators exist. What is required is an addition 
to the information delivery system, in the form of 
graphical report generators. 

v. Graphical reporting must be closely 
database manipulation capabilities. 
for the user to get at information, 
graphically report it. 

tied to powerful 
It must be easy 

as well as to 

vi. The property of "conviviality" is the utility of a 
tool as perceived by ordinary people. For a thing 
to be convivial, it must be easy t·o use, and not 
require significant levels of training before there 
is recognizable utility in its use. In order for a 
system to be successful, the intended user(s) must 
be identified early in the design process, and the 
user interface made convivial for those users. The 
user interface on many management graphics systems 
preclude managers from directly using the system. 
It shouldn't. 

If systems are to be designed with users in mind, we must 
know who those users are, what their functions are, and 
then design systems to support those functions. The 
function of a manager is to assimilate information and to 
produce decisions.· Management graphics systems can have a 
very beneficial impact on that function. But it is time 
to put the power of that medium directly into the hands of 
the decision makers. Computer graphics are not the end in 
themselves; they are the means to an end. And that end is 
better management decisions. 
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MPE I/O System Overview or Where Do You Go After LDEVS? 

Rick Ehrhart 

Hewlett Packard 

Introduction 

This paper will give a brief overview of the MPE I/O seminar. The 
seminar will cover the data structures, the procedures, and the hardware 
of the MPE I/O system. The data structures include the Device Reference 
Table, I/O Queue Entries, and the Device Information Table. The I/O 
procedures will include A'!TACHIO, SIODM, and I/O drivers. The I/O 
hardware will be shown with a brief discussion on channel programs. 

Data Structures 

I/O tables are need for three reasons: 1) to enable the software to find 
the I/O driver, 2) to enable the hardware to find the I/O driver, and 3) 
for the I/O system to keep track of the I/O in progress. 

The Device Reference Table (DRT) gives the hardware access to the I/O 
system. It provides the hardware with a plabel to the interrupt 
procedure and a pointer to the Interrupt Linkage Table (ILT) which points 
the driver's Device Information Table (DIT). 

The Logical Physical Device Table (LPDT) gives the software access to the 
DIT. This table maps the Logical Device number (LDEV) to the driver's 
DIT. 

The Device Information Table (DIT) contains the needed information for 
the driver to keep track of the I/O in progress. It points to the ILT 
which contains the channel programs for·the device. 

1/0 Proc~dures 

The I/O procedures control the queueing of I/Os, and the state of I/O in 
progress. The procedure A'ITACHIO queues an I/O onto the driver's DIT. 
The procedure SIODM manages the state of the driver. The driver builds 
the channel program, starts the execution of the channel program, and 
cleans-up after the channel program is finished. 

Hardware 

The I/O hardware for the 3000 IMB based systems consists of a General I/O 
Channel (GIC), and the Channel Program Processer {CPP). The CPP executes 
the ·channel programs that instruct the GIC what HP-IB lines to toggle. 
The GIC is one board that can have eight devices attached to it, like 
discs and line printers. The terminals attach to the system via the 
Asynchronous Data Communications Channel (ADCC). Four terminals can 
attach to it. 
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HP Business BASIC: The Early Years 

Dave Elliott, Project Mcmager 
Hewlett-Packard Compal!)' 

Information Networks Division 
Cupertillo, California 

Abstract 

With the BASIC language supported on as many as fourteen different comput­
ing products within HP, the need has developed for a standard definition of a 
commercial BASIC which will allow the migration of applications between 
various machines. Usi_ng the highly regarded BASIC/250 as a starting point. the 
languages section within IND has defined 'HP Business BASIC' which is now being 
implemented on several processors including the HP3000. This new BASIC will 
contain embedded interfaces to application t_ools such as database management, 
data entry forms and a report writer. Presented are the history and objectives of 
this effort. Trade-offs are discussed between functionality, compatibility and 
friendliness when defining a language to be used in widely varyin~ programming 
environments and among users of widely varying sophistication. 

1. Introduction 

Language implementers seldom get the opportunity. to be language designers. Constraints 
imposed by industry standards and compatibility objectives usually prevent the develc,pment 
of new language features or the modification of existing ones. 

The HP Business BASIC project, which has had very strict compatibility objectives, would 
seem an unlikely area in which any creativity could be exercised. However. the fact- that the 
project is aimed for implementation on several different machines has necessitated the 
removal of system-dependent syntax and the development of generalized language constructs 
which can be meaningful in different system environments. 

2. History 

The HP Business BASIC project was started in the summer of 1981 by joining together the 
BASIC projects from Information Systems Division (now Information Networks Divisic,nl and 
General Systems Division (now Personal Office Computer Division). The ISO group c0nsisted 
of several engineers (including myself) who had had a great deal of experience using and 
developing software for the HP3000. The GSD group consisted of engineers who had used 
and develc,ped software for the HP250. The merging of the groups resulted, at first, in a 
fierce philosophical battle about the nature of the BASIC language. 

Note: The specifications ill this paper are supplied for informational purposes and may be 
subject to change. Providing tlzis information does not constitute a guarantee, implied or 
expressed. as to tlze fMt11res or availability of HP B11si11c» BASIC. 
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a. The HP3000 View 

BASIC is one of a set of language subsystems offered on the HP3000 system. It has an 
advantage over COBOL, Fortran, Pascal and others in that it has an interpreter. BASIC 
users have access to certain tools which also reside on the 3000 as subsystems. If a 
BASIC user wants to have an Image database in an application, for example, then a 
calling mechanism is provided in BASIC to access the Image subsystem. A knowledge 
(i.e., manuals and/or training) in Image/3000 is required. The BASIC subsystem is un­
der the control of a complex operating system (MPE) and users can interface with the 
l'\'fPE file system or use BASIC data files to store information. 

b. The HP250 View 

BASIC is the means by which users access all of the functionality of the HP250 sys­
tem. There is no concept of subsystems. There are no other languages, nor is there 
anything to 'call' other than user-defined subprograms. The 250 user has a complete 
program development environment using BASIC as the command language. Database 
manipulation, screen management, sorting and report writing are la11guage features. 11ot 
outside services offered u11der the umbrella of a11 operating system. On the 250, there is 
no conceptual difference between the language, the operating system or the application 
tools. The HP250 has a very loyal user community and has consistently scored very 
highly in surveys of customer satisfaction. This is due to the ease of generating sophis­
ticated applications totally within BASIC's interactive user environment. 

The first few project meetings were stormy affairs. The group had the charter of im­
plementing a BASIC on the 3000 which would allow the migration of HP250 applications. It 
was not clear to the project members that such an effort was feasible. The point was made 
that the only major thing that BASIC/250 and BASIC/3000 had in common was that they 
were both called BASIC. I.n terms of the functionality offered and in the role of the lan­
guage in the overall system, the two BAS!Cs were poles apart. 

An early discussion centered around the necessity of duplicating the BASJC/250 language 
syntax for database, screens and report generation. The !SD (HP3000) contingent felt that 
such functionality was best provided by allowing calls to Image and Vpfos. They felt it was 
not the language's responsibility to, in effect, replace the user. interf~ce of the various ap­
plication tools with syntactic extensions. In the 3000 view, this would be inconsistent with 
the operation of other language subsystems. The 250 group was adaman"t that not im­
plementing these statements was tantamount to not implementing BASIC/250 at all. They 
pointed out that only the Image stateme.nts within BASIC/250 could be directly translated to 
calls to subsystems. The Forms (Vplus) capabilities on the 250 were embedded in the seman­
tics of the PRINT and INPUT statements. The 250 Report Writer had no counterpart on the 
3000 and would have to be implemented within the· new BASIC if there was to be any hope 
of migrating 250 applications. 

It became apparent that the only way to determine the best approach was to examine our 
constituency (current and future users of BASIC on HP machines) and develop a set of objec­
tives which addressed our charter and would result in the most benefit to all members of 
that constituency. We realized that the HP'.!50 customer was in great .need of a BASIC run­
ning on large machines which was highly (if not totally) compatible with BASIC/250. The 
250 has a limit of six users (currently being expanded to ten). Applications written on the '.!50 
have no way of migrating to other systems. There is also a need to bring the 250 into the 
'family' of HP business computers, allowing new users to start with a 250 application and 
grow up through the product line. The BASIC/3000 user, on the other hand, has, and will 
continue to have, a BASIC interpreter and compiler which run on the largest machines that 
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HP offers. The feature set of BASIC/3000 is such that almost any new BASIC will provide 
much more functionality and user-friendliness. The compatibility aspects of a new BASIC 
are not critical for BASIC/3000 applications. New programs can be written in HP Business 
BASIC and old programs can continue to be run in BASIC/300G 

3. Objectives 

The following objectives evolved over a investigation period lasting five months. During 
this time, the differences between the ISO and GSD contingents of the project began to dis­
sipate. Each group made a serious effort to understand the needs and problems of the other. 
The project, which had originally been in the GSD organization, moved to IND early in 1982 
and began its Specification Phase with the following objectives. 

Develop BASIC interpreters and compilers which run on the HP3000 and future products 
throughout HP's business computer family. 

In the past, language processors were developed for specific target machines. Code genera­
tion was a major portion of a compiler development effort and this, of course, was machine­
dependent. However, because HP systems use several different processors (3000, 9000, 
Motorola 68000, Z-80, etc.), a common intermediate language has been developed which will 
become the target 'machine' for most new compilers. Code generators have been written to 
translate this intermediate language into several different machine languages. This makes 
our first objective feasible. The new BASIC is being written in Pascal so the system itself 
will be transportable between machines. 

Develop a set of products which are friendly,. easy-to-use and are designed to be of high 
quality. 

Although this sounds like a 'motherhood and apple pie' objective, it is one that is taken 
very seriously by the project team. It is clear that products which fall short in this regard 
cost the company a great deal in terms of maintenance resources, support costs and, most im­
portantly; customer satisfaction. 

Provide a complete application development environment to include interfaces for 
database management, data entry screens and report generation. 

The programming environment of the HP250 was to be our model for the programming 
environment of HP Business BASIC. The HP:!50 users to whom we spoke were convinced that 
their very high productivity was the direct result of the integration of application tools into 
the programming language. The debugging features of BASIC/250 are very powerful and in­
clude single-stepping and the ability to modify running programs. 

Provide at least 90% compatibility with current HP250 applications. 

We defined 90% compatibility as meaning that the effort required to convert an applica­
tion would be approximately 10% of the effort required to rewrite the application in another 
language. This, of course, is a difficult objective to measure but the adopted definition was 
considered more informative to the potential user than simply stating that a certain percent­
age of lines, statements and/or programs were compatible. Conversion tools would be 
provided for BASIC/3000 and BASIC/250 applications which would perform the translation 
to the new syntax. 
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4. Design Considerations in HP Business BASIC 

Following are several examples of BASIC/250 features which have had their syntax or 
semantics changed for HP Business BASIC. The purpose of these changes was to make the 
features more machine-independent and to improve the consistency and friendliness of the 
language. Each of these changes can be handled by an automatic translation in the conver­
sion process. 

a. The PRINTER IS Statement 

The HP250 programmer can direct the output from the PRINT statement to various 
devices using the PRINTER IS statement. The syntax is: 

PRINTER IS <numeric expression> 

At run-time, the numeric expression is evaluated and rounded to the nearest integer. 
Subsequent PRINT statements send their output to the device corresponding to that in­
teger in a table specified at system configuration time. "PRINTER IS 8" usually means 
that output is directed toward the terminal screen. "PRINTER IS 9" usually specifies 
that output goes to a 'bit-bucket' ($NULL on the HP3000). 

It was felt by the project team that this syntax was inappropriate for the HP3000 and 
imposed upon the user the burden of remembering numbers for various output devices. 
The first decision we made was to allow keyword device specifiers. Thus, "PRINTER IS 
DISPLAY" would replace "PRINTER IS 8" and so on. However, when specifying that 
output should go to the system printer (device JO on the HP250), the somewhat awkward 
"PRINTER IS PRINTER" resulted. We therefore changed the syntax again to the 
following: 

[SEND] OUTPUT TO. <printer-spec> 
<printer-spec> = D!SPLA Y I NULL I PRINTER I PLOTTER I 

<string-expression > 

On the HP3000, if a string expression is used, it will be evaluated as an 1\IPE file 
name (or back reference to a file equation). The file may be an output device, an MPE 
ASCII file or a BASIC data file. 

b. The Image Statements 

The interface to the Image database subsystem in BASIC/3000 consists of a number 
of predefined subprograms which convert their parameters and then call lmage/3000 
intrinsics. These subprogram calls look very much like intrinsic calls (i.e. unfriendly). 
Surprisingly, the Image statements on the HP250 also look like intrinsic calls although 
the keyword CALL has been removed. BASIC/250 was apparently designed this way to 
be ·compatible' with BASIC/ 3000, even though there are no Image 'intrinsics' on the 250. 
We decided, for ease of use and consistency, to develop a set of true Image statements 
in HP Business BASIC that would be self-documenting and would minimize the work 
of formulating the parameters for intrinsic calls. By combining keyword and positional 
parameters, the Image statements (DBOPEN, DBGET, DBPUT, DBUPDA TE, 
DBDELETE, DBFIND, DBLOCK, DBCLOSE, etc.) have been made much more readable 
and self-documenting. To demonstrate this, the following are examples of a DBGET in 
the two existing BAS!Cs and in HP Business BASIC. 



BASIC/3000 
CALL XDBGET(NS,"Bolts",3,S(*),"@;",P$,Q,P2) 

BASIC/250 
DBGET("Parts","Bolts",2,Error(*),"@;",Buf$,O) 

HP Business BASIC 
DBGET "Parts" INTO Buf$, DA TASET="Bolts", MODE=SERIAL, & 

STA TUS=Error, ITEMS="Part_name$,Quantity,Price" 

c. The J\IASS STORAGE IS (MSI) Statement 

Many BASIC/250 programs start with a statement such as: 

100 MS! ":C2,7" 
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This is a directive to BASIC that all files referenced (until the next executed MS! 
statement) are to be found on a particular disc drive. Files with the same name may 
reside on different mass storage devices and this statement is used to differentiate 
them. The file system on the HP3000 would not easily support such a feature, nor is it 
apparent that such a feature is particularly necessary or desirable on the 3000. We 
could hardly translate the statement above into !\ISi IS "LDEV3". Instead, we realized 
that the MS! statement can really be thought of as a set of file equations. It equates all 
filenames occurring in the program to files residing on a certain disc or volume. In 
converting BASIC/250 applications, we would be moving HP250 files from volumes into 
groups and accounts. Thus 

MSI "grpname.acctname" 

would be the appropriate syntax in HP Business BASIC. This, of course, is somewhat 
obscure. To be more readable, the syntax was changed to 

FILES ARE IN "grpname.acctname" 

This, in effect, would be the same as the (mythical) file equation 

:FILE@= @.grpname.acctname 

5. Conclusion 

The specification of HP Business BASIC has given the project team several opportunities to 
design new features and modify existing ones in BASIC/250 and BASIC/3000. All decisions 
made during this process are done within the framework of our project objectives. The HP 
Business BASIC language is scheduled for implementation on several different machines and 
will be an important HP product for the next ten to fifteen years. The project team must 
make sure that the language is appropriate for a variety of users, ranging from the experien­
ced programming professional to the six-year-old learning to use a personal computer. 
Working with the HP250 as a model, we are very confident of success. 
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Th~re is a constant fight being waged between the two major 
factors of a given "system" ... the End User and Data Processing. 

This presentation is designed to answer a very simple question: 

"IS THE FIGHT REALLY NECESSARY?" 

In order to make such a determination we need to investigate the 
various people involved and their thought processes. What you 
will read in the following pages is nothing you really don't 
already know. The only thing that may make this paper different 
is that you may not have been confronted with reality in black 
and white. The value of this process will be discussed at the 
end. (NO FAIR PEEKING!) 

The most valuable asset of a company is it's people. Everyone 
has a niche, and, as long as they carry out their responsibilities, 
the company will have a chance to not only survive, but prosper. 
Given that the data processing staff and the computer hardware 
are generally not revenue makers and that they consist of a very 
large cash outlay, they provide the rest of the company with an 
opportunity to take pot shots at the mystery black box. Who can 
argue with them? 

We'll be doing a little tongue-in-cheek fun-poking at the various 
people within the company, knowing that a sense of humor is not 
only of interest to all of us, but is mandatory for survival and 
success in the mystique of computer processing. It may, indeed, 
be our salvation. 

No matter what business you're in the impact of the computer 
revolution can be seen daily. Check-out stands at the grocery 
store have shortened the amount of time you have to stand in 
line, credit card checks (Have much do I have left on that 
card?), banking with a machine that dispenses real honest­
to-goodness money, and calling to check on you mail order 
(Sorry, the computer is down and will not be back up until 
3:30 a.m. Please call back then ... this is a recording). 

The basic responsibility of the data processing department is 
to provide services t6 all other departments, with the ultimate 
goal of providing better information faster and more accurately 
than can be done manually. Without the end-user to service 
there would be no need for data processing. Lest we forget, 
the end-user is the heart of the company. 
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DEFINITIONS 

The following glossary is not another attempt to push thoughts 
on how you should define complex issues in the field of data 
processing but is rather a beginning point so that you can 
follow my thoughts throughout this presentation. 

END USER: Any non-data processing oriented person that actually 
uses ari application program. 

DATA PROCESSING: A person (or department) that created and/or 
is responsible for said applications program. 

ERGONOMICS: A fancy term whose major thrust is to make the 
end~user forget they are using a computer; instead 
they are consulting with a friend. (Would you buy 
a used car from this friend?). 

MANUAL: This type of a system represents one accomplished with 
the pencil and the paper, completely without the help 
of automation (overlooking the calculator, of course). 
For many end-users, this is the best system designed 
for there use ..• and for some end-users they are right. 

BATCH: When a lot of data is sent to the computer across a varying 
time period, the computer segregating it into smaller 
units. We think of these small units as batches. 
Typically the computer is given batch balances with 
which it can make sure all of the data in the batch 
has been received and entered before it goes on. The 
key word in this process is TIME~ There may be relatively 
long periods of time that will elapse b~fore a batch 
can initially enter the computer, be validated for errors, 
and the errors be corrected until they are actually 
stared as dat~ for future processing. 

ON LINE: Basically a simple term, it describes the end-user 
being able to converse directly with the computer, 
getting information as it exists at that instant. 

REAL TIME: Although dependent upon being on-line, it describes 
the ability of the end-user to enter data directly; 
have it validated, correct it, and store it immediately. 
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YOUR BASIC END-USERS 

Everyone in data processing knows that there are different kinds 
of end-users. They can be classified quite easily. By knowing 
the type of end-user you are working with you can generally 
find a way to handle. them. 

For the sake of simplicity, we will give you a smattering of 
these definitions. We're sure you know of others and can add 
to this list ad infinitum. 

THE BEAST This person is most dangerous when they are injured. 
--------- Prove they were wrong and they will start dragging 
all of the skeletons out of your closet. Such things as 
"Response time has really been bad lately." and "I'm not getting 
any reports on time. How come?". Little half-truths are 
gently dropped to your superior right after you leave the room. 
"Have you noticed that all projects seem to be taking more time? 
I'm sure that the fact that the d.p. staff doesn't start work 
until 9:30 and are the first to leave has nothing to do with it!. 
Anyway, it's probably just my imagination." 

THE DOUBTER This individual is so sure the system will not work 
----------- that they can be self-prophets. Before the system 
goes "live", they are confident they can do it better and faster 
manually. Typically, when it does go "live", they remember a 
series of exceptions that no one has taken into consideration 
during the design stage. The negative attitude affects many 
phases, including response time. Three second response for the 
doubter is a long time. The same three seconds for a user with 
a positive attitude will be just great. 

THE INTELLECT This person is very intelligent, but not very smart. 
------------- They can ,best be described as the individual that 
knows a little bit about everything but can relate it to nothing. 
Their intellect, however, surfaces always at the wrong times. In 
an important meeting they will drop comments such as "That seems 
like a likely candidate for PASCAL." (Without knowing what PASCAL 
is or what kind of application might be suited for the language.) 
D.P. must then spend time negating the damage done by the statement, 
getting the meeting completely confused. The biggest problem with 
this person rs that they will occasionally come up with a good idea! 

THE SPECIALIST A very interesting bird! Their goal in life is to 
-------------- prove their way of handling data is so unique, there 
is no package software that will handle it. "Our payroll is just 
not a plain vanillB payroll. We do a lot of special things." And 
the wheel gets invented once again. 
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THE GENERALIST One of our favorite characters. Their opening 
-------------- comment, either on the telephone or at a meeting, 
is "It just doesn't work! None of it!". Upon further query, you 
will generally find a non-checkable data entry error, or the page 
numbers on a report start with page two instead o~ page one. In 
many cases, they have been l-0oking at an old report or have just 
interpreted a report column incorrectly. How much time have you 
spent trying to determine if a problem really exists? 

THE MANAGER This person has better things to do than to sit down 
----------- long enough to analyze their own needs and to relate 
them in a design phase. They generally like to drop lines like 
"I need to know how many widgets have been sold in the last 3 days 
and the overall profit margin of those widgets in terms of the 
number of rainny days." Remember, you have just spent 2 years 
developing a comprehensive database and "rainy days" just never 
came up .•. until now. The kicker really comes when the discussion 
ends with "If I can't have it by tomorrow morning at 10:00 this 
company may lose $50,000.". When you ask about the repetitiveness 
of such a report, it seems that this is the most critical report 
the MANAGER uses, and needs it daily. I wonder what he has been 
using up until this time, and why it hasn't surfaced up to now? 

THE EXPERT Thanks to the dropping prices in the personal computer 
---------- area, everyone now has the opportunity to become a 
real honest-to-goodness programmer. After they have learned to 
write a program in BASIC to print a list of commonly used house­
hold telephone numbers for all members of the family and a program 
to calculate and print the batting averages for Junior's little 
league team, it just makes sense for them to be able to consult 
with data processing on how to write a fixed-asset system. How 
many times have you secretly wished you could get him to try to 
do the whole thing, just to teach him a lesson in being ·humble? 

SOLID SAM They are most noted for their professionalism and 
---------- attention to detail. When they say something will 
be done on Friday you know they will make every effort to have it 
done accurately and on time. They are gracious and make 
constructive comments. Because they are open to suggestions and 
have a lot of patience the project seems to drop into place with 
a minimum of effort. Fortunately there is a little of SOLID SAM 
in everyone. 
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YOUR BASIC DATA PROCE~SORS 

Oh, yes! Although obviously much better than the end-user, there 
are a few strange creatures floating around the confines of the 
data processing department. We can even talk about them in hushed 
tones ... 

THE BEAST This person is most dangerous when injured. Just prove 
--------- that his code is really at fault ... then duck. When did 
you say you needed that next report??? 

SOLID SALLY Need a complex program done in a short period of time? 
----------- This is the person. Why is is that every department 
only has one of these? Why is it that the end-user never has one 
of their programs assigned to this person? 

THE GENIUS Have you noticed there is always an individual living 
---------- more "inside" the computer than "outside"? Their 
conversation is spiced more with "bits", "maps", "registers", 
"stacks" and other assorted strange words than we can understand. 
What's really scary is when you listen to two of these people 
when they get together for a technical discussion. 

THE CODER These people are generally classified as the "entire 
--------- D.P. department" by the end-user. They can even be 
sub-classified: The GOERS, who will graduate quickly into 
SOLID SALLY's; the HOPERS, who we all hope will turn into a 
GOER; and the WISHERS (We wish they were just a little less 
productive so we could fire them!). 

THE MANAGER The prince of all persons. Knows nothing but can 
----------- keep the balls bouncing. This person will never bet 
on anything without hedging. You can recognize this individual 
because they only use terms like "Assuming there are no problems ... " 
and "If the user will do their job correctly ... " and "Unless some 
unforeseen problem arises ... ". 

THE "REAL PROGRAMMER" No one really is able to identify this person 
--------------------- until they leave the company and someone 
needs to make a modification of one of their programs. In COBOL, 
their Procedure Division contains only one period per paragraph. 
Nested "If--then" complex statements abound. A.simple change 
turns into a nightmare ... and possibly a complete re-write. 

THE STUDENT This is generally an individual that has just graduated 
----------- and is hired as an entry-level programmer. They have 
just used the most exotic language and have ALREADY written a program 
to print address labels. They don't understand why the real world 
has not caught up with academia. "COBOL is such a droll language!". 
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THE USER SEEN THROUGH THE EYES OF THE USER 

"As the person responsible for my job, I know what I do and how I 
do it. I know the problems involved and how to work around them. 
These problems are adequately documented and, through a variety 
of memoranda, I have informed necessary individuals that · 
the problems do exist. In some instances, I have had some help 
in solving those problems, but generally I have to solve them 
myself. 

"Given a situation, I can give data processing all of the detail 
they need to aid in the automation of the situation, including 
all of the forms invol~ed, the d~t~ flow within my department, 
any exceptions that. may arise, and all report and screen layouts. 

"All of my documentation is up-to-date and all of my staff is 
trained. Procedures manuals are current." 

DATA PROCESSING AS SEEN BY DATA PROCESSING 

"As the person responsible for the design, coding, testing, and 
ultimate implementation of your project, I can assure you that I 
am well trained. I have had extensive background in all phases 
of programming, includipg database management. 

"I am able to relate to the end-u~ers and to understand their 
problems in order to solve them. 

"I work efficiently and make the best use of ~Y time, the end-user's 
time, and the computer's time. I am able to complete projects on 
time and under budget, so long as the user does not create problems 
or make unnecessary changes at critical stages. I am self-motivating 
and am able to keep up my end of the work load. 

"I belong to an elite group of sdciety because I am in the 
field of 'HIGH TECHNOLOGY'. Although everyone believes we all 
make big bucks, I am npt about to tell them it ain't nedessarily 
so." 
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THE USER AS SEEN THROUGH THE EYES OF DATA PROCESSIND 

"The user is generally involved with crisis management, continually 
trying to solve the current problem at hand. They are too close 
to the trees to see the forest. For that reason they need the 
services of a forest ranger ••. me. I can patrol the forest without 
being concerned with each tree, giving me a much broader concept 
of the whole situation. 

"Because of their crisis management mode they are 
loosing track of the individual procedures that they 
set up in the first place. Their procedures manuals are outdated 
and are seldom referred to. They have become unorganized over 
a period of time and lack the discipline needed to bring. it 
back. I can really help them better than they can help them­
selves. 

"When they try to explain their viewpoint of the problemi they 
tend to be fragmented in their thought process; again the giveaway 
of their lack of discipline. 

"They try to tell me they know what they want, but it keeps 
changing with each discussion. When I give they what they want 
they change it. I have the feeling that we could continue from 
now until doomsday and they would never get the report ~hey want 
because of their indecisiveness. It's really a shame because I 
can help them to be much more productive." 
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DATA PROCESSING AS SEEN BY THE USER 

"Those folks talk gibberish all of the time instead of plain 
English. They don't understand the way the company runs and 
thej are too bullheaded to admit it. My problem is quite · 
complex and they want to oversimplify it. If they would just 
listen they would see I'm right. 

"It seems like I can never get anything done on a timely basis. 
If I have a project I have to have the approval of everyone from 
God on down. Then we are put on a waiting list t'hat stretches 
anywhere from six months to 1998. There is a great deal of 
politics in determining whose ~reject gets the highest priority. 

"I have a cousin that has a personal computer and is writing 
programs all the time and he can get things done is a day or 
so. Not our programmers! The.simplest of programs takes them 
three to four weeks .. if they can get computer time. Which 
brings up another point: the computer is always down! Every 
time I need something, the damn thing is down. Its a wonder 
anything ever gets done. 

"Those people are always responding to the latest crisis. 
Everyone knows crisis management is the worst kind and it has 
become a way of life with them. 

"They keep telling me what they can do to help, but where is 
it? If you ask me, they are all a bunch of high priced con­
artists. What I couldn't do with this company with their 
budget •...... " 
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THE USER'S PROBLEM 

How does data processing feel about their knowledge of the user's 
problem? 

"I CAN SEE WHAT NEEDS TO BE DONE. THE SOLUTION IS VERY SIMPLE. 

How does the user feel about their knowledge of their problem? 

"MY PROBLEM IS VERY COMPLEX, AND THE SOLUTION INVOLVES MANY 
ASPECTS, AS I HAVE EXPLAINED TO DATA PROCESSING. I UNDERSTAND 
THE PROBLEM VERY WELL. AFTER ALL, I LIVE WITH IT EVERY DAY.". 

How does data processing feel about the user's knowledge of the 
problem? 

"IF THE USER COULD JUST UNDERSTAND THAT A COUPLE OF MINOR 
PROCEDURAL CHANGES ARE NECESSARY WE COULD GET THIS SHOW ON 
THE ROAD. THEY JUST CAN'T SEE WHERE THEIR REAL PROBLEM IS!". 

How does the user feel about data processing's knowledge of 
the problem? 

"THEY ARE OVER-SIMPLIFYING THE PROBLEM. IF THEY WOULD JUST 
LISTEN AND FOLLOW MY SUGGESTIONS WE COULD GET THIS SHOW ON 
THE ROAD". 
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•.• AND ONE TO GROW ON! 

And just to complicate the basic issue, .we can see a few more 
little problems that cro~ up: 

If the project at hand is a conversion. or a re-write we c9n look 
at the ~ld system vs. the new. 

OLD = manual; NEW = batch This type of change is the easiest one 
------------------------- to handle because computer files are 
not affected directly by the input of data. Validations can be 
done after-the-fact, arid files can be up~ated later as well. This 
type of effort will generally take the least amount of time because 
the user is controlling the information through most, if not all, of 
the processing, not unlike their old manual procedures. 

OLD = manual; NEW = real-time ·This is next in line for the 
----------------------------- level of easiest to design and 
implement. It is also the most explosive in terms of impressing 
the user. Unfortunately, there are.not enough of these applications. 

OLD = batch; NEW = real-time At this point we are confronted with 
---------------------------- all of the normal problems and, in 
addition, a brick wall has been constructed that will come into 
play during the entire project. The user is used to getting data 
from the computer in a particular manner. and format. They have 
gone through the growing pains 6f "understanding" the way the 
computer people think and have gotten what they want. Now they 
want to apply all they have learned to this new process. Data 
processing now has to construct an "unlearning" process and 
replace it with the .newest method of thinking, By far, the 
mental process of completing a project in this mode has extended 
the level of difficulty multi-fold. Unless, of course, you 
keep all of the old batch logic .•. (shades of tyranny!). 

TIGHT UPPER MANAGEMENT This type of project management comes into 
---------------------- play when top management wants to be 
kept up-to-date on all detail, but refuses to understand it. Much 
time is spent simplifying and r~~writing to keep this type of 
management happy, generally producing report~ they will not use and 
are of no particular value to other end-users, 

LOOSE UPPER MANAGEMENT This type of leader is looking at the 
---------------------- single bottom line: "When will the 
project be finished?". For the most part they will not be happy 
with the answ~r and cannot understand why the estimated date was 
not met. , Nor do they want to iearn ("I don't have. the time!") 
anything about the project, although they will ~ick up on some 
buzz words. 
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AT LAST: THE ANSWER 

What all of this leads up to is that all of us are people, and, 
for all of our strengths, will be constantly in a state of flux. 
We all make mistakes (Gads!), we all forget from time to time, 
and we are all subject to pressures. 

There is a basic fact underlying any project that involves the 
end-user and data processing: The end-user knows his business 
the best and data processing knows their end the best. This 
sets up a natural confrontation, and the answer to the original 
question "IS THE FIGHT REALLY NECESSARY?" must be answered 

'YES'. 

But that's really too simple. Together, the end-user and data 
processing, will determine the severity of this battle. All of 
us work in strange ways to lessen the intensity because "In our 
hearts, we know it's right.". 

Although there are no sure-fire solutions to this problem let me 
pass on a couple of simple suggestions that you might have tried 
and discarded or are still using. There are obviously no 
guarantees ... 

1. LISTEN Nothing will teach you about "the other's business quite 
----------- like listening with an open mind. The more you learn 
the easier the project really begins to get. The easier the 
project the less the inflamation between people becomes. Listening, 
however, is much more difficult when your mouth is in motion ... 
As my favorite philosopher once said "HE WHO LISTENS, LEARNS. BUT 
HE WHO SPEAKS DOES NOT NECESSARILY TEACH!". CT.A. Elliott) 

2. KEEP IN CONSTANT CONTACT This is a mode that 9an be easily 
---------------------------- implemented by data processing. It 
is designed to reduce the physical gap between the two parties. 
Take the programmer(s)/analyst(s) working on the project and 
require a daily contact with the end-user(s) most involved with 
that particular aspect of the project. This contact should be in 
the form of an eye contact as opposed to a telephone call. The 
purpose of this contact is to allow the user to be around the 
d.p. staff and be more comfortable with them (and vice-versa). 
Ideas will flow more evenly, difficulties will be headed off 
quicker, and the fight will be held to a minimum. The idea is 
to create the OPPORTUNITY for discussion. 

3. KEEP THE COMPANY GOALS Above all, rememter that you both 
-------------------------- work for the same company and the 
company is the one that is intended to profit by the project. 
The longer and more difficult the project is made by this battle 
the more the company loses. When the heat of battle begins to 
remember "WE ALL WORK FOR THE SAME COMPANY" and see if that 
realization doesn't change the temperature a little bit. 
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THE COST OF THE WAR 

But maybe we need to ask just one more question: 

"WHAT DOES IT REALLY MATTER1" 

The answer to this one lies in the determination of the cost 
of the war. 

As in the case of any war there are no r~al clear-cut 
winners. Both sides lose something; and in this case, 
not only are the two sides losing but the company will 
tend to suffer as well. 

The question is "How much?". 

Given that both sides have good intentions, there will 
be a solid amount -of misunderstanding. The same language 
is not always used and the results of a discussion do not 
always lead to the desired results. Regardless of the 
reason for the misunderstanding, the bottom line is that 
famous "GOTCHA"! And, as you will find in several of 
Murphy's laws, the GOTCHA will never appear before the fact, 
but must appear immediately after that portion has been 
coded, tested, and approved by data processing for release 
to the user. The scena~io that follows the GOTCHA generally 
requires re-coding, etc. Thus, the one single factor that 
seems to plague all projects has been directly affected by 
the GOTCHA ... and that is TIME 

Someone with a greater insight than this author said it 
first ... "TIME IS MONEY". 

The cost of the war is then based upon the number of "GOTCHA'S". 
Each one is a skirmish of one degree or another. If the 
number of confrontations can be reduced the cost will be cut. 

So it is, the people, the battle, and the goals. If ?11 else 
fails, take you enemy out for a beer .... 

Maybe we have been able to look at our users and ourselves in 
a little different light. By doing ~o we may just be able to 
deal with the other person just a little bit easier than we did 
before. Of course, none of this has anything to do with me ... 
I do everything right. But for you .... 
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In this age of coMputers we are faced with integrating 
their use into everyday life, This is not difficult with young 
students, but can be exceedingly frustrating with those More set 
in their ways, There are always probleMs when trying soMething 
new; people tend to be apprehensive of using new tools, This is 
especially true of coMpu'ter training. In an independent survey, 
we heard several reasons for this apprehension, 

Fear is perhaps the Most frequently stated hindrance. 
It seeMs to be Manifested in nuMerous ways. People feel that what 
they don't understand, they don't control. Faced with an iMpos­
ing "MicroMonster" soMe people suffer froM a resistance to suc­
cess. The saMe is true of people who are afraid of trying and 
then failing. They are afraid of crashing the systeM. Other 
insecurities ihclude the fear of being replaced and of not being 
able to learn. 

CoM'puters are se<i!n as an ;lll knowin1J e!ntity and people feel 
inadequate when d1i!aling witl1 theM. Others feel that if tl·1ey 
don't try, they won't fail, and that guarantees safety. S<!Me are 
afraid of learning soMething new that will change their routines. 
Another ·big concern is that coMputers are seen as dehuManizing. 
Contrary to these feelings, MarguilesC1980)(13 has argued that 
the coMputer revolution offers an opportunity to reverse certain 
trends o9 the industrial revolution that tended to result in de­
huManizing jobs, He feels that being free of Menial and repeti­
tive tasks, a person would be free to be More of a supervisor and 
guide of the Machine. 

Fear is not the only thing that stop~ people froM using 
coMputers. DocuMentation is soMetiMes a big obstacle. In our 
survey, docuMentation was often cited as being hard to under­
stand, not having enough user exaMples, lack of explanation and 
illustrations, and just being hard to read. Most people said that 
h•ving on-line instruction would be the best way of learnihg. 
GaMes provide the opportunity to explore this 1echique of teach­
ing[2l. 
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Not far reMoved froM the fear of failura is the lack of 
trust soMe people have in coMputers. They don't trust the 
results they get back and are skeptical that a Machine can be 
SMarter than a huMan. It's a technical inferiority coMplex which 
Must be overcoMe. 

A lack of specific skills is another area of concern. 
Many people in the job Market today have never needed to type 
before the office went autoMated. These people are now faced with 
having to learn a new skill and it is tiMe consuMing. They need a 
use for the coMputer that is enjoyable, but at the saMe tiMa an 
opportunity to practice their typing. An inability to read 
Manuals is also a stuMbling block. Having clear, precise steps 
to follow is a Must in being user friendly. Lacking Motivation 
to care about the quality of the inforMation being inputed is a 
probleM. People need to be concerned enough to notice Mistakes 
or not Make theM. Fortunately good on-line systeMs catch Many 
errors before they becoMe disastrous. 

CoMputers are having an iMpact everywhere. When they are 
first introduced into the office, secretaries are supicious, es­
pecially if they threaten their jobs. Managers are fearful of 
what they don't understand and are scared to death of theM 
<Stout, 1983)[1] This is not just true in business, but in 
schools also. Teachers in one study were found to have con­
siderable negative feelings toward coMputers. The study, con­
ducted · by The Center for AutoMated SysteMs in Education, 
Southwest Texas State University shows that teachers need to 
develop a More positive attitude toward using and taaching with 
coMputers[3J. It is this attitude that we would like to see 
changed with the use of gaMes. If people could sit down, logon, 
and have a quick response to their input, they would be en­
couraged to continue, Having a purpose and getting feedback 
quickly is a key to establishing rapport. ·Another good teaching 
device of gaMes is it's on-line docuMentation. Users learn to 
read the screen, and learn basic coMMands by siMply using theM 
frequently. This interaction sets the stage for using the coM­
puters in their work. They learn to trust the coMputer and rely 
on it for quality putput, The Majority of people I talked with 
said that having indiviual training would be the best possible 
way to learn. This surrogate teaching aspect of coMputers will 
fill a big need in personal training. 

When the next generation of coMputer literate children 
reach the work for~e, we will see a More open, positive attitude 
prevail[4J. CoMputers will be as necessary and as coMMon as el­
ectricity and telephones (and as taken for granted>. Until that 
day, we Must deal with the apprehensions and feari of those 
leading the way. 
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OVERVIEW OF ROLE GAMES 

CoMputer prograMs are abstract representations of 
reality, Introducinc1 people to the use of co1"lputers in tl'ieir 
everyday activities Means relating their concrete experiences to 
syMbolic representations. SoMewhere between the actual physical 
experience of an event or·situation and reading or hearing about 
it is the area where gaMes exist: Mediated Experience.[5] The 
coMMunications Media include television,Movies, s~ill photo­
graphs, recordings, speech synthesizing chips, and graphics gen­
erators using coMputers of all sizes; Methods of reproducing 
events froM the past and creating events which haven't happened 
yet. 

GaMes are a siMulation of life. Cards and chess pieces 
have kings and queens. Board gaMes have places to Move and coM­
petition and challenge at every turn. DoMinoes is a gaMe of 
MatheMatical skills. Dice is a gaMe of chance and probability. 
Scrabble requires language skills. 

Board gaMes like Monopoly, Clue, and Life are exaMplas 
of role gaMes. Each player is a realtor, capitalist, detective, 
spouse,Millionaire, or pauper; one is the banker or 'Master' of 
the gaMe. When the concepts behind such gaMes were coMbined with 
the power of coMputers to 'siMulate logic', produce sounds, 
graphic outputs, and print words on screens, role playing coM­
puter gaMes were born. 

On the HPIUG Contributed Tape Library are several intricate 
role gaMes: Adventure[6J, Mansion, and Dungeon. Unlike arcade 
gaMes, such as PACMAN, DONKEY KONG, and ZAXXON[7J, these coMputer 
role gaMes require More thought than physical reflex MoVaMent. 

The head of IBM's Personal CoMputer operations says, 
"GaMes aid in the discovery process[8]. 11 Childre·n obviously 
learn about life in tha gaMes they play. Atari, Mattel, and 
Coleco have brought coMputers into the hoMes of Millions More 
people in the last few years than business, governMental, fin­
ancial, and educational organizations have in the prior thirty 
years. There is a Message here, but coMputer costs have de­
creased to a very low level during the saMe period. 

In studies of "huMan factors associated with the use of 
coMputers for instructional use, gaMes packages have offered a 
new avenue for research into areas of probleM solving using coM­
plex visual displays[9]," Such studies should also apply to the 
use of coMputers for non-instructional purposes and the display 
of natural language (wriiten or recorded) Media. 

Role playing g~Mas foster an involveMent in a fantasy. 
There is a coMMon theMe of survival against great odds aMoMg Ad­
venture, Mansion, and Dungeon. These gaMes are really coMputer 
prograMs that describe geographic locations (forests, rooMs in 
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houses, caves, and passages) and siMulate in words reactions to 
the player's Moves. Besides endless descriptions of places, 
these gaMes' protagonist (is it the coMputer? or is it the pro­
graMMer who wrote the gaMe?> leads the player through deadly sit­
uations involving warriors, dwarves, knights, kings, pirates, 
wizards, giants, trolls, and beasts of all sorts weilding knives, 
hatchets, guns, swords, clubs, and other dangerous weapons. 

IMagination is the priMary prerequisite in a role gaMe 
player (adventurer). This fact May shed soMe light on the ex­
istance of a high percentage of science fiction freaks who have 
overcoMe their fear of coMputers to the point of addiction. 
People who refuse to participate in the gaMe fantasy are likely 
to have trouble relating the use of COMputers to their jobs. 

Since these role playing gaMes have no user docuMentation, 
they reflect reality where the perfect docuMentation has yet to 
eMerge. The gaMe prograMs theMselves tell you just enough infor­
Mation to solue each probleM, The player has to Make discrete 
inquiries through typing COMMands to the coMputer to discover 
what will cause the desired result. Although 'HELP' is a valid 
coMMand, it usually produces sarcastically obvious inforMation 
froM the all seeing 'gaMesMaster' the coMputer prograM repre­
sen·ts. 

The novica player quickly gets used to thinking and 
reading the dialog carefully before typing in a coMMand or re­
sponse. Players frequently talk to their terMinal for hours, too 
often cursing, while gatting 'killed' several tiMes at the saMe 
point in the gaMe, 

The gaMes are siMilar in that the player wanders 
around the landsca~e collecting and defending prizes (coins, 
jewels, Matter transfer devices,food and drinks, ,3nd weapons). 
Adventure, tha earliest of the role gaMes, has an.iMportant 
feature built in - a clock and security systeM to prevent long 
gaMes during working business hours. This is of course iMportant 
when dealing with the gaMes enthusiasts Mentioned earlier and the 
degradation of systeM response tiMe wh~h too Many players are 
trying to share too few resources with other users doing in­
voices, ·purchase orders, and payrolls. 

Dungeon is loosely based on D&D, the Dungeons and 
Dragons gaMe ·(see Rick McLeod's paper, attached[10ll. A priMary 
purpose of Dungeon is to collect prizes during trips through a 
dangerous cave and to put theM into a trophy case in a sMall 
white house. The entrance t~ the cave is through a trap door 
und<i!r a large rug in the living rooM of the .house, but there ar(i! 
also lots of frustrating piles of leaves outside · with locked 
grates leading downward. Dungeon, More than Adventure or Man­
sion, requires the player to engage in battle with Many hostile 
oponents while the prograM ·Monitors the player's strength, da­
ciding if he has enough power to defeat the attacker. 
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The purpose of Adventure is to visit the Many rooMs 
and crawlways of Colossal Cave, collect all the prizes, wait for 
the 'end gaMe 1 ' and survive Witts End. This can be accoMplished 
by an alMost perfect adventurer in 30 Minutes or less. Others 
have spent weeks at the 'rank aMateur' level of coMpetency. 

Mansion is the coMputer role gaMe version of the board 
gaMe Clue by Parker Btothers. The player ventures through a 
MYSTERY MANSION trying to get the Murderer and the weapon to the 
scene of the criMe where the corpse is lying in· a pool of blood. 

The first obstacle is the gate in front of which you 
been left by a taxi. Chasing the taxi is a waste of tiMe 1 

tiMe is critical. It is dawn C6AM>1 the sun sets at 6PM and 
Mansion explodes (subversives in the.baseMent?> and burns to 
ground at Midnight, 

have 
and 
the 
the 

You can see an old Mansion just visible through 
A road runs east and west along the wall into which 
set. The prograM explains all of this and More to 
without further instructions, awaits your Move. 

the gate. 
the gate is 

you, then 

"WHAT DO YOU EXPECT TO HAPPEN?" you type, punctuating with 
the RETURN key. 

"I WILL NOT ANSWER ANY QUESTIONS. I ONLY RESPOND TO YOUR 
ACTIONS." This is a character Mode dialog. 

"HELP," you type on the keyboard. 
~HINTS COST 20 POINTS. DO YOU WANT ONE?" coMes the proMpt. 
You resond 1 "YES," 
"A GOOD WAY TO START IS BY SAYING (sic) 'GO WEST' OR 'GO 

EAST.'" 
You, being clever speak aloud, "GO NORTH." The cursor 

blinks) nothing happens. Then you type it. 
"THE GATE IS CLOSED," says the coMputer. 
"OPEN THE" GATE," you type as you think how c~asy this is 

goi11g to be. 
"THE GATE IS TOO HEAVY FOR YOU TO OPEN ALONE." 

Thus you face your first diliMMa. What to do? 
"CLIMB GATE," is your bold COMMand. 
"THE GATE IS COVERED WITH ALL KINDS OF POINTS AND BARBS AND 

YOU WOULD NEVER MAKE IT OVER ALIVE." 

"GO SOUTH)" no use trying to get in there; Maybe the taxi's 
at a bar down the highway, 

"YOU ARE ON THE HIDEOUS HIGHWAY." Can you see the heat 
waves rising froM the paveMent? 

"THE HIGHWAY GOES STRAIGHT SOUTH AS FAR AS YOU CAN SEE 
BETWEEN THE DENSE FOREST TO THE WEST AND A 500 FOOT SHEER CLIFF 
TO THE EAST. THE MANSION GATE IS ABOUT 200 YARDS TO THE NORTH." 
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With clif¥s, forests, aAd an endless 
back to the gate and check out the road 
by the wall. Back at the gate, there's a 
pick it up, it's docuMentation! Read it! 

highway, you Must go 
that goes east and west 
note on the ground; 

After solving the wall probleM and s~veral others, you will 
eventually find yourself inside the Mansion: 

"YOU ARE IN THE ENTRANCE HALL; THERE IS AN OLD CRANK 
TELEPHONE ON THE WALL BY THE FRONT DOOR. A LARGE WINDOW 
OVERLOOKS THE GROUNDS IN FRONT OF THE MANSION. THERE ARE 
FOUR DOORS SO THAT YOU CAN GO LEFT, RIGHT, FORWARD, OR 
BACl<WARD. II 

"GO NORTH," it worked before, didn't it? 
"YOU NEED A COMPASS TO TELL CARDINAL POINTS HERE," coMes 

the curt reply. 
"GO RIGHT," you concede. 
"IT IS DARK HERE. A CURTAIN BLOCKS THE LIGHT." Now you 

wish you'd gotten that lan1ern back at the front gate. 
"OPEN THE CURTAIN," you deMand. 
"YOU ARE IN THE GAME ROOM." <How appropriate>. 
"YOU CAN SEE: A SWORD AND A DUSTY GLOBE. THE ROOM IS 

DILAPIDATED AND HAS THE REMAINS OF VARIOUS OLD STYLE Cand unused> 
GAMES SUCH AS DARTS, DUCKPINS, SEVERAL CARD GAMES AND AN OLD 
RADIO. THERE IS A STAIRWAY GOING UP AND DOWN, AS WELL AS A DOOR 
YOU CAN EXIT BY GOING BACKWARD." 

That is a lot of inf'orMation to digest, S:i.nce these 
descriptions are the only docuMentation you have to go by, 
what do you try first? 

"GET THE R~DIO," you guess. 
"YOU CANNOT CARRY THE RADIO." Rats! Well, at least you 

didn't wreck anything. You also learned that the coMputer 
understands the COMMand 'GET.' 

"GET THE SWORD AND THE DUSTY GLOBE," you say wondering 
just how sMart this thing is. 

"MY INPUT VOCABULARY DOESN'T INCLUDE THE WORD DUSTY." 
Pretty SMart prograM, huh? "GET GLOBE AND SWORD." 
It works: "YOUR BOOTY NOW CONTAINS THE GUJEll:: AND THE 

SWORD." My dictionary defines booty as "plunder taken froM 
an eneMy in tiMes of war; seized or stolen goods; or any valuable 
prize," You begin to wonder about the character of the role 
you've been dealt. Are you a soldier or a pirate? If so, you 
Must be winning the gaMe. 

"SCORE," you enter, hoping it's a valid coMMand. 
"SO FAR YOU HAVE SCORED 70 POINTS. YOU CAN STILL 

REACH 999 POINTS." Maybe you're not doing .as well as you 
thought. 

"BACKWARD," is all you can think of to do as paranoia 
ta I< es c on tr o l • 

"YOU ARE IN THE ENTRANCE HALL." Well, that Makes sense. 
"GO RIGHT." 
"IT IS DARI< HERE." Uh-oh. 
"GO FOR\JAl~D." 



"THE TOWER BELL RANG 7 TIMES." It is 7AM. 
"IT IS DARK HERE, A CURTAIN BLOCKS THE LIGHT." 
Feeling claustrophobic, you "GO LEFT." 
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"YOU ARE IN THE CHARMING CHAPEL." Ah, a sanctuary, you 
hope as you read on ... "THERE IS AN ALTAR IN FRONT OF THE CHAPEL 
WITH SOME COMMUNION WINE ON IT. THERE IS ALSO A BURNING CANDLE 
ON THE ALTAR ABOUT 5 INCHES LONG. A SILVER CROSS ABOUT A FOOT 
LONG HANGS ON THE WALL BEHIND THE ALTAR. THERE IS A STAIRWAY 
LEADING DOWN INTO THE DARKNESS AND A WAY TO GO BACKWARD THROUGH 
AN ARCH WHERE YOU CAN SEE PART OF A LIBRARY." 

You've certainly discovered a lot of stuff here! You de-
cide to start with the candle. 

"GET CANDLE." 
"YOU BOOTY NOW CONTAINS THE CANDLE." The prograM never 

tires of telling the player the details of Mundane events. It is 
iMportant to notice however, that a long description of a place 
is printed only the first tiMe the player arrives there. A short 
description prints the next and all subsequent tiMes. To obtain 
the long description again, the player Must type "LOOK." This 
Means the prograM is keeping track of what it has told the player 
and expects hiM/her to learn. 

"GO DOWN" into the darkness, you coMMand, balancing on that 
line between bravery and foolishness. 

"YOU HEARD A WOMAN SCREAM." Oh-no. SoMeone's been hurt. 
"YOU ARE IN THE STORAGE ROOM. THE ROOM IS CLUTTERED 

WITH MOSTLY USELESS JUNK. THERE IS A LARGE INTERESTING LOOKING 
CRAT~ HERE. YOU CAN GO UP A WELL WORN LADDER OR BACKWARD THROUGH 
A HEAVY DOOR WITH A SMALL WINDOW WITH IRON BARS. THERE ARE A(SO 
SOME STEPS CUT IN THE ROCK LEADING DOWN." 

You try, "LOOK AT THE CRATE." 
"I DON'T KNOW WHAT YOU EXPECT TO SEE." The prograM has 

assuMed a first_person approach to the player. 
Well, that didn't work, how about "MOVE CRATE." 
"I DON'T KNOW WHAT YOU EXPECT TO HAPPEN," says the unfeel­

ing prograM. How depressed it sounds to the player who has left 
the faMiliarity of his surroundings and is now really engrossed 
in the story unfolding within his and the coMputer's Minds. 

Frustrated, the player entens, "OPEN THE CRATE." 
Success: "YOUR ACTION OPENED A PANEL INTO THE SECRET 

PASSAGE THAT YOU CAN ENTER BY GOING LEFT." 
Of course, you "GO LEFT" to find "THE 

HAVE OPENED, YOU ARE IN THE SECRET PASSAGE. THERE 
STAIRWAY LEADING UP TO AT LEAST TWO OTHER LEVELS. 
ANY DIRECTION BUT DOWN HERE." 

"GO LEFT." Why not? 

CORRIDOR WALLS 
IS AN AWKWARD 

YOU CAN GO IN 

"YOU ARE IN THE CREEPY CRYPT, YOU CAN SEE AN OLD 
TALISMAN. YOU ARE HERE WITH THE BUTLER AND THE VAMPIRE." This 
doesn't look good at all. "THERE ARE MANY COFFINS HERE CON­
TAINING THE REMAINS OF THE ANCESTORS OF MYSTERY MANSION. ALL THE 
COFFINS APPEAR TO BE UNDISTURBED AND SEALED EXCEPT FOR ONE. UN­
LESS YOU CAN OPEN A SECRET PANEL, YOU HAVE TO GO RIGHT TO GET OUT 
OF HERE." 
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The situation looks pretty griM what with the vaMpire 
and all these coffins, so you pray.and type in "GET TALISMAN." 
It's your only hopei Maybe it's Magic. 

"THE VAMPIRE HAS ATTACKED YOU AND SUCl<ED THE BLOOD OUT 
OF YOU, YOU DON'T HAVE ENOUGH POINTS TO REINCARNATE. YOU 

SCORED 84 POINTS WHICH RATES YOU AS A PITIFUL SL~UTH. YOU PLAYED 
25 MINUTES REAL TIME AND 2.6 HOURS GAME TIME OR 75% UTILIZATION. 
BETTER ~UCK NEXT TIME. BYE BYE." 

END OF PROGRAM. 

The average player will want, to try again iMMediately. 
Most people spend several hours before they give up or find soMe­
one who knows enough of the gaMe layout to help theM survive long 
enough to get 'reaily into it.' Just as there a~e soMe users who 
don't see any point to these gaMes, there are those who s~end 
every waking Minute struggling with the siMulated situations 
which get ever More coMplicated. 

CONCLUSIONS 

While not all novice users are afraid of coMputers, those 
who ar~ can erode the eff~ctiveness of any on-line sy~teM. Maybe 
the point has been Made that coMputer gaMes can ease the transi­
tion of adults froM novice to coMpetent users of coMputer sys­
teMs. The ~tudy df how these gaMes Motivate and educate their 
players May a.lso be of use to systeM designers and P.rograMMers. 
The future holds Much proMise for the integration ~( docuMen­
tation and procedures within prograMs, 

IMagination is the critical resource on the data processing 
side, when designing systeMs, just as it is to the adventurer 
when trying to decide how to solve a role encounter. The user's 
role is to play the gaMe 1 the prograMMe~'s role to Make it as 
easy as possible to learn and use. If soMe of the 'fun' of coM­
puter role gaMes can be ~ransferred to 'friendly on-line sys­
teMs1' soMe of the boredoM inherent in 'feeding data to the coM­
puter' ~ight be releived. Re~oving soMe of the repetitiveness 
froM data entry could ease the fears of those who say coMputers 
are dehuManizing. · 

The disadvantages of coMputer gaMes are addiction and 
cost. SoMe people neglect reality in pursuit of the never at­
tainable victory over the c~Mputer. Apparently very· few adven­
turers reach the ultiMate. conclusion of the gaMe. Maybe that's 
not so bad when one considers that people have been known to play 
Bridge Ca card gaMe) for a lifetiMe 1 discu~sing hands pl~yed 
with friends in years long past. · 

CoMputer gaMes cost Money as well as tiMe. At 2PM on 
Wednesday, your average HP3000 has .ver.y few disc I/O's to spare 
for a gaMe of ADVENTURE. If the coMputer happens to be in Calif­
ornia and the terMinal is in Texa,, soMeone or soMe coMpany is 



paying a 
WARRIOR," 

pretty large phone bill 
Is it worth the expense? 
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to be able to "KILL THE 

The answer to this q~estion can only be deterMined after 
considering any advantages of coMputer gaMes. The need far 
huMan beings to feel coMfortable with Machines so as to use theM 
More productively is one conclusion. The lessons to be learned 
by software and hardware designers is probably of More signifi­
cance, If the prograMs people use in their everyday tasks can be 
Made More friendly and aMusing, their fears can becoMe a willing­
ness to participate. 

With the attenti-0n of both software and hardware 
designers turned toward producing More user friendly Machines, 
one hopes that huMans will becoMe less Machine hostile. It Might 
be a good start to s~op instructing <even in w~itten docuMenta­
tion) the novice to "HIT" the carriage return key or "DEPRESS" 
the shift key. The poor Machines are already depressed without 
being hit. But all that May change <as soon as the coMputers 
begin talking back>. 

ErgonoMincs is the label that has been given to the study 
of Making work coMfortable. A great deal of effort needs to be 
put into prograMs to Make instructing coMputers a More huMane 
task (as hardware is being designed to huManize procedures), If 
keyboards can be standardized to the point of having nuMerous 
naMed functiJn keys (like 'BACK-UP','PRINT','HELP','MENU', 
'UNDO', and 'DRAW')[11l then why can't parsers (those pieces of 
code in prograMs that figure out what you're trying to do) evolve 
a standard set of coMMands? Why not use English? 

In 1973, JaMes Martin said. nat.ural language is too coM­
plicated to be used for the huMan-coMputer dialog [12l. Yet, 
role gaMes seeM to be using natural language. If coMMercial 
users could be challenged and Motivated like gaMe players are, 
the task of software usability would be easier. But, getting 
'killed' in Mansion because the player tried the wrong verb is 
not like crashing the payroll run because of an input error. Or 
is it? Users are, after all, responsible for their actions j0st 
as gaMe players are. As John M. Knapp[13l points out in his re­
view of ergonoMics, people speak different dialects of a lan­
guageCincluding jargon)C14J, The be~ter the prograMMer under­
stands his/her audience's language (dialect>, the easier their 
prograMs are to use. 

Glenney and Rylander sUMMed it up well ... "The proliferation 
and productivity of the industrial work force ... [will be coM­
pletel when the fundaMental issues of how ManageMent eMploys the 
effective use of capital in iMpleMenting coMpufer integrated sys­
teMs to stiMulate the coMMitMent to providing an environMent in 
which eMployees can direct theMselves."[151 They go on to say 
that providing these tools can "insinuate additional incentives 
for a person's work parforMance.,, .It is this personal MO~ivator 
in the workplace perforMance that generates achieveMent," 
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I. In recent years, newpaper articles which chronicle a new type 
of computer crime have appeared. These crimes are not committed 
with the computer, but to the computer. Frustration and fear 
have led otherwise normal people beyond banging on the keyboard, 
now, they pour Pepsi through the fan grill, push their terminals 
off the table, etc. These extremes are not often reached, but it 
is distressing when they are. 

Why should these things occur? One never hears of a craftsman 
throwing his powersaw into the ocean. This is because the 
craftsman understands and respects his tools, and he enjoys 
working with them. If this same attitude can be fostered in the 
non-technical user, then a happier and more productive employee 
will result. 

The major fear facing the wouldbe user results from identifying 
the computer as a sentient being designed to make him miserable. 
This perception develops in many ways, one being that it is hard 
for a non-technical person to believe that his credit rating and 
insurance have been fouled by 'an overgrown adding machine.' 

The first step towards altering the user's attitude is 
changing his perception of the machine. The user must be properly 
introduced to his new tool, and be made to understand that the 
tool isn't really human, even though we may design them that way. 
The game presents an ideal format for this perception change. 

The game takes the user's mind off the phobia and puts him in 
environment where he feels comfortable. Witness the popularity of 
the video arcade game and the home video game. These have allowed 
micro-computers to move smoothly into millions of homes with very 
little apprehension on the part of the buyer. In 30 years, very 
few people will have technophobia because most of them will have 
been taught by computers at some point in their lives. 

Once the user's concentration has shifted from the phobia, the 
battle essentially is finished. The computer has changed from a 
hideous monster to a child's plaything and a smart one at that. 
The user can then better understand the computer and how to use it 
efficiently and effectively. 

There exists a second fear that belongs not to the user, but 
to his manager, the fear of the game. If the idea of placing games 
on the computer is even hinted, a phantasmagoria of images swirls 
like a tornado through his brain, visions of people slacking off 
work, entering caverns instead of purchase orders and the like. 
This conception is not entirely unfounded. If games were 
unsupervised, it is doubtless that some people would not work at 
all, however, with proper management,. games can coexist on the 
system. 
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II. There are two major classes of single player games, the strategy 
game, in which the computer is the opponent, and the role-playing 
game, in which the computer acts as the players guide. 

Most people are familiar with the strategy game. Chess, qubic, 
reversi (e.g. Othello) are common examples of strategy games. These 
games are most useful in that most are already familiar with 
them, and thus do not require any special knowledge other than how 
to logon and enter data. They are also effective in acquainting the 
user with the terminal keyboard and certain, types of interfaces 
that may be encountered in a program. 

As a general rule, strategy games can be played in a short 
amount of time, or they can be ended without the loss of too much 
'play effort' if it should be necessary to abort the program. For 
this reason, they make excellent lunch fillers. 

The second class of game, the role-playing game, developed in 
the late 70's as an offshoot of the game, Dungeons and Dragons. 
D&D, as it is referred to among its players, was the first in a new 
concept in games. After its publication in 1973, several computer 
science students began attempting to simulate the game to some 
degree. The most popularly known success was Adventure by Scott 
Adams, (see paper by Terry and Nanci Floyd). 

As parsing theory became more advanced, games became 'smarter.' 
The concept of Adventure evolved into Dungeon. Adventure was 
limited to commands of one or two words of six letters or less 
which took the syntax form of <verb> or <verb><object>. Dungeon 
introduced adjectives and prepositions to the command language and 
greatly expanded the possibilities of the game. Proof of this can 
be found just by comparing commands examples. 

Adventure: KILL DRAGON 
<verb> <obj> 

Dungeon: KILL TROLL WITH SWORD,knife,,toothpaste ,etc. 
<verb> <obj> <prep> <obj> 

The sophistication of the command structure begins to rival 
that of transaction processors and report writers on the market 
today. These games teach the user to think in a concise manner that 
will get the job done. 

Dungeon taps and expands the creativity of the individual 
because the user must imagine the object(s) need for particular 
tasks and the commands required to perform them. Command lists are 
not supplied with RPG's. The player must make logical connections 
between places and objects, objects and messages,etc., solve 
increasingly complex puzzles, and 'stay alive.' The feelings of 
accomplishment and satisfaction come upon passing to higher levels 
of expertise which is also desirable. 
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III. There is still the problem of ·providing automated 
to the games .. which, indeed presents no problem 
describes several methods for limiting access to 
preventing interference with daily data processing. 

supervision 
at all. This 

games and 

First;. a separate account for games should be created with 
two usericis, perhaps MGR and PLAY. They should reside .in different 
home groups, one for source code and the other for object code. If 
you are concerned with system performance, create the id PLAY with 
MAXPRI=DS or ES. This will keep game players out· of the competition 
for the CPU; they will operate d~ing otherwise idle time. The 
userid PLAY will require IA and PH capability. The home group for 
play will also require IA and PH. If Dungeon is: to be installed on 
the system, the group and account will require PM, however, the id 
PLAY will not. 

WARNING: Installing Dungeon on a computer without access 
precautions of the following type compromises the security of 
the eRtire system. Dungeon uses priv mode to access the system 
clock so that it can only be played during certain hours. 

The groups should be created with restricted file acces.s, and .all 
files should be 'created' by MGR. Source fil.es should be restricted 
to creator access only. Object code files should be restricted to 
group user: execute only status. ' 

A UDC file must be created for the id PLAY. This UDC will 
consist of a logon command and a whole lot of logoff commands. 

Example: HELLO 
OPTION LOGON NOBREAK NOHELP 
TELLOP Game Session beginning (optional) 
RUN CONTROL.PUB.GAMES 
BYE 
** 
SETCATALOG 
TELLOP Successfui Break o,ut of game ... logging off 
BYE 
** 
(MPE COMMAND) 
TELLOP breakout 
BYE 

Ad infinitum 

Therefore, if someone should manage to get out of a game and into. 
MPE through: a stack overflow or other program error, the operator 
will know, and the player will be logged off so that no damage, 
however unlikely; can' be done. 
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Following is an example of the program CONTROL.PUB.GAMES. The 
program should be prepared with IA and PH (and PM if Dungeon is to 
be installed) capability. This is the bare bones of what can be a 
sophisticated program. Further additions which might by useful for 
your site are: 

1. Call to DATELINE with addition control logic that will limit 
the time of entry to non-working hours. 

2. Call to COMMAND to produce a :LISTF,O of the object files 
available. 

3. Overall elaboration of messages to the user, such as 'Which 
game do you wish to play?' ,'I am not familiar with that game, 
please try another.', etc. 

The program itself is very simple. It is designed to insulate 
the novice user from any hostility of the operating system, and to 
protect the system from abuse by the experienced user. The program 
requests a program name until either the activate call is 
successful or no data is entered. In the latter case, the program 
terminates, and in the former, it executes the requested program 
file and logs the session off after completion. The terminate call 
at the end is redundant and is provided for clarification only. 

Program CONTROL 

begin 
intrinsic read,print,create,activate,terminate; 
logical array progname(0:4):=" 

array errmsg(0:4):="no go, joe"; 
logical fl:=%41,createflag:=false,activateflag:=false; 
integer pin,susp:=3,l; 
do begin 

do begin 
l:=read(progname,4); 

if l=O then terminate; 
if <> then terminate; 

create(progname, ,pin, ,fl); 
if= then createflag:=true 
else print(errmsg,5,0); 

end 
until createflag=true; 

activate(pin,susp); 
if = then activateflag:=true 
else print(errmsg,5,0); 
createflag:=false; 

end 
until activateflag=true; 

terminate; 
end. 
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Other possibilities for controlling games ,include: 

l. A job running a background process wb,ich activates an 
account password for GAMES when X or more sessions 
are active. 

2. A job to further restrict file .access when X or more 
sessions are active. 

3. A job to limit the number of games sessions running or 
to limit the devices that can run games. 

Consolidating se·veral of these methods into. a single control 
process provides .. greater control. control. whi.ch is tailorable to 
the needs of individual installations. 

IV. In the final analysis, we can see that all fear is un£ounded. 
The user certainly has no reason to fear, get angry at/with/about. 
or beat on, the computer. Likewise, the manager bas no reason to 
fear a loss of product:ivity/performance/output from his computer or 
his employees. Using games to overcome 'technophobic' anxiety can 
be accomplished to the advantage of . labor and management. 
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Hiring Prograzmers for the HP-3000 

Richard A. Fontaine 

Vice President 

My catpany is a twenty-five year old Service Bureau in Washington, 
D.C. In recent years, we have concentrated on the Insurance industry 
and expanded our product line to include software sales and 
programning contracts. The Ccn;iany' s need for programrers 
fluctuates, but new lines average three per year. 

until three years ago I operated as an independent consultant. 
IBMI was one of my clients. Another client of mine purchased a 
HP-3000 in 1975. Like so many other people have done, I imrediately 
"fell in love" and have v.orked a.lrrost exclusively on the HP-3000 
ever since. 

When I joined IBMI as an employee in 1980, my first order of 
business was purchasing a HP-3000 Series III to' replace an 
IBM System 360 ~el 50 which used a M:ldel 30 for input/output. 
Corrputer roan costs were reduced by two thirds and the new 
environnent was receptive to the On-Line system that everybody 
wanted. A lot nore people "fell in love" . 

It took approximately six nonths for the program:rers to 
becare comfortable and fully productive on the HP-3000. We 
conpared this to the one-year period that is needed for programrers 
to understand our bread and butter application, Group Insurance 
Billing and Reporting. Parenthetically, group insurance is sold 
and serviced through the rrail by independent administrators 
frequently in cooperation·with an Association v.hose rrembers are 
notivated to rerrain active rrembers in order to retain their 
insurance. It is a discount product incomparison to insurance 
products purchased individually from a broker or an agent of 
an Insura.Ilce Corrpany. 

When the need for new progranmers arose, we looked at the four 
possil::le choices insofar as applicable experience: 

1. Experience with HP-3000 and Insurance 
2. Experience with HP-3000 only 
3. Experience with Insurance or.ly 
4. No eJ<perience. 



It was obvious that very few job applicants w;,uld fit 
into the first category. Also, the first three categories all 
included applicants with very high salary expectations. Progranmers 
with experience on the HP-3000 or Insurance but not both "'°uld 
be highly paid and still require an extensive training period. 
'!he fourth gourp offered several advantages: 

1. L:::!w salary expectations, at least initially 
2. Large number of applicants 
3. Training in both areas could overlap. 

We decided to experimant with inexperienced programners 
and devised a si.rrple test to reduce the number of applicants 
to a manageable number. The test consis~ed of a .COBOL program 
which I will describe later. 

The first classified advertisem:nt was a one-colum, one-inch 
ad which ran one day in The Washington Post: 

PROGRAMMER 
TFAINEE 

No experience needed. Must have completed 
COBOL training. Selected applicants will 
J:e tested. Salary $200/week with excellent 
opportunities for advancement. Send letter 
or resume to 

IBMI PERSONNEL 
2133 Wisconsin Avenue, N.W. 
Washington, D.C. 20007 

The first ad in.January 1980 resulted in over one hunc4"ed 
responses during a ti.Ire when the economy was fairly strong. I 
selected thi~-five people for testing, interviewed the top four 
and hired the top t;.o. Both of these became very successful 
programrers and one of them is becoming an excellent System Analyst 
and project manager. 

Later versions of the want ad specified "US Citizen", "Degree 
Required" and "Two Semesters of COBOL". As the economy "'°rsened, 
the number of applicants increased despite the addition of the 
degree requirerrent and the .unchanging salary of t;.o hundred dollars 
a week! I should add that we have recently increased the starting 
salary, not to attract rrore applicai;ts, but to keep the selected 
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applicants longer. OUr Ex:ilicy of reviewing salaries every six 
rrcnths f6r the first b.o years has produced an average retention 
of less than b.o years;. we expect to irrprove on that by increasing 
the starting salary so that the people are rrore contented in the 
beginning. 

'Ihe test is a single COBOL program which we have found can be 
written by a trained but inexperienced programner in three hours. 
'Ihe program has a sequential input file and prints an error list, 
as well as a surcmary table. We insist on the use of subscripting 
for the suntnary' table and have found that this requirement 
eliminates seventy-five percent of those taking the test, and 
ninety-nine percent of those with less than tt.o senesters of COBOL 
training. . 

'Ihe COBOL program is essentially PASS/FAIL graded; a 
perfect or nearly perfect program is needed to PASS. This I!'akes 
grading the test very sirrple. It also nakes grading the test a bit 
discouraging because only b.o to five percent of those taking the 
test care even close to a perfect program. It is ill'lportant to be 
strorig and to remember that there are people out there who can 
pass this test. The advantage of testing is that my secretary 
arranges the appointments and administers the test. While I 
do the grading myself, I have found that this requires very little 
of my t:i.rre if I insist on perfection. On one occasion I felt 
rushed to hire sorreone and rrade b.o mistakes which should be 
avoided: 

l. I arranged the appoinbrents and administered the tests 
myself, which put pressure on rre to hire someone quickly. This 
also gave rre too much contact with the applicants. The latter 
led rre to pre-judge the applicants and encouraged rre to nake the 
second mistake. 

2. I did not reject less than perfect programs and spent 
an inordinate anount of time ranking llriperfect programs. 

There were b.o recruiting failures that occurred using 
this test for hiring trained but inexperienced progranmers. 
One was·the result of I!Eking the mistakes described above, which 
resulted in my hiring a very likable young man who did not have the 
"super-coder" aptitude that my Company had corre to take for granted. 
When we lost a rrajor contract and decided on a Reduction in Force, 
he was the first to be released. 
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The other recruiting failure occurred early in 1981, the 
second time I used the test. One of the early applicants had four 
rrcnths experience as a COBOL progranmer and completed the test 
in two hours. She declined the job offer, however, because of 
low pay and a poor comnuting situation. So I continued to · 
test three dozen rore applicants until an applicant wrote a 
perfect program in an hour and a half. I was elated and felt 
priveleged to be able to hire her. But I was in for a· very 
unpleasant surprise. Her work raised serious questions 
concem.i:ng her level of aptitude and after a few rrcnths, I 
decided to work very closely with her on a project in order to 
evaluate her. It gradually occurred to. me that she must 
have seen the test before taking it, particularly when I 
observed her friendship with one of the older ercployees, who 
later left the ~y. She was released three weeks before 
her six rrcnth provisional etll>loyrrent period ended. 

I nCM realize that the best potential programner will use 
the full three hours, and, if finished early, will desk check the 
coding and the block diagram. The person who finishes early is 
either experienced, has seen the test before, or is less than 
a perfectionist about his/her work. 

After the above experience, where I am convinced that the 
applicant had access to the test beforehand, I decided to design 
a new test. This time the etll>hasis was on single character !'COVes 
using subscripts. Unfortunately, the second test was much too 
difficult and' no one could finish it in three hours. Furtherrrore, 
the specifications were not specific enough. I have learned that 
writing specifications for a group of inexperienced progranmers 
is an art. A vital part of the test administration· procedure 
is that no questions may be asked. To be fair, the explanation 
of the requirerrents must therefore be extremely clear. It must 
not be ambiguous or the program will be difficult to grade. If 
many of the tests include notes about assurrptions that were made, 
the staterrent of the problem needs rrore 'NOrk. Many applicants 
will deliberately misinterpret the problem in order to avoid 
using instructions with which.they are unfamiliar, such as 
subscripting and using edit marks. 

After using the second test for six months, I retuzned to 
the original test and continued to revise and polish the staterrent 
of the problem. I correctly assumed that anyone who had legitimately 
taken the test before would either stay away or make the fact known 
before taking the test. Cheaters would finish too early and thereby 
raise my suspicions wo that the second test I devised could be useful 
after all. 
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Applicants who receive a reject letter frequently call me and 
occasionally visit me to review their program. I treat these 
people with great respect since they have given me at least three 
hours of their time already. I admire them for their courage in 
calling me, as ~ll as their sense of purpose in wanting to 
know "why not?" One applicant who politely asked to see what 
he did wrong was hired by us as a Control Clerk and still intends 
to prove me wrong, in a friendly way, for not hiring him as a 
Prograrnrer. From tirre to tirre, the recipient of a reject 
letter makes an angry call which emphasizes to me that this is 
a serious matter inpacting the lives and careers of these people. 
I have found that showing an applicant his or her own test 
along with the program subnitted by a person mo was hired is 
the rrost convincing way to get the message across to an irisistent 
applicant. 

In grading the test, I look for reasons to reject the 
program since rrost of the applicants will fail and one of my 
objectives is to minimize the tirre I spend grading programs. 
Over half of the programs can be rejected in less than five 
minutes. I have found that the errors occur in the Procedure 
Division, particularly in the logic. Many programs appear 
to be very professional on superficial inspection, but contain 
no end of job routine. Since the requirement includes four 
error messages, I look for efficiency in coding the data 
validation which.rrost applicants are able to program, but only 
the best ones are able to program with efficiency, avoiding 
repetitious sequences of instructions. Those mo pass the test 
always use either a comron routine, or a cormon closed sub-routine 
to list the error record with the appropriate error message on the 
printed report. While repetitivecoding may 1;.0rk, it is 
usually a clue that other errors will be found because the 
aptitude of the applicant is not as high as I 1;.0uld. like. 

The test instructions stipulate that "structured prograrrming 
techniques are optional" and that applicants "will not be 
graded higher or lo~r for using structured prograrrming". 
This may be heresy in some circles, but the point is that 
I am looking for COBOL knowledge and prograrmiing aptitude. 
'Ihe use of PERFORMs instead of GO TOs only reflects the 
instructor mo taught the applicant at this point in his or 
her career. 

The test instructions also stipulate that breaks may be 
taken at will, but no additional time will be given. This 
reflects the real 1;.0rk situation. I have found that rrost 
applicants will sit as if glued to their chairs for three hours. 
'Ihe highly restless person frequently turns in a one-page program 
and leaves early. 
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'Ihe length of the program is another indication of things to 
cane. All of the perfect programs were written on five pages of 
COBOL coding paper, but the average program is eight pages long·. 
'Ihe economical programner seems to be the high aptitude 
p:togramner. 'Ihe short solution takes less time to write and 
thus allows rrore time for desk checking. 

At first I tested people one at a time and scheduled 
two people each day. But this is frustrating because I nbnrally 
test thirty people to find one perfect solution. At that rate, 
it was taking three or four weeks and the temptation to 
pick a less than perfect program was enonrous. I found a large 
roan that could hold a dozen tables and chairs and started 
scheduling thirty people per day, fifteen each at nine AM and 
one PM. 'Ihat seems to be the ansv.er. 

Like the airlines, I overl::ook because I know that twenty 
percent will "no show", but I also have a way to deal with 
a full house if they all corre. 

Testing in groups rrakes the grading of papers more efficient. 
I have found that rraking several passes eliminating programs is 
faster and enables me to get my own mind increasingly focused on 
the problem program. I also use a form letter which I hand address 
as I reject programs. 

Having gone through such a process to find one or two 
perfect programs, I send the chosen few a letter of congratulations 
and ask them to call me for an appointment. A small number 
will have found other jobs, but rrost of them will call. I 
learned early to interview only those I had already decided 
to hire, and to use the interview to reassure the applicant 
and expla:ln the Corrpany. I use the interview to sell myself and 
encourage the applicant to do the same. 'Ihis reduces the 
probability of being turned down. Also, some of these people 
have been turned dCMn dozens of times and have sometimes been 
out of v.ork for rronths. 'Ihey need time to assimilate the idea 
that saneone wants to hire them I have found that the longer 
a person has been out of v.ork, the·rrore time he or she will need 
to rrake a decision to accept a job offer. I have also found 
that SOIIE of my chosen few interview better than others. I 
have never allowed a pcor interview change my mind and intend 
to continue with that one. Let me tell you why. 

'Ihe programrer applicant who interviewed well will probably 
turn out to have rrore.potential as a Systems Analyst or Manager. 
But the odds are very high that he or she will develop those skills 
on somebody else's payroll. When interviewing entry programners, 
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I look for people who will l::e good entry level and journeyrran 
programrers. The test has already rrade that selection, so I 
will continue to use the interview to sell myself and the 
COrrpany. 

Before concluding this paper, I want to address the rratter 
of what to do with new inexperienced programrers. First, I have 
found that little is gained by giving them tirne to read the 
rnanuals or attend training courses. Similarly, time spent 
studying system description narratives and user rranuals is 
unproductive. These people want to program, so I try to get 
them started within one or two days on a very simple program, 
ideally one that they can finish in a gew days. Other programrers 
help the new person to learn EDI'IDR, how to corrpile their program, 
and how to interface with the computer room. The next step might 
l::e a substantial program, but it is always a batch program so that 
IMAGE can be learned before VIEW. I encourage the new programner 
to ask for help if he or she is stuck applying the rule that a 
good night's sleep cures rrany program bugs, but the second sleepless· 
night should be shared with someone else. Sorretime during the 
second day of struggling with the saire problem, the programmer should 
seek help. 

I have found that·new programners, hired after being selected 
by the test, and allowed to learn the HP-3000 gradually with little 
or no pressure for the first two or three rronths, l::ecome very 
productive quickly. I know that the farrous user friendliness of 
the HP-3000 rrakes this possible, and I am grateful. My progranmers 
are grateful, too. 

SO many people invest time and rroney to study Data Processing 
at a university, t;.o-year college or six-rronth technical school only 
to discover the Catch-22 that is buried in so many want ads. As one 
young rnan put it, "Everybody wants you to have experience, but no 
one is willing to give ~t to you unless you already have it.." 

It's sad, really. It gives me a lot of satisfaction to be able 
to give a few people the opportunity to escape the Catch-22. With 
the HP-3000, why not? 
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P~TEST 

1. You have three hcUrS to cat"q?lete this test program. 
If you are not able to finish, tum in what you 
have done and it will be evaluated. 

2. You nay consult any nOtes or reference naterial that 
you have with you but you.should not be concemed if 
you have no reference material with you. You should not 
need it. 

3. You nay break at any time for as long as· you wish but 
the three-hour time limit will not be extended. 

4. You mJSt tum in the examination three hours after 
starting. You nay not retuxn at a later date to 
conplete it. If you can not stay here thl::ee hours 
today, stop now and.rcake an appointment to take the 
test some other time. 

5. The examination consists of one COBOL program. You 
should read and understand the program requirerrents, 
prepare a free hand logic diagram, flow chart, or 
block diagram, and code the program on COBOL coding 
forms. 

6. Structured programning techniqiles are optional. You 
· will not be rated higher or lewer for using structured 
programning. 

a. The attached · 5iaI11?le program is not part of ·the, problem. 
It is included. to save you time in writing the first 

· few statements such· as -IDENTIFICATioN .DIVISION, etc. 
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TUE, ,liJL I: 29 PM 

PROGRAM REQU I REM EN TS (.A1..1g1..1st 1 ·;.a2) 

1, GENERAL. Re.ad the input file and produce .a list of error 
messages or a summary by department, if there are no errors. 

2. INPUT. The input file contains records in the following 
format: 

POSI TIOi~::; CO~lTENTS 

i-4 
5 
.;- i 1j 

Compari~• Name 
Department Number 
Paid Amount (up to 999.99) 

3. ERROR LIST,, Print a line for each record \~hich •=ontains an 
error as follows: 

PRINT PO::.ITIOt1S C:OiHENTS 

i-4 
6 
:3-j 2 
14-80 

Comp.an>• Name 
Department Number 
Paid Amo•..1r1t 
Error Moitss.a9e 

NOTE: Page and column headers .are not necessary, but may be 
included if desired. Do not print valid records. 

4. ERROR MESSAGES. The program sMould test each input record. 
It an error is found the record should be printed with the appro­
priate error message. It is only necessary th.at the program 
ide~-tify the first error doittected in an input record; it should 
then continue to test for errors in subsequent input records but 
abandon accumulating. 
MESSAGE: COMPANY NOT 18MI 
MEANIHG: Th~ input re·=·:ird •:lid n•:it. co .. nt-lin IBNI in p•::>sitions i-4. 

MESSAGE: 
MEANlllG: 

MESSAGE: 
MEAHING: 

DEPARTMENT MUST BE NUMERIC AND > 0 
The input record did not contain a valid department in 
position 5. 

PAID AMOUNT NOT NUMERIC 
The input record did not contain valid numeric data in 
positions 6 thru 10. 

5 DEPARTMENT SUMMARY. At end of job, if all of th~ records are 
valid .and contain no errors, the program should print the 
total amount accumulated for each department and the total 
amount for all of the input records. Use subscripting to.ac­
cumulate the department totals. Use subscripting to print 
department totals at end of job. Do not sort the input File 
and do not .assume an~ pre-sorting. The total Paid Amount for 
all departments will always be less than one million dollars. 



001000 IDEHTIFTCATIOM D!YISIOH. 
Q~1iOO PROGRAM-ID. SAMPLE. 
001200 EHYlROHMEHT DJYISION. 
001300 COHFICURATIOH SECTION. 
001400 SOURCE-COMPUTER. HP3-000III. 
001500 08JECT-COHPUTER. HPJOOOIII. 
001600 SPEC1AL-HRMES. COi IS FIRST-LINE. 
001700 IHFUT~OUTPUT SECTION. 
001800 FILE-CONTROL. 
001900 SELECT MEMOS ASSIGN TO 'MEMO', 
002000 DATA DIVISION. 
002100 FILE SECTION. 
002200 FD MEMOS 
002300 RECORD CONTAINS 132 CHARACTERS 
002400 LA&EL RECORDS OMITTED 
002500 DATA RECORD IS MEMO-LIHE. 
002600 01 Mn1Ci-Lltff PIC X(132). 
002700 WCiPKING-STO~AGE SECTION. 
002800 01 MEMD-AD~l 

002900 03 FILLER PIC XXX VALUE SPACES. 
OD3DDO OJ MA1-NAME 
003100 03 FILLER 
0 032 0 0 01 MEMO-AC>D2. 
003300 03 FILLEP. 
003400 03 MA2-EMP 
003500 03 FILLER 
003600 01 MEMO-TE'.<T. 
003700 03 MT-NO 
003900 03 FILLfR 
003900 03 MT-TEXT 
004000 03 FILLER 
004100 01 TEXT-TA6LE. 

PIC XCJO). 
PIC XC~7> VA~UE SPACES. 

PI C ><( 9) VALUE ' ATTi-1: 
PIC X(36). 
PIC X(88> VALUE SPACES. 

PIC 99. 
pre xxx VALLIE SPACES' 
Pre x< n). 
PIC X<55) VALUE SPACES. 

004200 03 TT-LINE occu~s 9 TIMES P!C X(72). 
004~0G PROCEDUPE DIVISTOH. 
(1(!.!40(: 0000-STAPT SECTION 01. 
004500 0000-GPEN. 
004600 OPEH OUTPUT MEMOS. 
004700 0003-AL!GH. 
004800 MOVE SPACES TO MEMO-ADD1 MEMO-TEXT MEMO-AD~2. 
004900 MOVE ·xxxxxxxxxxxxxxxxxxxxxxxxxxx~xx· TO .MAI-NAME. 
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005000 MOVE ·xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx· TO MA2-EMP. 
005100 MOVE ALL 'X' TO MT-TEXT. 
005200 Al, WRITE MEMO-LIHE FROM MEMO-ADDl AFTER FIRST-LINE. 
005300 WRITE MEMO-LI HE FROM MENO-AD02 AFTER I. 
005400 MOVE SPACES TO MEMO-LINE. WRITf MEMO-LINE AFTER 1. 
005500 0003A-TEXT-X. 
005600 WRITE MEMO-LI HE FROM MEMO-TEXT AFTER 1. 
005700 A2. PERFORM OOOJA-TEXT-X 8 TIMES. 
005800 tLOSE MEMOS. 
005900 STOP RUN. 



ALTERNATE TEST 

PROGRAM REQUIREMENTS 

1. GENERAL. Read the input sequential file and produce 
a printed report that includes one detail line of 
print for every input .record, a page header line 
on each page and a record count at the end of the 
report. 

2. INPUT. This sequential file contains records in the 
following format: 

Positions 

1-17 

18-19 

20-24 

Contents 

City name 

State abbreviation 

ZIP Code 

3. PROCESSING. Each input record will be C_9unted and 
printed on the report. Before printing, the three 
fields must be formatted so that a comma follows 
the last non-blank character in the city name, 
followed by a blank, then the state abbreviation 
followed by another blank and the ZIP code. ~ 
will reouire a subscripted loop to move the state 
and ZIP one character at a time into the desired 
Positions. 

INPUT OUTPUT 
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SAN FRANCISCO CA93701 SAN FRANCISCO, CA 93701 

NORFOLK VA23151 NORFOLK, VA 23151 

ANNANDALE VA22003 ANNANDALE, VA 22003 

4. OUTPUT. The printed report includes a page header line 
with the word PAGE in positions 1 to 4 and a sequential 
page nwnber with leading zero suppression in positions 
5 to 9. There should be a blank line after the header 
line and then up to 50 single spaced detail lines on a 
page. The city state and zip in the detail line should 
start in print. position 10. The last detail line in the 
report should be followed by a double spaced line which 
contains a record count in print positions 1 thru 9 and 
the word RECORD in print positions 11 to 17 .. The record 
count should be printed with leading zero suppression 
and comm~s. where appropriate. There will always be less 
than 5 million input records 
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This paper will present an overview of the basic methods of distributed 
applications. The advantages and disadvantages of the different methods or 
approaches will be discussed. 

The different levels of sophistication at which aistributed applications can 
exist, will be discussed. 

We will discuss the available datacommunication software for accessing IBM 
mainframe from the HP3000, and what can be.done by the user to supplement the 
inherent functions of those software products. 

The realm of distributed databases will be presentea, and we will look at the 
options in this area that are open to HP3000-users who nave significant 
applications and databases on IBM mainframe. 
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2. Introduction 

There are many approaches to implementing distributes applications. In this 
paper we will describe these according to what we have chosen to call their 
level of sophistication. We have found five basic levels of sophistication 
that are possible when application are distributed between HP3000s and IBM 
mainframes. Below is a presentation of these levels, as seen from the 
perspective of the HP3000 user. 

A) Batch-only access 

This is the most common situation, where a user submits a batch JOb through 
RJE or MRJE and retrieves output. The output may be directed to a printer or a 
file. 

Bl HP on-line, IBM batch 

Many data-entry applications work in this manner. Transaction programs are 
run on the HP3000 that enter data into files. These files are transmittes to 
the mainframe as batch jobs, where they update a central (corporate) database. 

Cl HP Passthrough, IBM on-line 

The HP3000 emulates an IBM3270-type cluster controller, and an attached 
terminal emulates an IBM3270•terminal, thereby allowing a user access to both 
IBM and HP3000 applications from the same terminal, but at aifferent times. 

D) HP batch, IBM on-line 

A batch job on th~ HP3000 retrieves data (to a file or an application) by 
accessing on-line systems on the mainframe. 

El Simultaneous on-line 

A user runs a program on the HP3000, that accesses the HPJOUO or the 
mainframe, as the need arises. Data may be retrieved from, or entered into, 
HP3000 or mainframe~applications at will. 

In most cases, level E would probably be acknowledged as the "ideal" that one 
should try to achieve. This is possible with DSN/DS between HPJOOOs. Of 
course, DS can also achieve the 4 less sophisticated levels as well. For 
access to IBM mainframes, levels A and B are the most common, using DSN/RJE or 
DSN/MRJE. The next three levels are possible by using DSN/IMF. Currently, 
most. IMF-users only utilize level C - the l'ASSTHRU program in DSN/niF or 
IMAS/3000. 
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3. Software for HP3000 to IBM communication 

It is an established company policy of Hewlett Packard's to provide for three 
basic types of compatibility within its datacommunications strategy: Between 
HP computers, with internationally standardized networks and carriers, and to 
IBM mainframes, through IBM's System Network Architecture (SNA). 

There are three HP datacommunication products for access to IBM mainframes: 
OSN/RJE OSN/MRJE and OSN/IMF. The common prefix for these product names - OSN 
- is an accronym for Distributed Systems Network. The product.accronyms mean 
Remote Job Entry, Multileaving Remote Job Entry and Interactive Mainframe 
Facility, respectively. In this chapter we will look a little closer at these 
products. 

OSN/RJE 

OSN/MRJE 

OSN/IMF 

Is HP's 2780/3780 emulator, for batch access to IBM 
mainframes and other types of computers. It is a 
one-file-at-a-time type of protocol. 

Is 8P's Hasp Work Station emulator, providing more flexible 
and automated batch connection to IBM mainframes. It 
provides for transfer of multiple files, to mutiple devices, 
simultaneously. 

Is HP's 3270 emulator, providing interactive ("passthrough") 
access to IBM mainframes, or program-to-program 
communication. It works with BSC or SOLC line protocol. 

OSN/RJE and OSN/MRJE have been around for a number of years, and are much-used 
systems that well thought of by users. OSN/IMF is relatively new (announced 
as IML in 1980, and rewritten and renamed in 1981). So far, even thouhg the 
interest among users is high, the number of installations is still very low 
compared to MRJE and RJE. 

RJE emulates a "dumb" communications processor, with up to l printer, l card 
punch and l card reader. RJE is an operator-oriented communications systems, 
i. e. an operator must issue commands - which files to transmit, where to 
route the received print or punch files, etc •• Only one user can use RJE at a 
time. 

MRJE can emulate up to 7 printers, 7 card readers and 7 card punches 
simultaneously. MRJE does not require an operator for normal operation. Any 
user may transmit files.through the MRJE user interface program, and determine 
the output-device or output-file for his own job. Print- and punch-output may 
be tagged by including a forms-code at the IBM host side, or by configuring 
each of the emulated devices to be equivalent with a specific logical device 
on the HP3000. 

IMF is a multi-component software product. Seen from the user's point of 
view, it consists of two basic components: The Intrinsics ( for programmatic 
access ) and PASSTHRU ( for emulation of IBM327X display terminals ana IBM328X 
printing terminals ) . Other basic components are the communications driver, 
the cluster controller emulator, and the management program. 
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4. Distributed Databases 

Distributed Databases has been a catchword in the OP area for a number of 
years. But what do' we really mean when we use the word, ·anc:i what are the real 
options and possibilities? In this chapter we will look at some of the 
possibilities, from an HPlOOO user's point.of view. This is not intended as a 
presentation of the "State of tile Art" in distributed databases, but a sununary 
of some of the factors that relate to distributed databases where both HP3000s 
and IBM mainframes are involved. 

Let us start by defining what we mean by a distributed database: 

• A dis.tributed Database is a ·database where the information that the 
database consists of, resides within more than one computer system. • 

Any database - distributed or otherwise - general1y contains two types of 
d.<1ta: Catalog or pointer information ( i.e. references to where data is 
located), and the actual data. A distributed database has at least one of 
these information types within more ~han one computer system. 

Distributed systems that encompass IBM mainframes, or other mainframes for 
that matter, are almost invariably centralized systems. The mainframe is the 
•master", and the other computer, e.g. HP3000s, are "slaves" of the central 
mainframe. In Figure 4.l., below, we have illustrated the general 
organization of such systems, and named some of the software that is important 
when implementing distributed databases in a mixed HP-IBM ~nvironment. 

IBM mainframe 
TSO, IMS, CJCS, TOTAL 

I 
-------------·__J 

/ 
/ 4· 

_____ L 
! 

HP3000' 
MP~ 

IMAIJE, 
KSAM 

0 0 

"\,,, _, 
· .... 

"\., 
·---~-­
HP300o! 

IAP~ i 
_ IMNJE, l 

'--~-I 

Figure 4.l: The Components of a Distributed System 

There are two main approaches to designing a distributed datacasi:: Eit.her 
separating data, or replicating it. In Figure 4.2 ( next page ) , we have 
illustrated the "separate" approach, where each remote location (HP3000) .has 
its own part of the database locally, and access the rest of the databse 
through the MASTER copy on the mainframe. Typically, the master is updated in 
batch mode every night, while the local parts of the database are are kept 
current continously. 
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Another approach is the replicated one: All the data "is contained in local 
copies on all the interconnected systems. This is illustrated in Figure 4.3. 
This approach will minimize access time (only accesses to "old" data need be 
referred to the mainframe), but has severar weaknesses as well: 

Since all databases should contain the same data, a lot of backgroun 
activity must be performed (ideally without the users knowing it) in 
order to keep the databases concurrent. 

The amount of data stored at the remote sites is greater than in most 
other cases, so the amount of local disk storage required is much 
greater. 
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The third, and easiest approach, is the one where only the catalog type 
information is distributed, but all the data kept at the central site. In 
Figure 4.4, below, we have illustrated this. Doing this will lead to a large 
number of accesses to the mainframe, but it is a "clean" solution, without the 
concurrency problems otherwise associated with distributed databases. 
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Figure 4.4: Distributed Catalog, Centralized Data 
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5. Remote data access - in batch mode 

Batch mode access to remote data means that the data access seen from the 
HP3000 occurs in batch mode. This can be done through batch""""C'Oriim"Gi1Teations 
systems such as DSN/RJE or DSN/MRJE, or by accessing the mainframe as an 
interactive user, but from a batch job running on the HP3000. 

The batch communications protocols for access to IBM mainframes, 2780/3780 and 
HASP Work Station, are primarily oriented to submitting a deck of punch-cards, 
in the form of a "JOB" to the mainframe, and retrieving output to a card punch 
or a line printer. The main difference between a 2780/3780 an HASP Work 
Station is the number of devices ( card readers, card punches and line 
printers) that are supported. 

Ncrmally, RJE (the 2780/3780 emulator on the HP3000) and MRJE (the HASP Work 
Station emulator) are not thought of as components in a distributed 
application. Bu.t there are a number of options open to users in order to put 
more intelligence into the usage of these products. In Example A, below, we 
will look at one approach to integrating MRJE into the distributed 
applications of a user 

Example A: Spoolfile Distribution. 

The problem: Spoolfiles are received at the HP3000 from the centrally 
located IBM mainframe. Many of the files received are not 
supposed to be printed here, but at remote spooled printers. 

The solution: This problem can be solved by comparing the IBM job-name and 
FORMS-code against a table , and then redirecting the 
spoolfiles according to the entries in this table. 

This paper is intended t.o present implementations, so let us look at how we 
implemented this solution. First, how the operat6rs "fixed" the problem using 
standard commands: 

All the remote spooled printers - at this site - have a unique device class 
name, generally with 0 the form LPxx, where xx is the logical device number of 
the printer. The mainframe users were instructed to use this device name as 
the IBM FORMS-code for the listings that they wanted to have transferred to 
their remote spooled printers. 

Every time a forms request from MRJE with FORMS-code LPxx appeared at the 
console, the operator refused printing the spoolfile (REPLY pin,N) and 
redirected it to the remote spooled printer LPxx (ALTSPOOLFILE iOnnn, 
DEV=LPxx). 

This of course, works. But the solution soon became a new problem: The users 
found that having their spoolfiles printed at their own printers was very 
nice, and so they generated more spoolfiles for their own printers, and more 
and more, and .•••• Very soon the operators had little else to do than 
redirect spoolfiles. That was when we were asked to look at the problem. 
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The answer we found was quite straight-forward:· Just implement an "automatic 
operator". Our implementation is the following: 

A batch program runs SPOOK (HP's standard spoolfile utility program) as a SON 
process passing data through message-files. The following commands are sent 
by the program to SPOOK: 

SHOW To retrieve status information on the spoolfiles, and to find 
out which files are candidates for redirection. 

TEXT & LIST To get hold of the IBM FORMS-code. 

ALTER To change the device class for the "current" spoolfile. 

The program decides where to send a spoolfile based on two criteria - the IBM 
jobname (which by MRJE is converted to a filename) and the IBM FORMS-code. 
This information is contained in a file which is read when the program starts 
execution, usually at system start-up time. 

Example B: A distributed memo-switching system 

The problem: The user has message switching systems on both mainframes and 
HP3000s, e.g. MEMO on the IBM mainframe, JENNY or HPMAIL on 
HP3000. 

The solution: A batch job accesses the mainframe, searches for memos to 
HP3000 users, copies these to local files, and then places 
them into JENNY/HPMAIL, and vice-versa. 

With the advent of the automated office, electronic message switching is 
becoming increasingly more popular. On the HP3000 serveral systems are 
already on the market. These i_nclude HP' s HPMAIL and Infomedia' s JENNY, A 
large number of message switching systems i.s available on IBM mainframes as 
well. 

Users with both IBM mainframes and HP3000s have several options available for 
integrating mainframe and HP3000 message 'switching systems: 

Users can access the mainframe via the pass-through mode in DSN/IMF or 
IMAS, and read and create messages to other mainframe users on-line. 

If the mainframe message switching system has a batch access facility, 
a JOB may be submitte.d regularly from the HP3000 (through RJE or MRJE) 
that can enter messages into the mainframe system and retrieve 
messages from it. 

A special program may be written to access the message switching 
system on both computers, this program will then transfer messages 
between the systems. 
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For our own implementation, we selected the last of these possibilities. This 
is the most flexible one, and lets every user use the system· with which he is 
most familiar, whether that is te mainframe or the HP3000. 

This solution would have been very difficult to implement using standard 
OSN/IMF intrinsics, we estimate approximately 3000 - 4000 statements. By using 
the Automatic Dialogue Facility in IMAS, we could get away with about 200 
Autodialogue statements for the IBM access part of it. The.rest is done 
through TOP USE-files and standard JENNY/HPMAIL commands. 

IMAS Autodialogues is a very high level special purpose programming language 
for accessing IBM mainframes. Autodialogues are interpreted by IMAS 3000, 
running interactively or in batch mode. for more information on what 
Autodialogues are, consult the Reference Manual for Fjerndata's IMAS/3000 
system. 
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6. Remote data access - interactively 

Data on the remote mainframe may be accessed interactively in two "modes": 
passthrough mode, where the user uses his HP-terminal to emulate an 
IBM3270-terminal; or in programmatic mode, where the user controls data 
transfer interactively, by using functions such as IMAS automatic dialogues. 

Passthrough mode 

In passthrough-mode, the HP3000 emulates an IBM3270 cluster controller, and 
HP-terminals are used to emulate 3270-type screen terminals or 3280-type 
printing terminals. 

Before we go on to describe the two programs that can do passthrough-mode 
interactive access, let us look at the reasons why users want this type of 
capability. 

One reason, of course, is economical: If you have on-line application·s on the 
IBM mainframe as well as on the HP3000, and the same users need to access 
applications on both computers, you do not want them to require two terminals 
to do this. 

Another reason, is standardization: If you want to have a single supplier of 
terminals, then you need passthrough-mode on the HP3000, since IBM does not 
supply passthrough-mode access to HP3000s. (But you could ask for it, of 
course.) 

A third reason, is the datacommunications network: Asynchronous HP-terminals 
cannot easily share a datacommunications line with synchronous IBM-terminals. 
For screen terminals, DSN/MTS ( HP's multipoint BSC protocol) might be used, 
but it is a costly solution, and is not compatible with IBM's SDLC protocol. 

For one or several of the above reasons, and possibly some others as well, you 
have reached the conclusion that you want passthrough-mode interactive access 
to IBM mainframes from your HP3000s. The next question is: What are the 
alternatives? 

Well, there are two alternatives: DSN/IMF comes complete with a program 
called PASSTHRU, which can emulate IBM3270 and 3280 terminals, and Fjerndata 
has a product called !MAS, which uses DSN/IMF, and can emulate IBM3270 
terminals. 

Since the main area of overlap between PASSTHRU and IMAS is in passthrough­
mode emulation of IBM3270-terminals, let us briefly look at the differences, 
and how they affect performance and end-user productivity. 
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Programmatic mode 

In programmatic mode, applications, files and databases on the IBM mainframe 
are accessed through programs. Here, as in pass-through mode, are two 
alternatives: 

DSN/IMF includes a set of INTRINSICS that allow programs written in 
most programming languages (from SPL to BASIC) to access the screen or 
printer images received from the mainframe. 

IMAS has a very high level language built into it, called the IMAS 
Automatic Dialogue Facility. Using IMAS Autodialogues screeen images 
are more easily accessed than through the DSN/IMF intrinsics, and the 
user has control while the autodialogue executes. 

Using the DSN/IMF Intrinsics is not as simple as most other types of 
programming. Just a simple application that logs on to the IBM mainframe 
executes one command and displays the received screen on a terminal would 
probably require something of the order of l.000 statements. A "real" 
application needs a lot more, including procedures for error-handling and 
other utility type functions. IMAS, which is a program that uses the DSN/IMF 
intrinsics, consists of more than 10.000 statements. 

Using IMAS Autodialogues, though, is quite simple. An autodialogue that logs 
the user on to an application, going through 3-5 screens to do so, typically 
does not require more than about 50 Autodialogue statements - including 
error-handling. 

Autodialogues are used for a variety of other purposes than logon/logoff. The 
distributed message switching system described in the preceding chapter was 
implemented using the IMAS Autodialogue facility, using about 200 statements 
for logon, 1ogoff and file transfers. 
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FUNCTION PASSTHRU IMAS 

Terminal handling BLOCK MODE CHARACTER MODE, mod. fields 

Function keys 8 Hard-coded function keys 4 userdef inable keysets 

Terminals handled HP Block mode terminals only: All HP terminals 

DSN/MTS support YES - block mode Only through cluster contr. 

Printer support External print-device only Internal printer supported 

Access to commands: 
and programs Must EXIT MPE MODE 

Advanced functions: none Automatic dialogues 

Batch access Only through INTRINSICS Automatic dialogues 

Figure 6.1: A Summary of differences between PASSTHRU and IMAS 
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7. Simultaneous access to IEM and HP 

This is distributed databases in practice, where the programs access the data 
wherever it is - whether that is on the local HP3000, a rempte HP3000 
connected through DSN/DS, or on an IEM mainframe connected via DSN/IMF. This 
is the type of application that OSN/IMF was developed to support. 

From the HP3000, one does not have direct access to the mainframe Data Base 
Management System. You cannot execute DL/l calls directly but must view the 
mainframe database through an on-line application on the mainframe. The sets 
of screens that the mainframe application exists of may be viewed as a 
database, of the "hierarchical" type. In figure 7.1, below, we have 
illustrated this. 

Figure 7.1: A "Database of Screens" 

This example illustrates a typical mainframe application: First, you must 
logon to the application of your choice, then you select the transaction that 
you want to use, and finally you use this transaction, which may consi~t of 
several screens, to enter or retrieve data. 

Comparing figure 7.1 to a database, the log-on menu is used to issue a request 
for a specific database, the "application menu" is used to select a DATASET 
and the transactions are used for GET, PUT, UPDATE, DELETE operations against 
the entries in the dataset. 
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a. Conclusions 

What are the obvious conclusioRs that we can draw from the information 
presented in this paper? In my opinion the two most obvious ones are the 
following: 

l. Distributed applications encompass a number of aspects apart from the 
most obvious one: Distributed Databases. In most cases, it isn't a 
distributed database the user requires, but the ability to access data 
on both IBM mainframes and HP3000s from the same terminal. 

2. The best approach to implementing distributed systems is not 
necessarily through DSN/IMF, but rather through other software, e.g. 
!MAS Autodialogues or by writing programs that enhance other HP 
software products. 



MODULAR CONSTRUCTION OF ON-LINE TRANSACTION SYSTEMS 

THOMAS M. GAFFEY 
FOREST COMPUTER, INCORPORATED 

P.O. Box HHS 
East Lansing, Michigan 48823 

I. INTRODUCTIONS, DEFINITIONS AND DILEMMAS 

If you talk to any HP Sales Representative or read any HP 
promotional information,.it is likely you'll quickly come 
across a reference to the HP3000 as a transaction 
processing system. It is certainly true that HP furnishes 
several valuable software tools that support a transaction 
processing system. As is well known, the IMAGE Database 
Management System has gained extremely wide acceptance and 
utilization from the HP3000 user base. Other HP offerings 
like V/3000 have made it possible to develop friendly, 
interactive, online application systems on the HP3000. 
MPE,· however, is a time-sharing operating system. Under 
MPE, a program runs as a process~ a process is a unique 
execution of a program by a user. The· process consists of 
a data stack and code segments. Al.though the HP3000 
supports re-entrant code (code segments can be shared by 
all processes which are executin9 the same program), a 
characteristic of the MPE time-sharing environment is that 
the addition of users and their associated processes 
places a heavy increase in demands upon system resources. 

In a time-sharing environment like MPE the user, session, 
and associated process are the logical unit of focus. The 
user has a great deal of flexibility in what he can do with 
the system. He can.edit source coae, compile a program, or 
execute a business application program. The operating 
system' s job is to manage that user ' s interaction with the 
system. As multiple users begin to simultaneously execute 
the same programs, multiple processes which accomplish 
the same ultimate function are created. Each process 
consumes table entries dependent upon the number of data 
bases opened and many other factors. The cumulative 
effect is that an excessive amount of system resources 
become consumed. 

35 - 1 



The previous points are made to add credence to the 
contention that HP's use of transaction processing when 
applied to the HP3000 is too specialized a use of the term. 
Transaction processing systems in the real world are 
involved in the conducting of discrete business 
transactions in real time. Booking a hotel room or making 
a cash withdrawal from an ATM are two examples of 
transactions. In a true transaction· processing 
environment, the transaction is the logical unit of focus. 
The capabilities granted a user are clearly defined and 
limited to a specific set of transactions. The addition of 
users to a transaction processing system should not impose 
the demands on system resources that the addition of users 
in a time-sharing environment does. Rather, system 
resources should be utilized only in proportion to the 
additional transaction volume which is generated. 

The traditional approach to transaction processing on the 
HP3000 is to utilize menu programs which lead users to 
various application programs. The menu program leads the 
user to the initiation of a specific application program 
where the business transaction is conducted. When the 
transaction has been concluded, the user is returned to the 
menu for subsequent action. The overhead 'of process 
initiation on the HP3000 is significant, and where 
applications use this menu-to~program approach, the 
propagation times involved in the initiation of the 
individual processes becomes excessive. Also significant 
is the number of extra data segments, buffers, and various 
system table entries which are generated by each process. 
Many users of HP3000 who Have watched their sys.tems grow, 
know that in real life the number of users who can actually 
utilize the resources of the system is significantly lower 
than the physical number of terminals which ca:n be attached 
to the system. These users have seen the downturn in the 
performance curve with the growth of their systems. Many 
users have had to lower their session limit because the 
average mix of active jobs caused system table maximums to 
be exceeded. · 

II. TRAN'SAC'l'ION SOFTWARE METHODOLOGY. 

In order to design a more efficient transaction processing 
system on the HP3000, a different software design 
methodology must be employed. We have given this.design 
philosophy and the software products tha,t ·incorporate it 
the name ROUNDHOUSE©. Under ROUNDHOUSE, similar 
transactions are grouped into large programs which are 
known as "application units." ·The application unit runs 
as a conventional MPE process with it's own data stack. 
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Transactions enter the system from user terminals via 
small terminal driver programs which contain only those 
data areas needed for passing information to and from the 
terminal. The transactions are passed into the ROUNDHOUSE 
hub where they are checked for validity. ROUNDHOUSE 
associates a transaction with a process, and all 
executions of that transaction are routed to the same 
process. During times when large volumes of transaction 
activity is occuring, a transaction message unit (TMU) is 
queued in -memory until the application unit c(!.n process it. 
Under extremely high volume t~ansaction activity, these 
TMUs may be queued to disk. The overall effect of 
ROUNDHOUSE is to reduce the overhead associated with 
adding users to the terminal network while providing the 
user with quick access to any transaction on the system. 
With ROUNDHOUSE, terminal networks up to the limits 
imposed by hardware and system software can be 
realistically supported on the HP3000. 

The basic differences between a standard implementation 
and a ROUNDHOUSE implementation are depicted in figure A. 
The standard implementation shows User "A" utilizing 
Process "A". When User "A" needs to access a transaction 
in Process "B", Process "A" must be terminated and a 
second copy of Process-"B" initiated with time and system 
resources consumed. Each additional running version of a 
process under the standard implementation will duplicate 
ALL data. areas of the original process (including Image 
data buffers). 

Under the ROUNDHOUSE implemena:tion, User "A" enters a 
transaction for any application in Process "A" 1 "B", or 
"C". No additional system resources are requireq .or time 
consumed. The only increase in system utilization comes 
with transaction volume. 

The most obvious advantage to the ROUNDHOUSE approach is 
the ease with which a user can access any transaction on 
the system. The actual manner in which transactions are 
grouped into processes is transparent to the user (as it 
should be). 

Another advantage to the ROUNPHOUSE design is seperating 
the distinct processes of terminal I-0 and transaction 
routing from the application itself. Each terminal driver 
could be tailored to a different type of terminal or setup 
to handle a different forms package or technique (thus 
affording a high level of device independence) • 
Centralized transaction routing, in addition to giving the 
terminal user great flexibility, allows the addition of 
·such things as transaction logg_ing and recovery. 
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"A third advantage is the decrease in system resources 
required to handle the transaction load. No resources are 
devoted to process initiation and a minimum of memory is 
consumed. A comparative . graph of estimated memory 
consumed under a standard installation and a ROUNDHOUSE 
installation is shown in Figure B. The graph assumes all 
terminals are ·running the same application. The 
application uses approximately 11 KWords of user memory, 
accesses t}lree Imag.e data bases and uses V /3000. As is 
shown, there can be a significarit decrease in memory usage 
as the number of terminals increase. 

III. TRANSACTION' CODING TECHNIQUES. 

Since the transaction is the logical unit of. focus under 
ROUNDHOUSE, application code development is best 
approached at the transaction level. While . all related 
transactions could be bound into one application progam, 
the programmer should approach each transaction as a 
sepe:t:ate entity wherever. possible. At the same time, for 
ease of coding and maintenance, each tr.ansaction should 
use the same structure and many of the same routines. In 
particular, routines that access the database management 
system and perform terminal IO functions should not be 
duplicated. 

To accomplish this, Forest Computer uses a modular 
approach to Cobol program development pioneered .by the 
Illinois Law Enforcement Commission. This approach uses a 
stan.dard "template" program structure into which code 
modules are inserted to form complete programs with 
varying capabilities and uses. Each of these code modules 
is restricted to performing a speci-fic function, s.uch as 
accessing a particular data _set or performing. a 
transaction. 

Some of the advantages to following this approach are: 

- The programmer is encduraged to think in terms 
of transactions rather than programs. 

- Programs are broken into manageable components 
for ease of development and mainte'nance. Each 
component contains all source code specific to 
it. 

A programming structure is enforced to 
standardize processing flow and gr.eatly .enhance 
the ability of programmers to understand and 
work with the code written by other programmers. 
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- Within COBOL programs, all interfaces with 
other software systems such as VIEW/3000 or 
IMAGE/3000 are kept in discrete modules. This 
means that such systems can be modified or 
replaced with relative ease should it become 
advantageous to do so. 

- Maximum flexibility in configuring on-line 
transaction systems is achieved. Transactions 
are independently coded and tested. At compile 
time, transactions can be selectively grouped 
into one or several programs to achieve the 
optimum mix o.f user flexibility and maximum 
throughput. 

III - A. The TEMPLATE PROGRAM. 

The "template" program contains the framework of a COBOL 
program with key words defining areas that may be filled in 
from code modules. Since the source from the code modules 
is always inserted into the prescribed areas, commonality 
of programming technique is encouraged. In particular, 
processing control sections encourage a top-down 
programming technique. 

The general catagories contained in the template program 
into which code modules may insert program source are: 

Compiler Controls 
File Selects 
Data Division 
Global Working-Storage variables 
Transaction Shared Storage (re-used by every 
transaction) 
Transaction Specific Storage (retained in 
memory) 
V/3000 Variables 
Image/3000 Variables 
Control Processing section 
Screen Processing section 
Utility routine section 
Transaction processing section 
Initial~zation section 
Termination section 

III - B. CODE MODULES. 

Each code module performs a specific function such as 
accessing a specific data set or performing a specific 
transaction. Each contains the necessary Cobol 
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Identification, Data, Working-Storage (W-S) and Procedure 
Division entries needed for the module in one source file 
(by-passing the need to maintain libraries and keeping all 
related source in one place). 

Some of the standard code modules which would come together 
to form a complete transaction program are depicted in 
Figure c. In brief, a description of these modules are: 

Transaction modules - Each of these modules will 
contain the necessary code to perform one 
transaction. Kept in discrete modules in 
this manner, a transaction can be compiled 
as a single application unit or combined 
with other transaction modules to form 
larger programs. The basic categories 
found in each Transaction module are: 

Transaction permanent w-s definitions 
Transaction Shared W-S definitions 
(re-used each transaction) 
Screen layouts 
Edit control processing 
Update control processing 
Transaction edits 
Transaction updates 

Utility modules - These modules can be used to insert 
commonly used routines into programs which 
need them.. On the HP3000, these represent 
an alternate approach to using RLs. 

Control modules These modules are selected at 
compile time to allow the pro9rarnmer to 
easily chose options such as bounds­
checking or map listings. 

For Data Base Management: 

Three levels of mo9ules exist to define access to an 
Image data set. All three modules are used when 
accessing the data set. They are, of course, defined 
only once and then used by all programs. Al though not 
described here, similiar modules could be set up for 
KSAM or MPE files also. The data base modules in use 
at Forest consist of: 

IMAGE module - this would contain the W-S global 
variables used by the actual IMAGE 
procedure division calls for each function 
( Open, Close, Find, Get, Put, Update, 
Delete, Lock and Unlock ). . Only one of 
these modules is needed per ·program. 
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Data Base module - There will be one of these modules 
for each Data Base accessed containing the 
necessary w-s definitions to utilize the 
IMAGE global routines for a specific Data 
Base. The open and close routines for the 
Data Base are included here. 

Data Set module - There will be one of these modules 
for each data set used. It contains W-S 
definitions to utilize the IMAGE global 
routines for a specific set, a record 
layout for' the set, and processing 
routines to perform all IMAGE functions for 
the set. 

IV. CONCLUSION. 

The software design techniques outlined work to circumvent 
the limitations imposed on transaction systems implemented 
on the HP3000. They make possible superior performance 
and the ability to increase the number of terminals using a 
system. These techniques allow use of the popular HP 
software offerings such as Image and V /3000 but are not 
restricted to systems designed around these products. 
Terminals using a transaction system following this design 
will have full access to all other MPE facilities and 
products such as text editors. 

Programming for the transaction system, as would seem 
natural, is based on the transaction itself rather than on 
a larger program. All program source, in fact, is 
maintained in discrete modules performing a specific task 

encouraging structured programming and easing program 
maintenance. 

Finally, following the design techniques outlined here 
should allow for maximum flexibility in adjusting to 
future high-volume transaction loads. By establishing the 
terminal driver as a sepera te process communicating with a 
transaction monitor, the road is paved to eliminate 
session mode in high volume activity or to off-load data 
communications overhead to a discrete processor. This 
could become important as the HP3000 provides no facility 
for support of custom data communications protocols. 
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Forest Computer is heavily involved in high-performance 
transaction systems used by a variety of companies, 
diverse in both size and specialty. We have found the 
ROUNDHOUSE methods efficient and practical, allowing 
transaction applications to be developed more quickly and 
at a lower cost than would otherwise be possible. 

Anyone having questions who is unable to 
presentation of this paper may contact Mr. 
telephone number (517) 332-7776. 

attend the 
Gaffey at 
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Most of the presentations you will hear this week are 
technical. Our presentation will not deal with many tangible 
technicai considerations but we trust that it will help you in 
systems development thinking. 

First of all I want to change our perspective in an effort to 
help us see what some future possibilities may be. 

An architect and industrial designer named Charles Eames 
produced 1 minute film to help visualize the speed of light a 
few years back. I want to relate to you a few frames from 
this film, and ask that you let your imaginations run free of 
MPE and maximum IOs per second for a'while. I promise I will 
bring you down to earth after this journey. 

Our movement away from the earth is going to increase at the 
rate of 10 times the existing distance each second, orders of 
10. Our starting point is a hair on a man's hand. One second 
and 10 mm later we see a finger. The third a hand. The 
fourth, a body lying face down. Next a body on some sand with 
some other people around. Next a beach covered with people 
from 100 meters in the air. Feel the acc.eleration. A 
kilometer in the air we see a city on the beach. Ten 
kilometers up we see part of a continent. Our next glimpse is 
the earth and we are traveling 90 kilometers per second or 
300,000 kilometers per hour. In our next frame the earth is a 
dot and the Sun is passing by. The next the entire solar 
system is in view. Then the Milky Way Galaxy. The next gets 
a bit confusing since we just passed the speed of light. In 
our next second we exceed the speed of the Starship Enterprise 
and we are well on our way to some interesting systems. 



While we are on our journey lets visit some out of the way 
place to see if we can meet some celestial friends. Time 
doesn't mean much up here so I am going to speek in the past 
tence. Our last stop was the planet Zuldu, you and I met a 
most interesting lady named Lansia. Zuldu doesn't have any 
silicone and the Zuldunes have not developed any materials to 
replace their slow computing devices, but they hav.e developed 
an uncanny and highly refined way of analyzing, refining, 
catagorizing and simplyfing the way things are done. 

We met up with this lass and after a few social ammenities she 
was. into our minds and wanting to know all about what we did 
and how fast this computer was that we talked about. 

Early in the morning after all our cells were drained 
completely, she began a most humiliating explaination of how 
what we do could be done by any moronic member of earths 
society. If they would do things according to methods which 
she described. All the things .we now do as programmers could 
be done by the machine if the system she described could be 
implemented on the computer. The automation of automation, 
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She gave us the general design for a system to increase the 
speed at which systems could be designed and implemented. She 
accounted for all the safeguards and "on the fly" 
modifications that we told her were inevitable in the life of 
a system. 

It struck her that a suprisingly small amount of the earth 
time that has been spent in the design of systems to run on 
these electricity eating monsters has .been devoted to the 
automation of the automation process. 

Lansia identified our frustrations as programmers as things 
that the CONTROL prog;am she proposed could take care of 
handily. If all the systems are done under CONTROL then 
changes that we may make will not adversly affect other parts 
of any individual system. Program logic errors will be 
reduced because the universe of control variables will be more 
narrowly defined and the data more manageable. 

The tedium of writing code, compiling, segmenting, adjusting 
data bases and running the resultant system only to find an 
error or deficiency are reduce to making changes under CONTROL 
and EXECuting the system. At any point you can stop the 
execution and return to a mode where you cRa further modify 
then EXECute. If the system encounters a hard error, 'stopping 
at that point will position you at the procedureal point w~ere 
the problem is occuring. She obviously was impressed with our 
discussion about the BASIC interperter. 

We do hope that there will be some work for us after any such 
monster is implemented be~ause it looked like the users really 
were not going to need us anymore. Worry not that is what 
retraining is all about. 



Some other -features of the CONTROL system are: The instruction 
entry ~nd editin? process. is not by itself in the cycle, 
everything that is typed in must fit in the CONTROL system 
architecture. The CONTROL system is constantly asking 
questions about the data and procedure names and , the 
implications of of activity created by our instructions. 

Her CONTROL system relied on the maintenence of a large amount 
of data on all the systems under control, but "it is data that 
we rely upon now and simply have not maintained in a unified 
way. We have not used one methodology long enough to have the 
data mean the same thing for very long. 

The CONTROL program is the entire user interface to the 
machine. It is used throughout the iife. cycle of systems 
starting with the Idea stage, proceeding through the analysis 
and general design stages to the operational stage not far 
b~i~. . . 

We asked her about changes to the CONTROL system, and on this 
issue she had some trouble, it seems that the people of Zuldu 
do not chang.e very much, if we could return some time and tell 
her how we change her control system she can probably come up 
with a better way to do it. 

Since we had \o move on we could not get any more details or 
even remember all that we were told so what we need to do now 
is get back home and try to piece thi.s together. 

The salient features of this system then are: An overall 
control program through which you get to all other system 
functions relating to user data, systems data and procedures. 
Ability to make changes that are inunediatly accounted for with 
respect to existing procedures and data. A base o.f data which 
relates each and every part to all other parts. Editing, 
keeping, comp~ling,· segmenting and running are reduced to 
interactive entry, modification and execution. ·Execute time 
debug and interpertation. And finally the idea of the ~wer 
yet inflexibility-of an architecture. 
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With these things in mind lets look at some detail design 
requirements to connect these ideas together: There needs to 
be strong data typing. If the system is to be able to accept 
a new data item in development it needs to know more detail 
about the data than the IMAGE type,. length and count. i · e · 
MDY-Date, YJ-Date, Dollar-big, Dollar-small, Toggles, ect. 
Given these standard types the editing of inconuning data and 
presentation of outgoing data can be handled automatically. 

Calls to other "syst:ems" or "families" like names or text 
handlers under the control program. This data base of 
information means that a lot more is requ-i.red than a data 
dictionary. The control system relies upon an organized set 
of relations between all the components of the system. Thus a 



component base is required which might include Communications 
(screens or prompt) sequences), Files (the data dictionary), 
Operations ( the proceedures, including families of general 
procedures) and ·outputs ( Reports and interfaces to other 
systems): 

Ready to Execute 
The notion that the system can run interpertively needs to be 
refined so that · the system will run efficiently. Here we 
looked at the featureof the HP/9000 to run interpertively the 
first time and compiled .ther.ea'fter. We might considered a 
more simplistic approach where the systems were analyzed at 
off hours to' determine if they needed to be compiled ( had 
they run interpe.rtively more th.an some some dynamic amount ) 
and if so they would be translated into some standard language 
preferably a block structured language like Pascal or SPL. 

There is still the problem of. the architecture being rather 
static and having the tendency to "tie one in" to that 
architecture for the systems. that were developed during its 
tenure. 

Assuming this is a picture of the shape of things to come what 
can we do today to prepare ourselves for its inevitability? 

Data Typing 
Begin using standard data types, develop standard.s for how 
they are stored, how much space is left on a formatted screen 
for input and output, how much space on a report, what are the 
Query edits, what is the standard callable to move' the data 
from a file or data base buffer to the output buffer ( what is 
the data area definition for all of that type for the 
programming language that you use ) • What are pep;mif!sible 
calculations that can be performed .on the data. Develop 
standard conversion routines to operate on the data. For 
example standardize you dates if possible aQ.d package your 
conversion. routines and .only do i~ once. Chof!e the RL, SL or 
COPY/INCLUDE approach.and stick to it. 

All Under One. 
Develop an information system network. Represent your 
organization as a simple hierarchy and identify the general 
data structures for the entire organization which may 
eventually be served by your computer system. Code the 
organizational and data structure breaks so that the same 
naming conventions and organization within the .MPE accounting 
structure exist. Put the standard routines where they are 
available tq all and depending on yol.).r "standard routine" 
approach make the systems completely compillable at any point 
in time. 

Develop .standard menu routines and use callable subprograms 
and "timeshare" the stack. 
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Use or develop a data dictionary. The HP dictionary schema is 
the de facto standard and should be used if there is not a 
commintment ~o any other. Refine this to include a good way 
to handle the cross referencing of procedures and systems. 

Develop a clean numbering scheme to 
within the the entire system tree. 
numbers and letters. 

identify your position 
I suggest alternating 

Do all your documentation in machine readable form. TDP and 
Galley are very nice for this. Users can understand English 
outlining and with the addition of the powerful control words 
"IF" and "WHILE" you can represent the only three control 
structures you.will ever need. 

If you w~nt to commit to a fouth generation system·today do it 
cautiously. Consider that you may not have a long term 
solution and conversion to a more standard system may be 
easier using more traditional approaches. Ask yourself how 
many TRANSACT programmers are going to graduate this year. 

During the analysis and design stages stress more the idea of 
data structure. Represent where possible the structure of the 
reports, screens and file (existing and proposed) using only 
the three primitive structures. 

Your design document should be the users manual, there should 
be no other general design document. Realize that most 
systems do not need a daily users manual. After brief 
training this manual will be used for reference only. Keep it 
in such a way that as changes are made in things like data 
bases and files that the reproduction of the manual will not 
be a process of updating the manual but simply running the job 
to produce the manual relying on the dictionary and forms file 
and standard· "use of the system". 
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ABSTRACT 

Description of an eight system HP3000 network implemented on 
the Canadian DATAPAC packet switching network. The 
Hewlett-Packard Systems Engineering Organization has a network 
connecting all demo HP3000's using 2400 bps DATAPAC access 
lines. The network implements HPMAIL and is used for internal 
mail and transferring patches and patch ini'ormation. Network 
performance and cost issues are discussed. 

Introduction 

Hewlett-Packard (Canada) has eight sales offices which have at 
least one HP3000 computer system for sales use. These systems 
are normally used for demonstrating Hewlett-Packard software, 
conducting training courses, local document and graphics 
processing needs and verifying software bugs and problems. 

At present, a need ~xists to be able to demonstrate networking 
and electronic mail capabilities and verify problems in both. 
In addition, a means of reducing telephone costs, decreasing 
time involved in contacting people in other offices and getting 
timely delivery of critical documents and software changes is 
always welcome. 

All of the above objectives were met by installing DS/3000 with 
X.25 and DATAPAC 3000 access lines into all demo computer sites 
and running HPMAIL on these systems. Each system was then able 
to communicate directly with all other systems in sales offices 
equipped with HP3000's. 

A pilot group of users in each sales office was initially 
trained to use HPMAIL in a short session and then allowed to 
transfer any messages and documents to other users in the pilot 
groups in the same or other offices. The remainder ·of this 
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paper discusses issues in the implementation of this HPMAIL 
network and experiences from·its operation. 

Network Description 

The Hewlett-Packard offices linked by DATAPAC and DS/3000 are 
located in Dartmouth, Montreal, Ottawa, Toronto, Winnipeg, 
Calgary, Edmonton and Vancouver. Each office has one 2400 bit 
per second DATAPAC 3000 access line with eight switched virtual 
circuits. This makes it possible for any one system to be in 
simultaneous communication with all other systems and still 
have one free virtual circuit. Permanent virtual circuits' were 
not used as they are inappropriate for the application and are 
not supported by DS/3000. 

A relatively slow 2400 bps was chosen as a line speed primarily 
for the nature of the traffic on the network - a mail system 
does not require immediate interactive response. The volume of 
messages was felt to be such that full utilization of bandwidth 
available would only occur for perhaps five minutes at the hour 
and fifteen minutes at three specified times during the day or 
night. The cost of the network itself was thus kept to 
approximately the cost of 201C switched modem rental. 

The maximum Level 2 (Frame) window of 7 was chosen to best 
utilize multiple circuits active on any one line (each DSLINE 
command to a different node requires a virtual circuit). 

Network Performance 

The timing of HPMAIL delivery is controllable to fifteen minute 
intervals, thereby allowing considerable control over network 
congestion and system overhead. At this time, all systems in 
our network transmit to another system at a particular time 
local to it: 6 am, 10 am and 3 pm. Urgent mail is sent on the 
hour from 6 am till 6 pm local time for the destination system. 
This scheme guarantees that mail will arrive at very specific 
and predictable times, allowing easy scheduling of system down 
times. It also guarantees, however, network congestion and 
numerous logons at those same very predictable times. 

The mail network should, therefore, be set up to stagger 
delivery times, with routine mail being delivered at non-peak 
times if possible. This may of course be at odds with a desire 
for timely message delivery and a compromise may be necessary. 
Primary mail transmissions should be timed such that they avoid 
concurrency with many other systems sending to the same node. 
Urgent mail will normally be infrequent enough to cause few 
problems. As a result, there will be more available virtual 
circuits for network applications other ·than HPMAIL. 

Analysis of message traffic showed DS/3000 overhead and DATAPAC 
delays adding 200 msec to the transit time for a packet. Total 
packet transit time was on average at 2400 bps 1.1 seconds. 
From this it is relatively easy to determine the time required 

., 
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to transmit given quantities of mail to other systems, assuming 
no competing traffic and no other system activity. 

Following are packet counts and timings determined from use of 
HPMAIL: 

Activity Packets Time 

Logon/Logoff 16 25 sec 

HP MAIL setup 19 66 sec 

Sector of data 1 1.1 sec 

Acknowledgements 1 or 2 1 to 2 sec 

Example TDP and 82 140 sec 
short program file 

(309 records of 88 bytes and a 6 record program file.) 

Sending even the smallest message will take a minimum of 30 to 
35 packets plus 90 seconds time plus one Logon/Logoff. This 
leads to the same conclusion that can be drawn from most data 
transfers, whether to a disc drive or on a network: "Make each 
transfer count". For HPMAIL, this means allowing ~ail to 
accumulate and, if possible, sending one longer message instead 
of a number of short ones if network and system utilization are 
to be minimized. 

A brief comparison with DSCOPY will serve to put HPMAIL 
performance into perspective. DSCOPY is at the moment the mos·t 
efficient means of transferring files from system to system 
using DS/3000: It provides none of the features of HPMAIL 
except the ability to transfer disc files and has none of the 
overhead associated with routing and delivery. 

Following are packet counts and timings for DSCOPY transfer of 
the same files as ·for HPMAIL above: 

Activity Packets Time 

Logon/Logof f 16 25 sec 

DSCOPY setup overhead 12 17 sec 
per DSCOPY execution 

Sector of data 1 1.1 sec 

Example TDP file and 88 110 sec 
short program file 
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The logon and logoff overheads are the same and the data 
transfer time and number of packets for the TDP file were 
similar, but the program file required almost 50% more time and 
packets with DSCOPY. This is as a result of the number of 
FGETINFO and FFILEINFO calls made by DSCOPY to handle correct 
file creation and validation. DSMAIL does this later under 
local user control. 

The compar,ison shows DSMAIL to be at least as efficient as 
DSCOPY,if not more so. 

Cost Analysis 

Line Costs 

Each of the 8 computers in the network has a single 2400 bps 
DATAPAC 3000 access line with 8 switched virtual circuits. This 
configuration costs out as follows: 

~ 

2400 bps DP3000 access 

7 extra SVC's a $3/month 

Monthly l~ne charge I node 

£2.il 
$165 I month 

$ 21 I month 

$186 

Monthly line charge, network $1,488 

Packet Costs 

Packet charges are more difficult to estimate, as mail needs 
vary widely and are not very predictable. Some assumptions can 
be made to aid in calculation of packet costs: 

The cost per kilopacket ( kpac) varies from $0. 50 t.o $1. 50, 
depending on source. and destination node. This will be 
averaged out to $1.00/kpac. 

Routine mail delivery is done 3 times per day. 

Urgent mail id sent on two occassions per node per day. 

All 8 nodes are up all the time and able to send/receive 
mail. 

No retransmissions are necessary due to network or system 
failures. 

Call setup charges of $0.005 per call are ignored, 

From these assumptions, the following minimum daily packet 
utilizations can be calculated: 



Packets 

Per node routine mail sent 108 
(Logon/overhead/Logoff) 

Per node urgent mail sent 72 

Daily mail sent by one node 180 
to any one other node 

Daily mail sent by one node 
to all other nodes. 

Daily mail sent by all nodes 
to all other nodes. 

1260 

10,080 
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$1. 26 

$10. 08 

Assuming there are· on average 30 days per month, this results 
in a total of approximately $300 per month in packet charges 
without sending any mail. The number of characters of mail for 
any system must be estimated and divided by 256 characters to 
estimate the pac~et charges for actual mail sent. The most 
significant fact for this calculation is the cost of 256, 000 
character of data: $1.00! 

For approximately $1. 00, a user can send 130 full screens of 
data from an 80 column by 24 line terminal. Even assuming there 
are 30 users per system and they send a full screen message to 
each other user on each other node (30*7*30 or 6300 pages), the 
cost would be $47.25. In actual fact, a user is not likely to 
send more than five to ten different messages to OTHER nodes 
per day. This results in 40 to 80 packets or $0.04 to $0.08 per 
day per user. 

Summary and Conclusions 

Use of an electronic mail system has reduced the time needed 
for members of the Canadian Systems Engineering Organization to 
communicate with one another tl'iroughout the country. Phone 
calls back and forth from off ice to off ice have been 
significantly reduced. 

Costs for setting up a nation-wide packet-switched mail network 
are not very different from having one 2400 bit per second 201C 
switched modem per system. The use of DATAPAC with DS/3000 
provides great flexibility and convenience in implementing 
HPMAIL - one communications controller per system is required 
to give concurrent access to all other systems in the HP demo 
system network. 

Line and modem costs for an eight system HP3000 network are 
$1,488 per month. 

Estimated packet charges for mail delivery three times per day 
and transmission of five full page messages per day for each of 
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30 people per node is $180 per month, assuming 20 working days 
in a month. 
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In the past several years, the number of HP3000 sites has 
increased in number dramatically. The 3000 has been called 
into service to perform more and more complex and demanding 
applications. Applications that use Privileged Mode, 
Process Handling, Message files and other advanced features 
and capabilities are becoming almost commonplace. Along 
with this increasing application sophistication there has 
developed, necessarily,. an increasingly sophisticated user 
community, who require more complex debugging aids and 
tools to facilitate development of these applications. It 
is for this class of user that this paper is written. 

While developing this type of application, particularly 
ones using Privileged Mode, MPE integrity is sometimes com­
promised. Many times this results in some kind of system 
interruption, usually a system failure or hang. In almost 
all cases, in order to determine the cause of the problem, 
the MPE memory dump is the most concise, economical, and 
easy tool available. However, information on how to read 
and interpret the mountain of paper produced is virtually 
non-existent. Even within Hewlett-Packard, only recently 
has organized training on the subject been available. 

This paper is an attempt to fill this information gap. 
Please note that MPE du.mp reading and (especially) inter­
pretation requires in-depth knowledge of MPE and subsystem 
internals, not to mention a lot of practice and experience. 
This point· cannot be stressed enough. This paper is not 
intended to replace any of these things, but to give a cap­
sule summary of some of the more basic and important facts 
and methods 



An Explanation 

Before beginning, the title of this paper must be ex­
plained. In the two years, and particularly the last year, 
that I have been reading dumps on a regular basis, I have 
evolved an answer to the two questions most often asked by 
people in my office, namely "What do all those ones and 
zeros mean?" and "What do you look for?". (The answer to 
the third question, "Do you really enjoy doing that?" is 
worthy of another paper, or at least a few hours of discus­
sion accompanied by several doses of liquid refreshment.) 
The dialog which ensues after either of the above queries 
is something like: 

I: Do you remember elephant jokes? 

They: Sure. 

I: Remember the one about the statue? 

They: No. 

I: Well, its like this: How do you make a statue of 
an elephant? 

They: I give. How? 

I: You take a hammer, a chisel, and a block of 
marble, and you knock away everything that 
doesn't look like an elephant. Reading a dump is 
basically the same idea. You take the dump, a 
Tables Manual, and PMAP's, and you find the part 
of the dump that doesn't look like MPE. At that 
point, you've found the problem. 

It's then that the poor sod who "had to ask" usually walks 
away shaking his head in bewilderment. With this thought 
in mind, let us proceed. 

Fundamentals 

Before starting to read and interpret a Memory dump, it is 
necessary to understand exactly what one is. 
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When the system stops, for whatever reason, the contents of 
memory are "frozen" at that instant. In addition, the mic­
rocode of the machine dumps the value of the CPU registers 
(DB, Q, S etc) into a special area of low memory. A serial 
medium, usually tape, is mounted and the contents of 
memory, starting at low addresses and proceeding through 
the highest word, are dumped serially to the medium. This 
is accomplished by either microcode (Series II/III, 
herewith referred to generically as SIO machines) or by 
software (SDFLOAD on Series 30/33/40/44/64 machines, herein 
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referred to generically as HP-IB machines). After the 
machine is brought up, a program called DPAN4 is run under 
MPE control that reads the tape and formats the contents in 
a meaningful form. The resulting listing is what is com­
monly referred to as "the dump". 

It is important to realize what this listing represents. 
It is basically a "picture" of MPE in memory. In essence, 
it is,MPE, as much as any physical thing can "be" software. 
In order to interpret this "pictu::-e" of MPE it is critical 
that the interrelationships of the various parts be under­
stood. Therefore, the very first thing that must be ac­
quired to read a dump is a thorough understanding of the 
workings of MPE. This is not possible to do in the scope 
of this paper, but a few key facts and concepts will be 
presented. 

The memory of the HP3000 is divided into sections or 
"banks" of 64KW e(:ich. Banks of memory are treated equally 
within MPE, with one exception, and that is bank 0. This 
is where MPE (specifically INITIAL) places most of its 
critical system tables. The reason for this is that, 
originally, the HP3000 was a 64KW machine, and all of MPE 
and user code were in this memory. All of the memory resi­
dent (nonswappable) tables are in this bank, especially the 
Code Segment Table, Data Segment Table, Process Control 
Block, IO and Disc Request Queues, and Memory Allocation 
Manager (MAM) tables. A great deal of information can be 
gained from understanding just the first 5 above, plus the 
format of the user stack. 

Code and data are separated in memory, and is accessed in 
variable length "chunks" called segments. It is necessary 
that MPE, as well as the hardware (microcode) keep track of 
where in memory or on disc these segments are located. The 
CST and DST are used for this purpose. The Code Segment 
Table is really divided into two parts, the CST and the 
XCST (Extended Code Segment Table). The latter was intro­
duced in the Series II when the increased memory size 
necessitated a larger storage of Code segment information. 
Each entry is four words of memory, and contains informa­
tion on location (either bank and offset or disc address), 
whether it is in memory or not, and its length. Other data 
is also stored, such as whether it is memory resident, or 
(in the case of a Data segment), whether or not the segment 
is a proces~es's stack. 

The CST is used to point to Code segments that are resident 
in an SL file. Program file segments are kept in the XCST. 
For each process, there is a bank of XCST entries, each 
entry with the same format as the CST. CST's currently are 
numbered from 1-%277, and XCST' s from %301 to %377. It is 
this numbering range that is used by the microcode to 
represent logically contiguous code space, as well as by 
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DPAN4 and the dump reader to determine the origin of the 
segment. These tables provide data to determine exactly 
what was executing during and prior to the failure. 

The Process Control Block (PCB) is used by the dispatcher 
to keep track of the various processes on the machine, and 
which one will run (be dispatched) next. (A process is 
defined as a unique execution of a program at a point in 
time. ) A process will always have at least one Code and 
Data segment, plus a PCB entry which ties the whole thing 
together. The PCB also contains extremely valuable infor­
mation to the dump reader, such as why a process was wait­
ing (and what event it was waiting for), as well as whether 
the process was attempting to abort, where the DB register 
was, etc. 

The primary IO tables, the IOQ and the DRQ, are a list of 
those IO's that are waiting to occur or have just occurred. 
The structure of the two tables is almost identical, al­
though there is a bit more information in the DRQ. In or­
der to fully interpret the IOQ it is necessary to have a 
good understanding of ATTACHIO (the software interface to 
the IO system), and the individual device driver. However, 
these two tables can be invaluable to the dump reader who 
is facing the analysis of a system hang. 

The data structure which gives the best "history" of what 
lead to a failure is the process's stack. The stack data 
area is delimited at various places by the CPU registers 
DL, DB, Q, S, and Z. Below DL is the PCBX (PCB Extension) 
which is used by MPE to store non-critical scheduling in­
formation and is not accessable to user code. This area 
contains some relavent data structures and information, 
most notably file control block pointers, as well as point­
ers to two other important process tables, the Job 
Directory Table and Job Information Table (JDT and JIT). 

When the program executes, it issues PCAL instructions 
which cause control to be transferred to another procedure, 
most often to a system segment, such as IMAGE or the 
filesystem. The PCAL instruction, as part of its normal 
operation, places a four word marker on the· stack (at the 
current S pointer). This marker contains data which allows 
the environment at the time of the call to be preserved so 
that a proper return can be executed. The data includes 
the current value of the X, P, and Status registers, as 
well as the number of words between that marker and the 
previous one. We can see that if we start at the topm6st 
marker and work backward, we would have a history of what 
code the process had executed until the time of the failure 
(if the process in question was the cause of the failure), 
or what the process was doing before it gave up the CPU. 
Th.is is called a Stack Marker Trace, and. DPAN4 formats· it 
twice, once by itself in the formatted portion, and again 
when the whole stack is formatted. 
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A simi_liar structure to the process stack is the Interrupt 
Control Stack. This is a stack that resides in low memory, 
and is used primarily by the IO drivers and the dispatcher. 
In the case of a Memory Manager or IO system failure, the 
ICS is examined the same way a normal stack is to determine 
what code was executed before the failure. Typically, if 
this data structure is involved in the examination of a 
dump, the problem is most likely an MPE problem, and there­
fore up to HP to analyze. 

The formats for most of these tables can be found in the 
System Reference guide, in addition to a very detailed 
description of the interrelationships of the tables. The 
MPE tables manual (PN 32002-90003) provides a detailed 
description of the formats of the various tables, and a 
description of the various data elements stored in them. 

Dump Format 

The actual dump listing is divided roughly into two parts, 
commonly called the "formatted" portion and "unformatted" 
portion. In reality, both portions are formatted, the 
first part more elaborately and with more detail and intel­
ligence than the second. The formatted portion consists of 
selected tables which DPAN4 prints with the various fields 
labeled. Additionally, most of the various fields are 
printed with mneumonics (such as C for Core-resident, or S 
for Stack). The unformatted portion is just an octal dump 
of memory, starting at bank 0. The various tables are 
labeled if DPAN4 can determine their identity. All tables 
used for memory managagement that are in memory, such as 
the region trailers and headers, are printed in such a man­
ner as to allow the reader to separate them from the cor­
responding segment. For each segment, the left hand side 
has not only the bank relative ·address, but tpe segment 
relative address also. For most data segments, the right 
hand side has the ASCII equivalent of the contents printed, 
with periods representing nonprintable characters. We will 
now discuss how DPAN4 formats the various tables mentioned 
above. 

The first page (Figure l) is called the Register Page. 
This gives a listing of all the CPU registers at the time 
of the system halt. The stack registers are on the left, 
followed by the Code Segment registers. Next is the X, 
Current Instruction Register (CIR), and other registers 
that vary among the different hardware types. An inter­
pretation of the various bits and fields in the Status 
Register formatted in the next column, followeq by the 
other hardware dependent registers. While the latter is 
sometimes of interest, especially when diagnosing hardware 
problems, the first three are more commonly used. Below 
the box containing the registers are contents of low 
memory. These words of memory are used by the microcode to 
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mark the beginning of the various critical tables, such as 
the CST, DST, XCST, and the PCB. The ICS limits are stored 
here also. 

One very useful piece of data stored in low memory is a 
pointer to the PCB entry for the currently running process. 
If this is nonzero, then a process was running, and is 
usually the process which caused the failure, although it 
is possible to have a current process and also have some­
thing, such as an IO driver, running on the ICS. Code run­
ning on the ICS is indicated by several things on the 
register page. On all machines except the Series 64, the 
DL register (far left) being set to -1 (%177777) indicates 
that the current stack being used was the ICS. On the 
Series 64, as well as the other machines, there is a bit in 
the CPXl register which DPAN4 formats in the last column of 
the register box. DPAN4 labels this the ICS FLAG, and is 
either on or off. 

Following this, the CST (Figure 2) is formatted. When 
DPAN4 runs, it interrogates the file LOADMAP. PUB. SYS to 
determine the names of the segments. These are printed out 
on the line, along with all of the other data from the CST. 
Next is the XCST (Figure 3), which is formatted by groups, 
each group representing the XCST entries for a particular 
process. 

The DST (Figure 4) is listed in almost identical format to 
the CST, with the names of the various system tables being 
printed on the appropriate lines. 

Next is the PCB. This is divided into two halves, as there 
is too much data in each entry to be formatted on one line. 
The first half of the PCB (Figure 5) shows the process tree 
information, the wake and event masks (used by the susp.end 
and activate mechanism within MPE), plus the psuedo inter­
rupts that the process has accumulated, such as from a 
break, control-y, or an :ABORTJOB executed on that proces­
s's job/session. The second half (Figure 6) has scheduling 
information, used primarily by the dispatcher, bits which 
show what resources (SIRs, SETCRITICAL) the process holds. 
In addition, various pointers and other data are formatted. 

The IOQ and DRQ (Figures 7 and 8) are s imiliar in format. 
DPAN4 formats each. in two parts, an "in-use" list and an 
"available" list. The inuse list for the DRQ is addition­
ally divided into a list for each disc configured on the 
system. For the dump reader, the available list is a 
recent history of IO activity on the system, sometimes 
giving a clue to the cause of the failure, or at least to 
what the failing process was doing. The inuse list can 
give invaluable data as to what IO' s were pending and why 
they had or had not completed, as well as the relative 
order in which they had been queued. 
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The data. structure which DPAN4 does the most work on is 
probably the data stack. As DPAN4 is dumping main memory, 
(the "unformatted" portion of the dump), it checks each 
data segment that it encounters to see whether or not it is 
a data stack. If it is, it formats several pieces of data 
from the bottom of the stack, an area known as the PXGLOB 
area. This data is very useful to quickly identify several 
things about the process, such as what $STDIN/$STDLIST 
device was assigned, what Job/Session number was assigned, 
and what the JIT and JDT dst numbers are for that process. 
After this, the stack markers are repeated, and the PXGLOB, 
PXFIXED, and PXFILE areas are printed. (See Figure 9) . 
DPAN4 delimits and labels the various file control blocks, 
in the PXFILE area. When a loction of memory is reached 
which is pointed to by a CPU register (for that process), 
DPAN4 prints a line of asterisks and labels this register. 
This is also done for each stack marker as it is encoun­
tered. Alongside the marker, the segment name is printed, 
just as it was in the stack marker trace, above. 

Additionally, DPAN4 prints a "table of contents" at the 
beginning of each bank of memory. At the end of the dump, 
it produces a list of the main tables, and the page numbers 
on which that table appears in both the· formatted and un­
formatted portions. 

We now have at least a passing familiarity with the format 
of the dump and with the functions of the tables that the 
dump represents. Let us now discuss how to use this 
information. 

System Interruptions 

There are five types of system interruptions, and are 
defined as follows: 

1. System Failure. This is caused when some code, 
usually MPE, detects some error condition, and 
calls a procedure called SUDDENDEATH. This pro­
cedure prints the all too familiar system failure 
banner, and halts the machine. These failures 
can be caused by a hardware problem which the 
software detects at a -later time, a system table 
that has been altered in a way that causes in­
tegrity loss in MPE, or sometimes by an invalid 
parameter passed to a system primative. 

2. System Hang. This is when the system is in a 
pause state, but no response can be obtained from 
terminals. Many times, the system will hang when 
users try to logon or logoff, or run a program. 
In the case of a hang, the hardware is running, 
but the software cannot run for some reason. It 



is important that the exact symptoms of the hang 
be known. Without this knowledge, it is often 
difficult to know where to start looking in the 
dump for the cause. 

3. System Loop. This occurs when a high priority 
process, such as a system ·process or datacomm 
monitor process (or user process in linear queue) 
gets into a tight loop, and does not allow 
another process to run. Another possible cause is 
when a process has PDIS·ABLE' d (turned off process 
dispatching), and has not PENABLE'd properly. 

4. Silent Halt. This occurs when the microcode 
detects an "impossible" condition, such as an ICS 
overflow. These types of halts are silent only 
on SIO and Series 30/33 machines. On SIO 
machines, this usually will cause the System Halt 
light to come on. Other HP-IB machines will 
print a HALT n message, where n is a number which 
indicates the type of halt encountered. Most of­
ten, this indicates a hardware problem. 

5. Port lockout. A particular port will not 
respond. Usually, this is an application 
problem. Most often, this is associated with a 
process handling application, or a problem with a 
specific peripheral. 

39 - 8 

We will examine each of these dump types, and summarize 
what to look for in the dump. 

Some tools 

Before delving into the actual analysis of the dump, it is 
necessary to accumulate a few tools which make the dump 
reading process easy. Besides the dump, it is necessary to 
have the PMAPs of the various MPE modules, and a current 
MPE Tables Manual. The Tables manual can be ordered from 
HP, PN 32002-90003. A true PMAP listing of the MPE modules 
are only attainable by doing a PREP on the various MPE 
modules. Since this is not possible for most users, be­
sides being very difficult and time consuming, an easier 
method is necessary. A program is available called SLPMAP, 
which reads an SL file (usually the system SL) and produces 
a PMAP-like listing for each segment of the SL, in al­
phabetical order. While the segment locations are not to­
tally accurate, they are close enough to locate the proce­
dure which was was executing from a stack marker trace. If 
a particular application is involved, especially one that 
utilizes Priviledged Mode, the source code and PMAPS for 
the code involved needs to be gathered as well. 



39 - 9 

Analysis 

The first thing that must be done when analyzing a dump is 
to determine if the dump was even valid. Sometimes the 
cont~nts of memory is so corrupt that DPAN4 cannot deter­
mine where certain tables are in memory. When this occurs, 
a diagnostic message is printed out, and a list of the ex­
act tables that could not be formatted is given. DPAN4 
will then say that it is suspending the formatted portion 
of the dump, and that memory will be printed in an unfor­
matted manner. At this point, DPAN4 prints an octal dump 
of memory starting at bank 0 and proceeding to the end of 
the data that was on the tape. This dump is virtually 
worthless. It would be extremely tedious and time consum­
ing to try· to analyze this dump, and it is even a waste to 
print it. 

The next thing that must be d.one is to determine what type 
of failure occurred. Typically, if a user is analyzing a 
dump that occurred on his or her system, then the type of 
failure will be painfully known. Assuming the ·type is not 
known, or the type is uncertain, the following analysis 
should be done: 

1. Look at the current CST number, and determine.if 
the segment HARDRES was executing. This can be 
determined by checking the formatted CST table or 
the file LOADMAP. PUB. SYS. If so, then 
SUDDENDEATH was probably called. The PMAP can be 
checked to confirm this. Then check the Current 
Process Point.er. If non-zero (and the other CPU 
registers do not indicate that some code was run­
ning on the ICS) then the flilure was most likely 
caused by a particular process. If the registers 
indicate that something was on the ICS, then an 
IO driver OX'. the dispatcher/Memory Manager 
probabl~ caused the failure. 

2. If the Current Process Pointer is non-zero and 
the current CST register is not HARDRES, or if it 
is and the current P register is not in 
SUDDENDEATH, then the dump is probably a system 
loop·. Information from the site is invaluable in 
this case. 

3 .· If there is no current process and the CIR 
register contains the FAUS instruction, then the 
dump is either a hang or a port lockout. 
Information from the site makes the analysis much 
easier for this type of dump. 

4. If the CIR registe.r contains an instruction other 
than a HALT or FAUS, then this is most likely a 
silent halt. It is very difficult, however, to 



tell this dump from a system loop. Halts are 
usually caused by ·a few machine instructions, and 
analysis of the specific instruction is necessary 
in this case. Site specific information, such as 
configuration, is usually necessary to analyze 
this type of failure. 
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Determining whether the problem is hardware or software is 
sometimes very difficult, since hardware problems can often 
manifest themselves as software.· There are a few fai1ures 
which are readily identified as hardware just from the 
description. For example, SF15 is typically caused by a 
nonresponding hardware module, such as memory controller or 
GIC on HP-IB machines. SF201 is the same thing on SIO 
machines. Many types of hangs are caused by the disc sub­
system or perhaps by communications boards. In any case, 
there are no hard and fast rules for determining whether 
something is hardware or software. The common types of 
hardware failures will be mentioned in the following 
discussion. 

Figures 1 and 10-12 show an example of the first type of 
failure. The System Failure number is 311, which indicates 
process aborting while critical. In this case, the program 
is one called BAD LABEL. The source code was modified to 
produce this failure. Figure 1 is the register page from 
the corresponding dump. Notice that the current process 
pointer is non-zero, and the DST registers are pointing to 
a stack, and that the DL register is not -1 (%177777). All 
of these things point to the fact that a specific process 
was the cause of the failure. Figure 10 shows the stack 
markers from what DPAN4 found to be the current process. 
If the process's name was not known, a simple technique can 
be used to find the name. The PCB entry is found, and the 
father's pin number determined. ·Assuming the father is a 
UMAIN (Command Interpreter) process, and that its stack is 
in memory, the : RUN or subsystem command can be found at 
DB+l in that stack. We see from the current stack markers 
that the last user segment to execute was 3301 at address 
31510. Looking at the PMAP for this "application" (Figure 
11) we see that the procedure that was executing was 
PROCESS'ENTRY. Subtracting th~ address of 31510 from the 
starting address in the PMAP of 31024 we get a net result 
of 3464 which points to the actual line of code that caused 
the failure. Looking at the source (Figure 12), we see 
that the problem was that the QUIT intrinsic was called. 
Notice that the call to RESETCRITICAL is commented out. (We 
contrived the failure, remember?). Thus, the problem. The 
process was still SETCRITICAL when the process quit, hence 
the SF311. 

For the user with an application problem that directly 
causes a failure, the above steps sutnmarize the basic steps 
necessary to diagnose this failure from a dump. As long as 
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the application source is available, it should be 
relatively simple to find the exact line of code which is 
causing the problem. 

Figures 13 and 6 show an example of the second type of 
problem, a system loop. This dump was generated by writing 
a simple program which entered the linear queue, then went 
into an infinite loop. The halt button was pressed. 
Notice on the register page that the Current Process point­
er is non-zero, the current CST is 3301 (program segment), 
and the current instruction (CIR register) is 3140000, 
which is a BR P-0 instruction. (You can't get a loop much 
tighter than that!). Looking at the PC.B (Figure 6), we see 
the current (starred) PCB is at priority %30, indicating a 
linear queue. From there, all that would be necessary 
would be to look at the stack markers to determine the ex­
act nature of the loop. 

The third example was generated by starting several 
programs doing disc IO' s, then taking the disc offline. 
This simulated a hardware disc hang. The CIR on the 
register page (Figure 14) is 3030020 which is the FAUS in­
struction. If this instruction is present, then that means 
the hardware was not being asked to perform any work. If' 
it is known that the application was indeed trying to run, 
then the obvious problem was that it could . not for some 
reason. Determining the reason is sometimes very dif­
ficult, but there are a few things that can be checked: 

1. Check the PCB. 
the SW bit is 
Wait) then they 
and the DRQ and 

Check what wait bits are set. If 
on for several processes (Short 
were trying to perform disc IO's, 
disc subsystem should be checked. · 

2. Check the SIR tables for SIR deadlocks. If this 
is so, then the problem is most likely an invol­
ved MPE bug, unless PM code is involved. 

3. If the PCB shows the processes to be waiting for 
Global Rins (RG bit on) then the problem is most 
likely a file locking deadlock. This occurs when 
multiple files are being locked. (MR capability 
granted). 

If we examine the Disc Request Queue (Figure 15) we see 
that there are several processes waiting to perform disc 
IO' s to LDEV 1. Looking at the Device Information Table 
for that LDEV (Figure 16), we can see that the device is 
offline. This is determined by examining the hardware 
status words and interpreting them from the CE handbook. 

The. port lockout is considered a subset of the hang. A 
separate example will not be given. 
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The fourth and last example shows what happens when Priv 
Mode Debug is used to modify 'absolute memory location 0 to 
the value 0. (This was used to generate this failure) . 
This particular memory location is used by the microcode to 
delimit the beginning of the CST table. If this 'points to 
a place that does not look like the CST, the microcode will 
halt the system. The main thing to look for in this type 
of dump is the CIR value. The type of .instruction being 
executed would indicate what exactly was wrong. This is 
done by understanding exactly what the particular instruc­
tion does, and knowing what data in memory is used by that 

·instruction. This tells what the actual instruction was 
that halted the system. Here, in Figure 17, we see that 
the current instruction was %31051, which is a PCAL · 51. 
The PCAL instruction must examine the CST in order to 
determine the location in memory to branch to. We can see 
on the register page that low memory location for the CST 
pointer was zero. If we were to further examine the TBUF's 
(not shown), we would seethe MAO command, plus the DEBUG 
PRIV ... message. This would be a sure fire tipoff as to the 
exact source of the.problem. 

Summary 

This paper has attempted to give a very simple description 
of a very complex area of the HP3000. It should b.e ap­
parent that the most important attribute that one can have 
when attempting to read and interpret a memory dump is a 
great understanding of the workings of MPE. The greater 
the understanding, the easier the dump is to read. Beyond 
this, familiarity with the exact format and listings 
produced by DPAN4 is an invaluable aid. Finally, a great 
deal of experience must be acquired before one can truly be 
considered an effective dump reader and interprete.r. 
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302 II usu OFF OH 1712• 
303 II USER OFF OH 17•10 
304 u usu OFF OH 1753• ;os u USER OFF OH 17510 
JOI II usu °'' OFF 17SU 
307 11 USER OFF OFF 17'7' 

Fi~ure 3 

2/0l/U. 2:21AM 

1 112375' 
1 112'00• 
1 112'025 
1 1U•H5 
1 112U2S 
1 112'203 
1 112•237 
1 112'312 
1 112 .. 02 

llANK/ DISC 
/I.DEV AODRUS -------

1 1102157 
1 U02257 
1 1102351 
1 1102151 
1 1102551 
1 1102151 
1 1102705 
1 1103000 
1 U03075 
1 U03171 
I 1103215 
1 11033!1 
1 1103UI 
1 1103537 
I 1103121 
1 1103721 
1 110&021 
1 110•120 
1 U!M21' 
1 110•313 
1 110U13 
I llO&S12 
1 110&111 
1 UOA70A 

llANK/ D?SC 
/I.DEV AOOHSS ------

2 •5•701 
2 '55004 
2 •5510• 
2 •55203 
2 &55302 
2 '55401 
2 •55500 

• l 
0"' c l 

I I 
0"' 
C I 

c s • 
y t 
s s 

c s • 
y E 
$ s 

PAGE 11 
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HP3000 I II M(MORY OUMPC 00 05 Of SYS VU C 
IC I HEWL£TT·P•CKARO CO IUO 

UPOATE EO· nx 20 DUMP TIME 

DST TAIL[ 

SEGMENT UF£R£HCE S[GM[NT ABSOLUTE 
NUMBER SEGMENT DESCRIPTION IIT LENGTH AOORESS 

------------------- ···----
1 (COO£ SEGMENT TABL£1 OfF UDO 030110 
2 (OATA SEGMENT TASI.£ I OFF •ooo 02'-UO 
J (PROCESS CONTROL BLOCK I' QH 2000 037510 • !CST OTENSION I OH 1000 031510 
5 I SYSTEM GLOBAL AREA I OH 200 001000 
5 f F IXEO L()J CORE I ON •ooo 000000 
7 1 l!HERA~PT CONTROL STACK I OH uoo 0•1510 

10 ($YS7EM BUFFERS) ON 2020 05751• 
ll IUCOP REQUEST OU£U£1 ON u 177123 
12 I PROC[ SS· PROCESS CCM<UNICA TION TAIL£ l ON 200 1'1'23 
lJ II/O OUEUEI OH U!O O•UIO 

" I TERMINAL BUFFERS I OH 17750 002130 
15 I LOGICAL-PHYSICAL DEVICE TABLE I ON 15' 070210 
l5 I LOGICAL DEVICE ANO CLASS TA8LE l ON 1234 172123 
17 (OR IVER llNKAGE TASL( I O" 230 ooo .. o 
20 (l/0 RESOURCE TABLES! OH H 000170 
21 ( SECONOUY MSG TAIL[ I OFF 200 015320 
22 I LOADER SEGMENT TABL£ I ON 37 .. 103223 
ZJ iTlM£R REQUEST LISTI OH lU 0703U 
2' !DIRECTORY I OH 2000 103223 
25 IO!RECTORY SPACE I ON tao 177023 
21 (UN TABLE! ON 50• 030123 
27 I SWAPTABLE I OH 2'00 01153• JO (JOB P•OC£SS COUNT) ON 20 000750 
31 I JOB MASTER TABLE I ON 200 112&23 
32 I TAPE LABEL TA8l£ I ON 710 17'223 
33 I LOG TAIL£ I OH ISO 
3' (REPLY lNfORMATlON TAIL[! °'' 2000 
l5 I VOLUME UBLE I ON 1" 177023 
ll (BREAKPOINT TABLE) OH 550 
37 (LOG BUH£R 11 OH 400 113023 
•O ILOG BUFFER 21 ON 400 057023 
'1 I LOG IO TASL! I °'' 510 
•2 IASSOClH!ON TABLE I OH 5U 173123 
43 (CST BLCC> I OFF 120 08'13• .. I JOB CUTOFF TABLE) °'' 7• 070530 
•5 (SYSTEM .:J:T I ON 100 012023 .. I SPECIAL REOUEST TABLE I OH l .. OU25• 
•7 I VIRTUAL DISK SUCE TABLE I OFF 3U onuo 
51 1 ARSBM TABLE I OH .. 000704 
52 I IL Tl OH 1135• 04'1'0 
53 !SIR TABLE! OFF 170 070124 
5• iF!LE MULTl·ACC£SS VECTOR) ON 200 177223 
55 (INPUT OEVlC£ OlR£CTOOY i ON AO.O 17'823 
56 (OUTPUT DEVICE DIRECTORY l ON •OO 133123 
57 (W(LCOM( MESSAGE II) OFF 1750 

Fi~ure '1-

2/01/13. 2 :21AM 

IANK/ DISC 
/LDEV AOORESS 

0 
0 
0 
0 
0 
0 
0 
0 

') 7 
s 
0 
0 
0 
1 
0 
0 
0 
2 
0 
I 
5 
2 
0 
0 
I • 1 1131 

1 1237 
0 

1 7117 
3 
4 

1 8132 • 0 
0 
s 
0 
0 
0 
0 
0 • I 
5 

1 1717 

, c 
0 I I $ M W S R 
C 0 M T 0 I Y E W 
V C I K 0 P S S 0 ................ 

s c 
s c 
s c 
s c 
s c 
s c 
s c 
s c 
s 
s 
s c 
s c 
s c 
$ 
s c 
s c 
s c 
s 
$ c 
s 
s 
s c 
s c 
s 
$ 

D $ 
0 s 

s 
D $ 

s 
s 

0 s 
s 
s c 
s e 
s 
s c 
$ c 
$ c 
$ c 
s c 
s 
s 
s 

0 s 
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VM 
•uoc 

0 
0 
0 
0 
0 
0 
0 
0 
l 
I 
0 
0 
0 
2 
() 
0 
0 

JO 
0 
3 
1 
0 
0 
0 

1• 
1 
0 
3 
1 
1 
1 
1 
0 
1 
0 
0 
1 
0 
0 
0 
0 
0 
2 

•o 
•o 

2 

w 

"' I 
~ 
C1' 



N'3000 Ul MUCllY OUM'C. 00. OS OI SYS YU C Ul'OATl IO -Ill 20 DUMI' TDC 2/0l/12, 2: 21AM 
IC I lllWUTT••ACllAIO CO. 1110 

llllOCllS COllTIO&. 81.0CIC UST ML'1 

DATA 
WA I T STATE 

·Sl-llTS•• •JAlllll.Y TIH•• . •••••••••·-111*111•••••••••••• ••••••••••IYlllT1'l.MIS••••••••••• 

0 T , T T , T 
y U J I A .. u J l A .. 

A A I C U M M S T 1 S 0 M I CU MM ST 1 S 0 M 
D L rTNI SON 110 0 llMllOlllSONMlUE I I M l t 0 II I S 0 H M l U I 

•111 llOS I STK C •tH •111 Pill A M G L A 0 0 ' K I G H I P I T M MGLAOOPKIGNl•ITM .... . ... . ··-· ··- --- . . . . . . --. . . -. . . -. . . -. . . -. . . . . . . . . 
l 105 2 s J 
2 A 1' l 3 J 
l 1S l • z TM 

' 71 l s , J 
5 77 l . , I 
I 100 l 7 , J 
7 u 101 l 37 10, J 

10 102 l u J .. 
l1 103 1 12 l J 
12 10• l u J 
u 1:0 l 15 s s , 
l5 117 l s s , 
37 121 :t ... s s " . ll3 37 , 

Figure 5 

HPlOOO Ill M(l401Y OUMPC. 00. OS Dr SYS YER C Ul'OATt 10 rtX 20 DUMP TIM( 2/0l/13 2: 21AM 
IC:l HEWLUT•PACKAlD CO. 1110 

PllOCESS COllTIOL ILOCK IZllD MALf I 

•AGE 

•PSIUDO lllTUIUPTS•• ••MISC••• . , 
l l C H 
T 0 • s 

NSSNCllY I I 
PSIM K K T I Y K K I PTYPE T I . ....... --.. . ...... -.. SYST _ .. 

SYST -.. SYST _ .. 
SYST -.. SYST c _ .. 
SYST 

llOIM SYS TU _ .. 
SYST 

NOIM SYST _ .. 
SYST -.. SYST _ .. 
SYST _ .. 
UMAIN -.. USONM 

PAGE 

••••• S C H ! D U L I II G I II r 0 l M A T I 0 11 ••••• •••llSOUICES••• Llfl/ ••••··•••••••· MISCELLANEOUS ······••••••··· 

D l c " u 
DIATN 

I H 
I II 0 I S p s C H L 0 s T. I P E T E·P s s ·n:~~~s I E r 
PLCDEEE I 0 I S L M P X I A 0 """ PIN lllOPIN POPtN 0 0 0 0 0 l I Pit l 0 W W W P C P I I Y T I Plll PIN C E 0 C 

- PPC 
PCST . . . . - . . . . . . . -···- ---- - ·-- ... ·----------

1 L 11 L SNF 
2 14 D L 12 L SNF 
3 L 170 L SNr 
' L 12 L SN' 
S L 175 C L SNF 
I L 175 L SllF 
1 L 175 L Siii 

10 L 12 S L SNF 
ll L 175 L SllF 
12 L 211 L Siii 
1' L 230 L L Sii' 
15 L 230 L L Siii 
31 C I 2.3.ll. L S L SllF 
u• 2 OL t_~ L rs111 

100 £11TRYS 
61 UNASSIGNED £11TIYS 
l7 ASS1GN£D ENTIYS 

Figure 6 

NUL 
NUL 
NUL 
llUL 
llUL 
llUL 
llUL 
llUL 
NUL 
llUL 
NUL 
NUL 
NUL 
NUL 

SYSTEM 
IPT PICC 

PIXPTl SLLPTW LNk NAM( 

10 10173 PIOG£N 
I05'1 S•S:O 
10553 ICM£SS 

I 10515 LOG 
2 10577 MEMLOG 
3 10111 

' 10&23 UCOP 
!I- 10135 PHIL 
I IOU7 OEV•EC 
1 IOHI LOAD 

11513 
11537 
12112 

21 10712 

w 
ID 
I 
I-' ...., 



"'3000 ·1n. IC-Y OUMl'C 00. 0$ or SYS vu e llPOATt (0 
(CJ H(WL(TT•,ACKAJID CO 1110 

TAIU LOGICAL ADO• IUl'HI 
IllDU DlYlCE l'CI .. n OST AOOUSS 'llllC COUNT 

257 20 23 -01 13• "415 WRITt lW 
3"41 20 30 -01 Ul 4.&$ IE.AO ow 
331 20 30 .01 1•1 U5 WRITE IW 
311 20 21 .01 137 U5 HAO ow 
303 20 21 - 137 445 WRITt 1W 
270 20 30 .01 141 us HAO ow 

10 20 'JO .01 1"1 U5 'WtllT( lW 
2•2 20 23 -01 134 us UAO ow 
227 20 2l .01 U.& •4s WtlIT( lW 
21' 20 30 .08 1'1 us HAO ow 
153 20 30 .01 1'1 us WRtTt lW 
140 22 3• .08 152 0 000011 ow 

77 22 34 . SIUf 10 0 ooooos ow 
125 22 34 .08 152 0 000021 ow 
U2 22 34 .08 152 0 000015 ow ... 22 3• .01 152 337 WllTf 131 

23 22 34 .01 1!2 AID Wll ITt 1111 
51 20 30 .0.1 141 us l[AO ow 
31 20 30 .08 1'1 us Wll lTt lW 

1212 22 34 -08 152 337 WUTt 1221 
1275 22 3.4 .08 152 5l2 WRIT£ 231 

TABLE LOGICAL AOOR IUHU 
INOO DlVICE Pel REL OST AOOUSS FUllC COUNT 

•2755 22 3• .01 152 337 IE.AO 11 

nx 20 DUM• TllC 2/0t/13, 1:22.AM 

PA•Ml PAIM2 MISC FLAGS ..•....•.. 

000053 000004 000000 007000 1W IL C:O 
000001 000000 0000'3 007000 lW I\. CO 
000053 00000.& 000000 . 007000 IW IL CO 
000001 000000 000043 007000 1\1 IL CO 
0000$3 00000• 000000 007000 1W IL CO 
000001 000000 000043 007000 rw IL CO 
000053 00000.& 000000 007000 IW IL CO 
000001 000000 0000'3 007000 1\1 IL CO 
000053 000004 000000 007 000 lW IL CO 
000001 000000 0000•3 007000 IW IL CO 
000053 00000• 000000 007000 1\1 IL CO 
000000 000000 000000 007000 1W IL CO 
000017 000000 000000 017000 SI 1\1 IL 
000000 000000 000000 007 000 IW IL CO 
000000 000000 000000 007000 IW IL CO 
000320 000004 000000 007000 tW IL CO 
000320 00000• 000032 007000 IW IL CO 
000001 000000 000043 001 ooo rw IL co 
000053 ooono4 000000 007000 IW ll CO 
000320 00000• 000000 007000 lW IL CO 
000320 00000• 000000 007 000 1W IL CO 

l/O HOUtST TAIL£ (Iii ust UST) 

, ...... 1 , •• "'2 Mt SC rLAGs 
100001 000000 000002 001000 iw" ll 

Figure 7 

'Mil 

STATUS OISCIIPTION 

-MAL COIO'UTION 
-MAL CCOl'LfTtON 
-MAL CCIMPLET~ON 
-MAL COM,LUION 
-MAL COM,UTtON 
-MAL COM,~fTtON 
-MAL COM'LfTlON 
NOtlMAL COM,LfTtON 
NOtlMAL COM,LITION 
NOtlMAL COM'LfTION 
llOllMAL COMPLETION 
NOttMAL COMPUTION 
-MAL COM,LfTtON 
llOllMAL COMPLETION 
NOtlMAL COM•LUlON 
NOtlMAL COM'LfTION 
NOtlMAL COM•LETION 
NOttMAL COMPUTION 
NOtlMAL COMPLETION 
llOlt*L COM PU TI ON 
llOllMAL COM•L£TtCll 

STATUS DESCRIPTION 

'!NO ING 

21 

STATUS 

1 
1 
1 
1 
l 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
l 
1 
1 
1 

STATUS 

0 

w 

'° I 
~J 

(X) 



HP3000 l II M(MCRY OUMPC 00 05 OF SYS V[R C 
!Cl H£WLETT·PACKARO CC. 19'0 

U'OATE £0 FIX 20 DUMP .TIM£ 2/01/13. I: 32.AM PAGE 23 

• • • • • •• • DISC ltEOUEST TAIL£ .• ••• • •• • iAVAlLABL£ LIST l 

STATUS a.xx -· PENDING 
1 XX • > SUCCESSFUL 
2 U •> £NO OF FIL£ 
3 XX • > UNUSUAL COHO l TI ON 
• XX •> !H£CCV£U8l£ ERROR 

TA6L£ s OST/ OFFSET/ XFU ·FLAGS· INDEX LOEV UNIT 'CB $ BANK ADDRESS FUNC CNT ,ARMl PARM2 MISC SlG IOENT SEGOSP NITAVL MAIN AUX STATUS 

00~000 2 0 21 $ 137 000023 WRITE 1 000000 OIOU 7 000001 0 007010 003310 I 0 ooo::o 2 0 23 ·S 13• 000023 WRIT£ 1 0000-00 010117 000001 2000 007010 001'30 I 0 001560 2 0 25 s 137 0000:13 WRITE 1 000000 OIOU6 000001 120 007010 003070 I 0 OC0,60 2 0 23 s 13• 000023 WRITE 1 000000 010516 000001 1510 007010 001570 1 0 occo•o 2 0 26 s 137 000023 WRITE 1 000000 OIOU5 000001 210 007010 001350 1 0 OQC~OO 2 0 23 s 13• 000023 WRITE 1 000000 010115 000001 •O 007010 001110 1 0 oou ao 2 0 21 s 137 000023 WR!.TE l 000000 0101 u 000001 JOO 007010 002'70 I 0 000310 2 0 23 s 13• 000023 WRITE l 000000 01011' 000001 1110 007010 001170 I 0 000700 2 0 21 s 137 000023 WRITE 1 000000 OIOUJ 000001 310 007010 002210 I 0 0015•0 2 0 23 s 13• 000023 WRITE l 000000 010113 000001 700 007010 003050 I 0 001700 2 0 21 s 137 000023 WRITE l 000000 0108'2 000001 IS•O 007010 OOJ210 I 0 0011'0 2 0 23 s 13• 000023 WRITE l 000000 010123 000001 1700 007010 002•50 1 0 oc11•0 2 0 21 s 137 000023 WRITE l 000000 OIOUI 000001 lHO 007010 003230 1 0 001S20 2 0 23 s 134 000023 WRITE l 000000 010122 000001 1720 007010 003030 I 0 001000 2 0 21 s 137 000023 WIITE l 000000 010151 000001 1520 007010 002310 1 0 001600 2 0 2J s ll• 000023 WRITE 1 000000 010121 000001 1000 007010 003110 1 0 001020 2 0 21 s 137 000023 WRITE 1 000000 010'50 000001 uoo 007010 002330 I 0 oocno 2 0 23 s 13' 000023 WRITE l 000000 010120 000001 1020 007010 002230 I 0 0002'0 2 0 21 s 137 000023 WRITE l 000000 0106'7 000001 720 007010 001550 I 0 00l200 2 0 23 s 13• 000023 WRIT£ l 000000 01 OU 7 000001 2•0 007010 002510 1 0 000•20 2 0 21 s 137 000023 WRITE l 000000 OIOUC DODOO! 1200 007010 001730 1 0 000520 2 0 23 s 13• 000023 WRITE l 000000 0101 II 000001 •20 007010 002030 1 0 001'20 2 0 21 s 137 000023 WRITE l 000000 OIOUS 000001 S20 007010 002730 I 0 000460 2 0 23 $ ll• 000023 WRITE l 000000 010115 000001 1'20 007010 001770 1 0 001010 2 0 2' s 137 000023 WRIT£ l 000000 OIOU• 000001 AIO 007010 002370 1 0 000200 2 0 23 s 13• 000023 WRITE I 000000 01011' 000001 1010 007010 001510 I 0 0007'0 2 0 21 s 137 000023 WRITE I 000000 0106'3 000001 200 007010 002250 l 0 001710 2 0 23 s 13• 000023 wRITE l 000000 010113 000001 7'0 007010 003270 1 0 000760 2 0 21 s 137 000023 wRlTE l 000000 OIOU2 000001 1710 0-01010 oon10 1 0 
0012'0 2 0 23 s 13• 000023 WRITE l 000000 010123 000001 710 007010 002550 I 0 000020 2 0 ZI s 137 000023 WRIT[ l 000000 OIOU 1 000001 12'0 007010 001330 l 0 
000500 2 0 23 s 13' 000023 WRITE l 000000 010622 000001 20 007010 002010 I 0 ooouo 2 0 21 s 137 000023 WRITE l 000000 010151 000001 500 007010 001750 I 0 
001340 2 0 23 s 13• 000023 WllTE I 000000 010121 000001 uo 007010 002150 1 0 
0001'0 2 0 21 s 137 000023 WRITE l 000000 010150 000001 u•o 007010 001'50 l 0 
000110 2 0 23 s 13• 000023 WRITE l 000000 010'20 000001 1'0 007010 001'70 I 0 ooouo 2 0 21 $ 137 000023 WRITE I 000000 0106' 7 000001 110 007010 002150 I 0 
001320 2 0 23 s 13' 000023 wRITE 1 000000 010117 000001 uo 007010 002130 I 0 
000510 2 0 21 s 137 000023 WRITE l 000000 0106'1 000001 1320 007010 002070 I 0 
OOIUO 2 0 23 s 13• 000023 wRITE l 000000 010111 000001 510 007010 002750 1 0 
000100 2 0 21 $ 137 000023 WRITE I 000000 OIOUS 000001 l"O 007010 002110 1 0 
001260 2 0 23 s 13• 000023 WRITE l 000000 010115 000001 100 007010 002570 1 0 
001100 2 0 ZI s 137 000023 wUTt I 000000 OIOIU 000001 1210 007010 002'10 1 0 

Figure 8 
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... 0-0 .... 0-0 
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HP3000 II! HEl<ORY OUHPC 00. 05 or SYS vu c UPOATE £0 fIX 20 DUMP TIME 2/09/13 .. 5: DIAM 
1Cl HEWl.[TT•PACKARO CO 1910 

SEG REI. 
c~ 
C,j0444 

AOORESS 

Cl6525 
016361 
rl, 5 JC., 
016143 
016107 
011066 
016037 
016024 
015604 
015550 
O:S527 
015500 
015457 
0154'4 
01542• 

SCG R(I. 
08 
000600 

BANK 

4 
4 
I • • 4 
4 
4 
4 
• 4 
4 
4 
4 
• 

JMAT 
!NOCX 

I 

000511 
000001 
COCO OJ 
000000 
000002 
000004 
oooou 
000014 
00003 l 
000002 
000004 
000002 
000000 
000000 
000000 

•••••• 'tt£SENT STACXS •••••• 

l'CSX AHO STACK HUK£RS FOR OST !JO I PCB 2' J 

JPCNT 
IHOCX 

2 

DEi.TA P 

004706 
004170 
CClSlC 
001010 
00122• 
001104 
000635 
004017 
001010 
00122• 
001104 
00122• 
000614 
000247 
000000 

• • • • CURRENT PROC(SS • • • • 

JOI INPUT 
I.CG DEVI 

20 

STATUS 

1'0035 
140035 
I &CJ Cl 
140430 
142430 
110430 
1'2 430 
140301 
140430 
1'2 430 
1'0430 
142430 
140430 
1•0301 
140043 

JOI OUTPUT 
I.CG DEV I 

20 

OHTA 0 

0001 U 
000007 

ggg~g: 
000021 
00002 7 
000013 
000220 
000034 
000021 
000027 
000021 
000013 
000020 
000004 

JOT OST 
IHOCX 

123 

SEGM£NT 

JIT OST 
INOCX 

122 

35 A80~TOUHP 134 J 
35 ABOKTOUMP 134 l 

JDS USES Sff:it1£?il 
JO O!RC 1261 
30 OIRC 1211 
JO O!RC 12fl 
JO OIRC 125) 

JO! USU S£GM£NT 
JO DIRC 1261 
30 OIRC f 211 
JO DIRC 1211 
JO DIRC 121J 
30 OIRC 1211 

301 USU '5(GM(NT 
. 43 HORGU( 142 J 

Figure 10 

JOB TYP[ 
1$56 

OUPl.ICAT 
YES 

Of'fS[T /PROCEDURE 

INTERACT 
YES 

!NIT Q. 
004575 

HOO/PRODUCT 

PAGE 

JCUT 
!NOEX 

0 

w 
l.O 
I 

I\) 

I-"' 



H-AM FILI IAOLAIU PUl.GOUTZ 

IAOLAIEL 0 
- STT COOE lllTllY SH 
IADLAIEL l 0 0 
FOP[llo lC ? 
XCONTRAP 15 ? 
DU£CSCAN 11 ? 
FCONTWOL 17 ? 
Pl[NTF[L(lNFO 20 ? 
SORTlHrTlAL Z1 ? 
ASCII Z2 ? 
SORT OUTPUT 23 ? 
oun z4 ? 
SORTEND 25 ? 
"UHT 21 ? 
FCLOS[ 27 ? 
TUM[ NAT[ JO ? 
NOT AP( 2 0 1 
••ncF sis. FHTIY _____ l 102• 1..lll 
lxciiAiiGlDS- - l 
LUM 32 ? 
ATTACH[O 33 ? 
l(LSIR 3& ? 
RESETCRITlCAL •35 ? 
OASCII 31 ? 
rwarTt 37 ? 
UTCIUTrCAL CO ? 
GET"VOLUM£"TAIL & 3 .... S 3US 
GETS IR •1 
GtT'GROUP 5 313C 313C 
MOUNT &2 
OISl<OUNT '3 
CH(CK'FSPAC["TA I •203 •Z03 
CH[CK.OFSM 1 4337 4337 
LOAD 'DSEGS 10 47'1 C751 
GETDSEG , .. 
LOADPWOC 45 
GETUSUMOD( 41 
LOAD DSlGS. ACIAI 11 41'1 4157 
CONTIOL'Y 12 1030 1030 
RISITCONTIOL C7 
MIHSTACK 13 10ol3 IOC3 
SIG'4£NT LENGTH 1120 

PRIMARY DI 
SE CONCH Y DI 
TOTAL 01 
ELAPSED TIME 

130 JHJTIAL STACK 
CCC3 INITIAL DL 
4573 MAXIMUM DATA 

OO;OO:OC.8 .... 

Fi~ure 11 

lCCO CAPAIUJTT 100 
0 TOTAL CllOE 1120 

UIU TOTAL HCOllOS 10 
PllOCISSDI TDC OO:OZ.S03 

PAG[ 0021 IAOLAl£L IADL.AltL <2. O> Procedu• PROCESS. ENTRY 

0107IOOO 00254 4 • L.AST FJU: IS 
01017000 00211 & ASSEMIUIDUP.NOPI: 
01011000· 002S7 • MOVE •.• r1u. NAM(. 1211; 
01079000 00272 4 SCAN a UNTIL • •. l; 
01010000 00274 4 UH • TOS • llllU": 
01011000 00:71 & ,.?HT(IUFf .·Lh.Z40). 
01012000 ooJoJ ' uwoas·FouNO :• nut: 
OlOllOOO 00305 4 ENO. · 

• 1.2; 

01014000 00305 3 HOVE FJL[ .. NAM[ :• • 0 .2: MOVES :• '1U'llAM£.1211: 
01015000 oono J HOV( nu "NAM[ • IENT .111: 
01011000 00~24 3 SCAN FIL£" NAM£ UNTIL " ". l; 
01017000 OOJZ7 J MOVE a :• " ".2: 
01011000 00335 3 ASS£MIL£1DUP.NOPI: 
01019000 00331 J MOY[ a :• GIOUP"NAME.111: 
01090000 00341 3 SCAN a UNTIL " •.I; 
01091000 00343 3 HOV[ " ·• ~ ".2: 
01012000 00351 3 ASSEHIUIDUP.NOPI; 
01093000 00352 3 HOYE a ·• ACCDUNT"llAME.111: 
OIOUOOO 00355 3 
01095000 00355 3 HOV£ ADISC"ADDR :• [llTt•l.121; 
01096000 0031Z 3 VTAI. INOX · • 0A1. (0: I I; 
01097000 00395 3 IF VTA8°%NOX > 255 THUi LDEVl :• 0 
01091000 00~70 3 ELSE LDEY2 · • LUlllYTA8" [llOX .MYTAIXJ:. 
01099000 00400 l IF «NOT» C:HECK "LDIVI LD£Y2 I THIN HGIN 
01100000 00.0S 4 TOS · • Sii: 
01101000 00406 4 R£LSillS 11<J. 
01102000 OO•CJ 4 << R£S£TCRITICA~IOI; >> 
01103000 00407 4 CLEAR8UH: 
01104000 00422 & HOYE HUFF :• "tHYALID YT.lllNOX FOR: ".2; 
01105000 00443 & ASSEM8L£1DUP.NOPI: 
01101000 00444 • HOvt • :• rur·~.1211: 
01107000 00447 & SCAN a UNTIL • ".I; 

:tt::::: :::~~ : ~~~11+i.~~~.:1.r:~~~~i. 
0 UlOOOO 00'60 & [UDRS. 'OUNO : • TRU£; 
1111~ggg &&lli l << iMb GQ TO GEJ•tQST· » OUtTl1G12J· 
01113000 00414 3 
01114000 00464 3 
0Ul5000 00.411 3 
01111000 00502 3 
01117000 00501 3 
0 UHOOO 00508 3 
01119000 00512 • 
01120000 00527 • 
01121000 00555 ' 
011%2000 00551 • 
01123000 00511 • 
01124000 00513 • 
01125000 00515 ' 
01121000 00572 • 
01127000 00573 ' 
01121000 0057& ' 
01129000 00571 ' 
011.30000 ooaao ' 
01131000 OOIO I 4 
01132000 00101 3 

L.A8£L • LDEV · • LD!V2 ; 
ATTRET : • ATTACHIDll.1)£V2. 0. 0 ,f"LAIEL.O .121.DAl. ti: 11.DAZ .11: 
IF ATTl. (I: 11" • l THUi GO TO GOOD' ATTACMIO; 

l' ~m.m: ~ • m Tllfll 1£G111 

[llO: 

MOY£ HUH : • • IllYALID DIRECTOIY 
ASSEMIL£1DUP.NOPI; 
MOY[ • : • nu" llAH[. 1211; 

~~~N.: ¥~~%~ . • ~;i~ 
,.[NTllUFF .-Lf:.uo1; 
TOS : • Sii; . 
1£LSill•.a1: 
USETCIITICALIO I; 
EUDIS. FOUND : • TRUE; 
GO TD GIT" LOST; 

Fi~ure 12 

ADOllUS FOR · •, 2; 

w 

"' I 
l'J 
l'J 



M'3000 IU "'-y DUMPC 00.05 OI SYS YU c Ul'OATI (0 nx zo GIMP TllC Z·/Ot/13. Z:ZIAM 
ICI ll(Wl.lTT•,ACU•D CO. 1110 

RHISTUS 

'AGE Z 

·································································································································· .. • DATA U-NT • CCO( U-NT • MISC(LLAll[OUS • STATUS •· 111201 • IS• • 000300 SUUS 30133 • ..................................................................................................................................... . . . . 
DI IAllll • 000005 : " • UHZ3 : X 

DI • 173023 • P . • 11'1<10 : Cill 

S IAlllC • 000005 • Pl. • lUU2 • 11111 

• 000000 • 

(40000!: 

• 000000 • 

MODI • "IV 

INTtHUPTS • Oii 

TRAPS • Oii 

RUll/HAl.T 

: 110 

• cs•o 
01. • 171167 : PllAlllC• 000007 : : STACK OP • I.EFT : l'AIUTY 

0 • 173031 : 11'•,.I• 000015 : : OYUFLClW • OFF : ll'OW(llfAU 

• HAI. T 

• OI' 

• OIF 

• OIF 

. °'' 
S • 173031 • • • CAHY • 0,, • l'OWUOll • OFF . . . .• 

STACK OVll . °'' 
lllDS OVll /UllF • O" 

VIOi. CCOI . _, 
DISAIU ATN • ON 

: Z • 171213 : : : COllD CCOE • CCE : OISP FLAG • OFF , 

• • • • U-NT t • ~ • ICS fl.AG • Olf • .. ·····················································-············~ ........................................................... . 
rtXED I.OW ICMOllY 

IAODR 01 CDDE $[GM(NT TAIL( POINHR 030110 

IAOOR 11 UT[llD[D CCO[ $(-NT T.1.81.f POlNTU 000300 

11.DO• :1 OATA S(GM(NT TAIL( POillT[ll 024UO 

IADDR ll l'ROCUS CONno1. noc:K IASE 037510 

IADDR 41 CUllRENT l'CI POINTU 11412111 

IADDR 51 INTUllUPT. ST ACX IASE IMlllll 

IADDR ti INTURUl'T STACK LIMIT IMZIOI 

IADDll 71 INTURUPT MASK 017IOO 

1•00• 101 DU IAllK 000000 

iAODR !•) OllT AOOR DODOOO 

Figure 13 
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HP3000 III Ht:HORY OUHPC 00.05 OF SY$ VER C Ul'OAT[ [0 Ftx 20 _, TIME 2/10/13. 3:31PM 
(Cl H(Wl£TT•PACKA•O CO. 11&0 

PAG[ 

HGlSTUS 

................................................................................................... ··············· ................. . 
• OATA S[GIO(NT • CCC£ SEGIO(NT • MISC[LUN(OUS • STATUS • %11075 • IH • 000303 SO!ES 30/Jl • .......... ············································································· ............................................ . 

01 IAMK • 000000 • ,. • 13511' • x • 177751 • MOO£ • l'lllV • •UN/HALT • HAt.t STACK ov• • OFF 

01 • 001000 : P • 1'0021 : Cl• • ~: lNT[llRUPTS • OH : lWO • OH lllOS OVW/UNF • OH 

s IANK • 000000 : 'l • 11J723 : Mt• • 000000 : TIA,,S • °'' . cs•o • °'' VIOL. CCO( • NON( 

Ol • 177777 • PllANK• 000000 • • STACK OP • LEFT • PU !TY • OFF OlSA8l£ ATN • ON . . . . 
Q • 041554 : ( '•'9 l • 00%705 : : OVEJt,lOW • O(F : 'CW(R' AIL • Ot"F 

S • 0' 1131 • • • CAaay • O!Ff • l'OiiilEJtOH • Of'F 

• 042552 • • : COllO COO( • CC£ : OISP FLAG • OH 

........ ··-·· ...... ·-· ................................. :.!!~~!. ! .. : .. ?: •• :. !:! • !~~~ ... :.~ .••••............•.........•.............. 
'AUSl INSTRUCTION tN Clll 

'11£0 LOW M£HOllT 

IAOOll "Cl C:OOl S£GH€NT TAIU: POINTU 03005• 

tAOOll "· 11 UT£ll0£0 COO( $£GHENT TA&L( POlNT(ll 000303 

IAOOll 'l.21 DATA S[GMOT TAil! l'OtN.T!ll 02•05' 

IAOOti '\.31 '110CUS C:ONTIOL ILOCll IAS! 037'5• 

(AOOll '-'I CUH(NT l'CI POINTU --IAOOll ··51 INTlHUPT ST ACK IA$[ 0'155• 

IAOO• ~II !NTEllllUPT STACK llMIT 0•2552 

(AOOll '\.71 INTUIUPT MASK 00110 

IAOOI 'l.101 DllT IANK 000000 

IAOO~ "·111 on M>Oll 000000 

Figure·l4 
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Sf 
0 .,_ 
&U 
:ic-

I 
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; 
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= 0 . . . . 
: . . 

.. ... .. .. ... 

!:: : ... .. 
i .. . 

MICJCJCJC 
N>CJCICJC 

0 .. •NM• 

!J ... 
~ .. 

> 
9 

.. 
::> ... .. ... 

0000000 

.. 0 0000000 

... 
"' a 
" .. .. 

.... 
wz 
tLU .. 

> 

9 

0 0000000 

: ::- ~;;~~~:!!"? 
N N_.MNrt-•rt 
0 00000\:00 
0 0000000 

~ ggggggg ....................... . . ..... . 
g ggggggg 

00000NN ............... 
.... NNNNf'ofN 

0000000 
0000000 
0000000 
0000000 
OOOQOOO 
0000000 

""'" ...... o NOMO.,.N,.. ,..., ........ a ... ~ ............. .... 
•000000 
000-0 ...... 

o ...... a ... oo 
0000000 
0000000 
0000000 ggggggg 
a ............... ... 
0 

~ 

" DnnM .... NM 
N ONrlNNNN 
0 NOOODOO 
0 0000000 8 ggggggg 

oaooooo 

QJ 
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HP3000 III H[~Y OUM'C 00 05 Of SYS VU C ~POAT[ £0 '41 20 DUMP TtMt: 2/09/13. I: 3:AM 
IC I HEWLETT• PACKARD CO 1910 

on NO 41 

1021757) 
1021717) 

0 ~2H7 
0 022717 

000000 000000 OOCOCO OOC:lu:l 000000 000120 000000 000000 
000000 000000 000000 000000 000000 

CONTaOU(I UROll STATUS • 000000 

TYPt 24 SUITYP( 0 tMAGN£TlC TAP( UNIT I • 

UNIT 0 LOGICAL DtV 7 rLAC:S • 002000 ll(JT OIT • 000000 Ol TP • 177450 ll 1' • 05'547 ICOP • OOCOOO 

on NO .. 

DIT 
IC2177&1 
, c:zoo.& 1 

0 02277& 
0 023004 

!MAGNETIC TAP[ UNIT I 

UN!l 1 LOGICAL DEV I 

OI.T 
10220101 
10220201 

0 023010 
0 023020 

(MAGNETIC TAPE UNIT) 

UNIT 2 LOGICAL OEV S 

DIT 
I 022024 t· 0 023024 
I 0220341 O 023034 

IMAGN[TlC T.,P[ UNIT} 

UNIT l LOGICAL O(V 10 

DlT 
I 022040 I 0 023040 
1022050 l 0 023050 

(SYSTEH DISC! 

UNIT 0 LOGICAL DEV l 

DIT 
1022054) 0 02305~ 
10220141 0 023C6' 
102207' l 0 02307' 
10221041 0 02310• 
1022:1• 1 0 02311' 

002000 000000 000000 040007 177&50 054547 oooooc ooootio 
000000 000000 000000 000000 

TYP( 24 S:.liTYPl 0 

flAGS • 002000 NUT on •OOODOO· DLTP. 177&50 IlTP • 054547 

002000 000000 000000 040410 177450 OSA5'7 000000 000000 
OOOQOO 000000 000000 000000 

TYP£ 24 SUITYP[ 0 

r LAGS • 002000 NtlT DIT • 000000 . OL TP • 177450 IL TP • 05•5'7 

002000 000000 000000 041011 177'50 054547 000000 000000 
000000 000000 000000 000000 

TYP£ 2' SUITTPE 0 

r LAGS • 002000 NUT OlT • 000000 OLTP • 177450 ILTP • 054547 

002000 000000 000000 041412 177'50 05'547 000000 000000 
000000 000000 000000 000000 

TYPE 0 SUfTYP[ I 

ruos • 0•0010 MOT DlT • 000000 OLTP • l'.'7&10 ILTP • OS.&7>~-

040010 O:JOOOO OU240 040001 177410 0541'5 000000 000000 
OUIOO 0'4740 ~~~:~~ lf~~~ 001!077 OOIUO 03U'6 000001 
000001 0000006 ·i 000077 00107 000000 000000 
000000 000000 000000 ooc;;oo 000000 000000 000000 000000 
ijQOOOl 000000 103043 000000 000000 

Figure 16 

ICOP • 000000 

ICOP • 000000 

ICOP • OwOOOO 

ICOP • 044240 

,AGE 17 
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llP3000 Ul IC-Y OUMl'C. 00. OS Of SYS VI c UIOATI 10 nx 20 DUMP TllC 2/ot/13. 2; UAM 
ICI MCWUTT•,ACKAAO CO. 1110 

HGHTUS 

, .. £ 

.................................................................................................................................... 
• DlllA Sl-llT • CCO( Sl-llT • NtSCELl.All(OUS • STATUS • IAZ•U • tsl • 000000 SUtES 30133 • .................................................................................................................................... . . . . 

Oii IAllA • 000000 ,. • 017'23 • 

• 02703 : Clll 
• 000003 : "°°' • HIV : llUll/llAI. T • llUll STACK OVll . °'' • t:ii.U5ll : IllTUllU'TS • ON : 1110 . °'' IMDS OVl/UIW • Off DI • 000000 : ' 

s ...... u 00000• • , .. • ~011• • 11111 • 000005 : TIA'5 . °'' : csao . °'' VIOi. COOE . _, 
01. • 010•'7 -llA· 000005 • : STACK 0' • &.EFT : 'AUTY • Oll'f DlSAll.E ATll . °'' 
0 • 01201' : IP•'ll• 020220 • : OVUfl.OW . °'' : -·"'11. • OFF 

s • 01201' • : CAHY • ON : llOWEllON . °'' z • 021'73 • COND CCOE • CCI. • DlSP fl.AG . °'' 
• ll-NT I • S3 • ICS 'I.AG • Off ····························································································································· ...... . 

ftllO I.OW ICl«llT 

tAOOR '·01 ccot StGMENT TAI&.£ l'OtNTU 000000 

tAOOR "II OTlNOtO C:COt S(-NT TAIU l'OlllTU 000000 

tAOOll ·.z1 DATA SEGMENT TAI&.£ l'OINTU 02'110 

tAOOR ,31 PROCUS COllTllOL ILOCK IASE 037510 

·IAOOll"·'I CUAllEllT l'Ct POlllTlll ~0070 

tAOOll "SJ ?llTUllUPT STACK IASE 041110 

tAOOA 'II INTEllllUPT STACK 1.lMlT MZIOI 

IAOOll·.71 lllTUllUPT MASK Ol7100 

IAOOll '.101 OllT IAllK 000000 

IAOOI . UI oat AOOll 000000 

Figure 17 
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CONCEPTS OF TAPE MANAGEMENT IN THE HP3000 ENVIRONMENT 

Joerg Groessler 
Ingenieurburo Joerg Groessler 

Th-Ui p11.rue.nta;tl.on deAcM.bru .the h-U..tOJty a.nd c.onc.ep.t 06 a.n au:toma;Uc. .ta.pe 

ma.na.gemen.t 4y4.tem. The phil.o.&ophy a.nd pM.nc..i.p.lru c.a.n be WldeM.tood bru.t 

by 60.Uowln.g owr. long a.nd .tough wa.y 6Mm a. 4.i.l'!gle-U4eJL a.nd 4.i.l'!gle-.ta.pe 

4f/4.tem .to a. b.i.g . .i.n.6.ta.Ua..t.lon w.lth 4eveJLe pJLOblern-6 ·.i.n VP a.dmln.i.4.tJta..ti.cn. 

TheJLe60Jr.e I wa.n.t .to d.i.v.i.de .the .&.tOJty .i.n.to 4-i.x pha.4u,, ea.ch one .1Lep.1Le-

4en.t.i.l'!g one 4.tep .tolAJilJr.d.4 a. 6U.Uy a.u.toma..ted a.nd qu.i..te c.om6o.IL.ta.ble .ta.pe 

mana.geme.nt .&y4.tem. 

PHASE 1: No TAPE MANAGEMENT 

This is the typical starting phase after installation of the new HP3000 
system. The characteristics are: 

- One account besides SYS and SUPPORT (names like ;GEORGE.TEST' are 
rather common). 

- One tape, used every day for a full SYSDUMP (takes only 5 minutes ••• ) 

- Everything is in order (manuals - if existing - are stored properly, 
the only tape can be found on the desk of the DP manager - everybody 
knows that ••• ) 

duration of phase 1: normally until 3 days before the first HP training 
begins. 

PHASE 2: A SIMPLE MANUAL TAPE MANAGEMENT 

After the first user (do we really need them ??) complained that a very 
important file was lost because the STORE tape ha.d been overwri ~'.ten 
(some users.have started procedures in addition to SYSDUMP, they call 
that 'backup') the DP manager decided that all tapes used should be 
written into a list. 
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This is the point where more than 20 tapes are used periodically and one 
person can hardly remember what is stored on all these tapes. A typical 
layout of a simple tape list can look like this (for better identification 
tapes get a unique number which is written on a label on the tape reel): 

lfAf_~_t__ detfe.- vies cl' 

1 3/28/1.S- sow12. fies of f\J6 ./\CC..'t-1 

3 3 / zc1 /15 SY SJ)vN.P 

As an additional feature, labels can be put on the tape containing more or 
less comments ('all files which I have modified today •.• '). The SYSDUMP 
now takes one hour and therefore is only performed once a week. After the 
first parity error during RELOAD (Mister Smith used an old version of a 
privileged program from the CL and crashed the system) an alternate tape 
set is used so that always two full SYSDUMPs are available. 

duration of phase 2: some more weeks 

PHASE 3: A MORE INTELLIGENT MANUAL TAPE MANAGEMENT 

Once a user asked: "I lost a file, and after RESTORE I found a version 
within my group which must be at least two weeks old. Where can I find 
an actual version of this file ?". 

It is obvious that the tape list of phase 2 contains not cnaugh informa­
tion to satisfy requests like this and others. The DP manager therefore 
decides to enhance his manual tape list (also the appearance became much 
better now): 

tape # function user name date comnent 

1 .STORi:.. TE~·1. ACCr·1 3//o)lG Pa.yr-el) so ... 1 rl!. e.. 
"V 

pro ~raws 

iO .s: )'s.:Vu MP PVB . S'!.S 3/11/l6 LJeekl; S'YSJiv MP 
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PHASE 4: A COMPUTER SUPPORTED MANUAL TAPE MANAGEMENT 

Phase 3 lasted for several years. But then the need for a computer supported 
tape management was discovered. The main reasons to write a program for tape 
insertion and deletion from a list were: 

There were more than 500 tapes handled (STORE, SYSDUMP, non-Store tapes). 
Of some tapes it was still hard to say what was on them (the operator 
sometimes forgot to write them into the list). Tape management took a 
considerable amount of time of the operator (30% and more). 

There was still not enough information in the list. The list itself was 
not enhanced to avoid an increase of the time the operator had to spend. 

There was still no information about what files were stored on STORE and 
SYSDUMP tapes. 

It was not understandable why the computer's administration should not be 
supported by the computer itself. 

A program called REPPROG was implemented which created and maintained a tape 
list much more precise: 

T-• CIHTlON D'IJtY CROUP •CCDUNT Ftl..IHMIH .. _ ....... - .. ---------·----------... ------·---... --......... ___ .. __ .., __ .. ____ .,. ......... _______ .................................................... .. 

15•04 ... 12 

l:S•H ... H 

oa-H ... ft 

10-04 ... 12 

1'-tt-t2 

lflIH 
WIISI 

ICLAllll 
ic:L1ui1S 

IRAUHI 
BHUHJ 

IHTIL 
INTEL 
1.0UIS 
LOUIS 

9111DEH 
llllOIH 

&:LilCTltGM 
ELEKTIOM 

ELHTRON 
EL£kTRON 

ILEICT'ltON 
ILHT'ltON 

ICUH 
lt'Ull 

••• ••• 
WERKST 
WIRKIT 

••• IAtlCllOI HtlCllOO IHICUH HSICURY IAtJFl.00 IHIFLOP Hlwli..MO IM:IUJl't.MO 
IFOtoU lflfURU iFOZH 8Fl9080 IFliOHO IFIUH IFI 8941,0 IF I Ft.OP iFIFLOflO 
Bl'IURLA IPIUIH.IAO IF1Zlt B"ZIOO CHARDE' CHlllROIFO HEXCOO HEYICOCnll 1..idlUt 
L•HOI ~llH£SS l.Ai'1PT l.MiOPTI "'"'" "118&01 .... ""uihll l'lt.•t 
Jitl#lltOI ..... "1."lOI "U:ZPR llU2PROI "LAl l'U.11301 I'll.•• o'ILlll .. 08 ..... IK.111501 nt.•6 "'Lllllilll ltOHIU•O l'tOHlHl6 fltHt t1HtCI :tftU 
l'tll201 ltEGMtll llUCY;,14P tUPEH TSIO •H •£12 diLM wiRlllJZilld 
Zli.ICHIJI ZllCNCHO 

iiiTHQI HTAllfllH COMP Ci)HRtP CilOL EIHTON FILTRI FIR FllUHll 
~ENH UIRIS ITH k:l.Jll:R •• l.ETZTOPT i..OC I t.OC2 1'10~0 

OPTtZ OPTl6 OPT'4 OTTO "' 
,,. iUH 'lJMU UIUNT 

:lPIC iPECTIUfll ~Pll•UtCH TlHlta TIH"4 TRllfll""i U;FUNli: Y(RSllCH ZL&:T:T 

SCDDUM. ... ClllTI" DRIHRIG OltlZjllljlllffZ OTIREC OUllfllLICD UtlTMH UUTWH 
1.CllOC t.OAOH 1,,01110, MONITOR GRU71t OH7tt PUNCN llUM,i'lllt till:U 
lil'AECL. KlllliCL.PM 

"" 
SHU.SU l"J03 IH'SPL IMSPLI l"TllllCIH 8''7A8LE Bf'IUSERl C14SUl'I Cl-ISU!'tS 
COHaTEHJ COMTMOD INiTTIL U&CllH l:T&CJO RTliYS RTINJCJll UWYS T/•11lO:.i1h.ot 
T"ODC:JO 

SC, ILE BEIHC:Q BLESH SAECHQ COMTHOD Ot111TSIU14 OATSANi 01H1.a"i Ol.ESEQ 
ORICHH OSCMt.9 ou"o 0\IRI 19 E:EtHGH EEJHCQ Ek:OHP EkORH ELiUP 
ELESEll ERICH IQ UECHH £REC.MIEQ c:iaEHOQ C8f'LKDQ CHLklQ ,.ESO.ahli Cii~ATE<l 
~ESOATSQ CESl.£S4Q CESLE.U:Q GUI.USG ~RECRQ CURt.IHQ IUG• Ml !Jiiii '111)"" 

Ml ONE NfllM Jot1 CWE J"lt ow "I iJWE PH'5A '"'"" "l!W 1"1]'5M 
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TRAW9 TRtlllMSe 



40 - 4 

And this was the method of REPPROG: 

After a STORE or any other tape write operation had been performed, the tape 
was mounted again and REPPROG was started. The tape was entered using a 'NEW 
TAPE' conunand and then REPPROG read the directory of STORE and SYSDUMP tapes 
to get all filenames stored on the tape. 

Very useful was an inquiry function, where the user could specify any 'wild 
card' filename and REPPROG listed all tapes and the date of their creation 
where this file could be .found: 

••• PHCE 1 ••• ri,;T£1 25-0J-QJ 

FTLEHAl1E CROUP ACCOUNT ON TAPE CREATED 

---------------------------------------------------· LPROT CLE11EHS PRZ 7J 31-10-80 
LPROTISS SOURCE PYSOFT 12 19-06-80 
LPROT20S SOURCE PYSOFT 12 19-06-80 
RTl1LPROT RTl1YERB SOURCES 64 23-02-81 
YLPROT PUB WERKST 180 23-04-81 
LPROT18S SOURCE PYSOFT 152 16-06-81 
LPROT20S SOURCE PYSOFT 152 16-06-81 
LPROTISR WIESE PRZ 45 14-08-81 
LPROTl8S WIESE PRZ 45 14-08-81 
LPROTJ WIESE PRZ 45 14-08-81 
LPROTENT BERNO PRZ J8 14-08-81 
LPROTSPC BEP.H[) PRZ 38 14-08-81 
LPROT REIHER PRZ 34 02-09-81 
NLLPROT REINER PRZ 34 02-09-81 
LPROT REHBEIN PEARL 523 09-09-81 
HLLPROT REIHER PRZ 58 25-01-82 
CMOLPROT BERLIN PROJECT BOJ 25-11-75 
COMLPROT BERLIN PROJECT 803 25-11-75 
CILPROT BERLIN PROJECT 803 25-11-75 
LPROTABS BERLIN PROJECT 803 25-11-75 
LPROTCJO BERLIN PROJECT 803 25-11-75 
LPROTJ SEP.LIN PROJECT 803 25-11-75 
LPROTHS BERLIN PROJECT 803 25-11-75 
LPROTS BERLIN PROJECT 803 25-11-75 

The disadV<"'tage. of REPPROG still was that there was no possibility to enter 
tapes into the tape list automatically when they were used. So tapes were 
still not regist~d because someone forgot to run REPPROG after tape usage. 
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PHASE 5: UTM, THE FULLY AUTOMATIC TAPE MANAGEMENT 

It took years until the problem of automatic tape management was technically 
solved. 

No problems with STORE and SYSDUMP: UTM can start the function by using the 
COMMAND intrinsic for STORE and RESTORE and CREATE for SYSDUMP: 

UTMSTORE 

UTM 
'STORETAPE' 

STORE 
Function 

UTM 
'STORETAPE OK' 

No possibily however existed for managing tapes used by programs (like FCOPY). 

Early 1982 I invented a method which is common on e.g. IBM systems but hard 
to implement within MPE: intrinsic trapping. It works as follows: 

A user-written FOPEN and FCLOSE is called prior to the real intrinsic call. 
This special FOPEN now decides whether or not the FOPEN affects a tape and 
whether or not this tape has to be put into the tape list: 

exit 

--~=: _ _t-:__ ----
! ADJUST FDPEN I 

1<e-----~METERS 
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The handling of UTM is done by UDCs for STORE, RESTORE and SYSDUMP and by 
a slightly modified FILE command for the tape file equation: 

: UTMSTORE "T34778 ;FN ;NOTL ;EXPDATE=3/26/83 ;@;@:@;*T ;SHOW" 

In the example above a UTM Store command is performed for tape number 34778, 
the filenames are put into the database, no tape labels are generated and 
no further write operation will be allowed for the tape until 28-3-83. 

:FILE T=T34778;DEV=TAPE 
:FCOPY FROM=*T;TO=MYFILE 

This example shows how to access the same tape in an FCOPY operation. 

The reports printed by UTM contain more interesting information than those 
created by REPPROG: 
G)- FR - free, STOL - STORE tape entered manually, STOK - UTMSTORE tape 
~- VS - version of the specified qualifier, based on creation date 
Q)- USAGE - incremented by one each time the tape is accessed 

••• UT" Y.1.1 ••• t3.llSJ'tJ 

T .HO STfllT tUM.1'1H ¥t UtACI ORGOATI CRHT01U! IJCPIR't GaOUP llCCOUNT PILlMflflll -----·-·-··-----·------------------------------------------------... ·---------------------··----------·---------
1 STOIC NSYSOU,., 1 • 11.121.111 01103183 01103.113 UTftOIRO IJO "OMTHLY HCICUP CS'l"SDUJllPl, UPI 1 <• RHLS) 

PUO !JO ADRK ADll:LJST AOltLISTS DSMOLS E!'l.PI. F'ti..!COlt 
F!L£(1J"S REPPROC ltEPPRQGS 

••• ACCTI CEH£RI.C 101..EOOKU IDL&:REPO IOLERIP9 !OLIS TM:i:tnlN 
T"9"0Mlllt 

2 STOIC NSYSOV"" ' J 02101.IH OtlU18J otl"03.113,. UTMOEMO JJS:, NONTHLY BlllCkUP {:IYSOURP), UtPE ;2 <• ilUL:I' 
Pua IJO AOH: AORLJST AORLISTS DSMOl.S El<Pl. FtLECOrt 

F 1 LE COM REPPROC REPPROCS 
PU• lllCCTI CEMiRfC lOLEDOkU JDUH:PD JDUHPS 1£)Ut Tl't;ilUlH 

TNS1'0141U 
l STOIC WS''l'SDU"'P I ' ''"°'".' OS/03.IH os ... t CVH PU• ... WEEkLY IACKUP '<SVSDU..,.>, UPI t (4 REELS> 

<s/ 
CROUP I lllCCTI AEPPROC ltEPPROCD RiPPROlla TIUlflS TMH5l T"'liol 

©--/ @/ TH$1"' TN$2 TNS2,<I T"i2.H T"Sl T"C" 
THtCOHF' T"SOOC T"SOOCU TNliJ 

PUI lllCCTI ot:IOAIC HTCNJI UTCHJ2 .. , OIJN!TJ D1TP'l'CH 

' M?HW£JS£ JHSTHIMW !"19'fSDJ "UTllC•T PS 
SCH£11RES TC#IT 

PUB .:!CCT2 i:ATt OlllTECOMY DSOOCU DSHDlS · ou .. Pust. F'tLiCOrt 
Ftt.ECOMS F'ILEEH FORTCON\f CEN£R IC IDU:OOkU JDLi:REP 
IOLEllEPS IDUS TMSPIOH TMSnOHtllt 

••• IJO AOftk MDRLIST ADllLUTS ALTACHT 111&.TUSGI 8t11t1C':,.l'S 
IJtUKS 81£f111CU ,., TMS .. OH111a TNSnOHI TM$1'10,.U 
Tl'ISPROG TN,,ROCS Tl'ISRtP T"SREPS Tl'!SSPEC T"SUJOI 
TP TR111'1Li TRlll'1L£D TR;o1 IL£1 T$ uo' 
U! ••• 'l'PROC 

UT• tJC UTMCJ:IT UTl'ICO"t.J UTMCOMPJ UTllOllS UT"6US UTl't!UU 
UTl'!OBU UTl"IEHTRV UTMIHST UTMlHSTS UTflfttCI UTru,iC.2 
UTNSCHEN UTflSTOJ UTMTHEJ UTMTRACJ UTMTl'lllJ IJT!'!uTIL 

Uff'!OE"O IJG UTPICAT UTMOIS UT"F'OR" U1""SC1 UTMfllt,2 U?f1$CHE 
UTHUTILS XXJUCOOOO 

UT"S IJG TRANSJ TREC URSCH["lll US un1ur UT!'IC•J"L 
UT"COMPJ IJT"081S UT"081U Uff'I082S UT"&92U UTP!t•9CJ 
uT"oa..1 UTl'I08U UT"OIYS UTf'!OBYU tJTMlHTR't ~Tl'tFOUt 

UTl'tFl)JIMM UT"FORMS UT"CR UTHGR01 UTMC.Jt(l.2 un1cri:n 
UTPICP.04 UTl'ICA:05 UTMC.R06 UTMGR07 UTMCRUI UTl'ICPO 
UT"CRI 0 UTMC.Rt 1 un11MST UTP'llHSTS UTltJI UTM!1iC.I 
UTl'tMSC2 UTl'IHS UHISCHEM UTflSF UntTUCJ IJTHThC 
UT11HtAJ UTl'IUTtl UTPIUTILS UTl'IYS WS'l'S.OJ 

• Fl Wi'l'SOUlt,. 1 02101 /12 04/19/92 041"26/U lilEEkl .. 'I' 8MCll.Ufl' ~ i'l'':iDUP'IP >. UPE 2 (4 K£EL:i> 
' S'l'Ol. WS.YSOUl'IP 1 12120 ... a-1 041261112 IJS/Ol/i2 iJEEkLY BMCl!:UP ( i'l'SOUHP), TAPE l ( 4 REELS) 
ti STOIC UFIOllllTE .. 01"02182 12131/82 12.131/82 UT"OEMO IJG CnHL't UPto1HE, Tj111P£ I 

PUI ,,. AC>Rk AORLIST AORL IS TS UHOU ..... P.ii..£COM 
Fl LECCHS REPPfl:OC REPPROCS 

PUO ACCTI CEHUIC lOLEOOKU lDLHEPO 10L£R£PS IOUS TM'll'ION 
Tl'li,.0Mt1111 

1 •• UPO•llTE .. OUOUl2 I 1/11/H t t;t&.182 UTPU>U'O IJO bhDhbh . '" UPOlllT'E: .. 12.110 ... 11 11111.112 ,,,.,.,.92 UTPIOEPIO '" O•ILY UPO•TE, T•PI 3 ' .. UPDATE 1J 12.110,.lt 11111.lta I 1,.18,.82 UT"OE:NO IJO OAIL"I' UCJCUP, TAP( 4 
1 0 FR UPDATE " Ot,.02.IU: 11111.112 11118.112 UTPIOEMO IJO OAIL"t HC1:UP, TfilPE '5 
II FR UP011tT£ 1 02.1011'92 11.111.112 ll/181'12 untOEPIO IJG O•ll."I' HCKUP, TAPE 6 
12 FR lllCCTI I o t,. oa.1ea o•.122.112 u ... 22112 •OOITIOHlflL 86'CICUP FOR •CCOUNT '· T•Pl' t 
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In addition some new features are included: 

The 

the'generation method' allows the user to identify a tape by a name rather 
than a tape number when more than one tape set is used in a cyclic manner: 

:UTMSTORE "WEEKLY;FN;@;*T;SHOW 

a message appears on the operator's console: 

PLEASE MOUNT TAPE 'WEEKLY' NUMBER ·45590 

During RESTORE a specific version can be selected: 

:UTMRESTORE WEEKLY,2;*T 

tape labels are generated containing the tape number as volume id. NOTL 
in UTMSTORE suppresses tape labels which is mandatory for the time being. 

filename inquiry was enhanced and the list now contains the volume number 
of the STORE tape where the file can be found: 

( 

(' ••• UTM Y, f. t ••• 03125183 

TAPEHUMBER Y01..Ut1E CREATION F1LEHA11E CROUP ACCOUNT 
(' 

-----------~-------------------------------------------------f 01/03183 AORLISTS PUB I JC 
f Of /OJ/8J AORLIST PUB 1 JC 

( f 01 /03/BJ ADRK PUB I JC 
J 05/0J/82 ADRK PUB ACCTf 
J O:S/OJ/82 AORK PUB I JC c 3 o:s.,103192 AORLIST PUB I JC 
3 0:5/03182 AORLISTS PUB I JC 

14 0:5/04/82 AORK PUB llCCTf 
( 2tl3 1 f,113182 AORLISTS PUB IJC 

203 f f/fJ/82 AORLIST PUB I JC 
203 f 1/13/82 AORK PUB IJC c I 01 f l/f2182 AORK PUB IJC 
1 01 11/12E82 ADRLIST PUB I JC 
f Of 1I/f2182 ADRLISTS PUB !JC 

c 2 01/03/BJ AORK PUB I JG 
2 Of/03/83 AORLIST PUB I JC 
2 01 /03183 AORLISTS PUB I JG 

( 5000 11 /29182 ADRK PUB l JG 
5000 ff /29182 ADRL!ST PUB I JC 
5000 11129182 ADRLISTS PUB !JC 

( ,; f 2/Jf /82 ADRLISTS PUB !JG 
6 12/Jf/82 AORLIST PUB I JG 
6 12/31/82 ADRK PUB I JC 

( 400 12/Jf /82 AORLISTS PUB !JC 
400 f2/J1/82 ADRL!ST PUB I JC 
400 12/31/82 ADRK PUB I JG 

( 301 11129182 AORK PUB !JC 
31)1 11129182 AORL!ST PUB I JG 
301 1 I /29182 AORL!STS PUB !JG 

(. 20 12/31/82 ADRL!STS PUB !JG 
20 12/31/82 AORLIST PUB !JG 

(. 
20 12/31/82 AORK PUB I JG 
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PHASE 6: UTM VERSION 2.0J WE WAIT FOR THE Q-MIT 

Some enhancements and error corrections of the Q-MIT help UTM to do its job: 

- Tape labels can be used with STORE and RESTORE (they will never work with 
.SYSDUMP - why?) 

STORE and RESTORE are running as processes rather than proceduers within 
the command interpreter •. This makes it possible to handle continuation 
reels as individual tapes. A problem still will be the labeled tape option 
because continuation reels are specially handled. 

In addition, more information is stored in the database and new functions 
are added: 

The 'user security code' controls what tape operations and inquiry can 
be used by each user. 

- UTMFORCE makes UTM mandatory for all tape operations (this will be an 
option which can be switched on and off by the operator). 

- UTMTAPEUNAVAILABLE keeps track of tapes which are removed temporarily and 
should not be deleted from the list. An availibility code gives the user­
defined reason why the tape is unavailable. 

- UTMTAPECLEAN keeps track of clean dates and number of accesses since last 
clean of the tape. 

- The 'free code' shows the method of how to release used but expired tapes 
for further write operations. 

W,£.;th UTM we have made a .otep 6Wt-the.Jt to a 6u1.ly a.u.:tomated EVP adminJA:t:Jr.a.:ti.on 

whe.Jte opeJLJLU.oM and JtV..oWtc..v.. Me handled by the c..ompu.te.Jt .lb.ie.16. T/U,o pMt 

06 'o66ic..e a.u.:tomation' h..a,o been ignoJted in the pa-6t bu.twill get moJte and moJte 

impoJttanc..e due to the 6ac..t that VP c..enteM Me gJtow.lng Jtapidly while ,the 

numbe.Jt 06 people JtUMing them bec..omv.. lv...o and le,o,o. A good ad.mJ.nJ.l>tltation 

.oy.otem JtUnning on the c..ompu.te.Jt lead-6 to mOJte .oe:c..Wt,l;ty which mectM no:t only 

'6unc..t.lon' and 'ac..c..v...o' but al-60 '!mowing what i-6 going on' • 
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During the laat several years, few topics have received aa much attention in 
computer trade publications aa relational database theory and technology. B.ut 
few topics · remain aa confusing or misunderstood. The mystique surrounding 
relational technology has led many manufacturers to claim their products to 
be relational or relational-like. These claims have only added to the 
confusion. 

Relational database management systems (CBMS) have been proclaimed to be 
powerful, mathematically elegant, even futuristic. The. major scientific 
publlctions. about database sytems are each year increasingly devoted to 
discuuing the current research problems in the context of the relational data 
model. Yet, despite all the research and development done in database tlieory 
during the last 10 years the HP/::5000 community has been nearly completely 
Ignored. Powerful relational database systems are appearing for the IBM 
environment ("System/JS", ''SEQUEL/CS", _"QUERY BY EXAMPLE") and for 
the DEC environment ("ORAa..E" and ''!NCR.ES"). However, few of the 
benefits of this research and development in database systems have been 
utilized in the HP /::5000 environment. 

This paper will discuss several common questions conceming relational 
technology, especially as it applies to the HP/3000 user. We will first define 
database systems, discuss the three major datab·ase models, and then compare 
these systems to the relational model. A thorough understanding of the 
differences among the existing data base models will help foster an 
appreciation for the simplicity and flexibility of the. relational database 
design. 

What is the Difference between a Data Model and a Database System? 

A database management system is a tool for organizing and manipulating 
data within a computer. Almost all software performs some sort of data 
management function, but a DBMS provides a structure for the data 
organization that allows many unrelated usen, or programs, to manipulate 
and use a common collection of data. 

A data model is the method used by a DBMS to organize and retrieve the 
data. There are three basic categories of data models: Network, Hierarchical 
and Relational. A DBMS may combine features of all three or only use a 
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subset of one or more of the models. This may be a source of much 
confusion if a company claims that it sells a relational or relational-like 
DBMS . when, ·actually it only has a few of the features associated with the 
relational data modeL There can be good or poor implementations of any of 
the three data models. As described later, each of the models supplies 
different characteristic benefits and drawbacks to the database management 
system. 

What Is the Value of a DBMS? 

When does a DBMS 'provide some value over simply putting data into a disk 
file and retrloving It? The major benefits of a database system are 
concurrent access of data by several usera; reduced data redundancy, data 
independence, data security, and the availability of database utilities. 

A DBMS allows different users to access the same data according to their 
own needs without requiring their own copy of the data or information 
database. The DBMS forces a standard on the representation of the data, and 
acts as a data independent window that can insulate users from other users 
needs for the same data. As an analogy, a DBMS is to data what an 
operating system is to the machine. It allows several users to concurrently 
access the same resources, checks for inconsistencies, applies security 
restrictions, maintains Integrity and provides utilities to assist the user in 
effective use of the DBMS. 

What Ty~e of Data Can Be Represented in a DBMS? 

This may seem to be a naive question at first. After all, you can put 
anything into a database, .. right? Actually, there al,'e many types of data that 
are difficult to represent even using state-of-the-art DBMS concepts. 
Currently, database systems, store information as entitles and relationships 
between entitles. Pictures, abstract ideas or spacial information cannot yet 
be stored using typical database systems. An 19ntity is an object represented 
in the .database - usually a record of data.: a part, supplier, project, person, 
department, etc. · · 

A relationship is a logical connection between two or more entities; for 
example, the fact that supplier SMITH supplies part F'RAME, or person JOHN 
belongs to the departme11t SALES~ It turns out that this structure is 
suffici.ent for most business problems. Therefore, we will not .concern 
ourselves here about trying to represent abstract data. · 

Both entities and relationships can be considered facts known by the database 
system. Entities may contain many associated pieces of information. A part 
may have a name, number, description, cost. Entities are straightforward and 
are represented in all three data. models as files. The associated pieces of 

· information of an entity are ·fields in a file. (F'or the remainder of this 
paper, entities and files will be 1;1sed interchangeably). 

All three data niodels represent entities in the same fashion. Relationships, 
on the other hand, are represented differently in each. The different methods 
force restrictions as to the type of rel11tionships that can be represented, and 
the ·way data can be retrieved. 

Relationships may be one-to-one, many-to-one or many-to-many. A 
many-to-one relationship is the most common, such as the relationship 
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between person and department. A single .department may contain several 
people, but a person may belong to only one department. An example of a 
many-to-many relationship would be the relationship between students and 
courses. A single student may be .enrolled in several courses and a single 
course usually contains many students. Relationships may also involve .more 
than two entities, as the relationship between parts, suppliers and projects. A 
single supplier may supply many parts to many projects. 

As. the relationships between the data increase in- number, the database 
becomes very complex. The method that the DBMS uses to represent the 
relationships and to manipulate the data affects the. productivity of the end 
user. We will discuss. how each of the three data models represent 
relationships and why some are superior different kinds of relationships. 

What are the Characteristics of each of the Three Data Models? 

To answer this question, we will use a simple database, university enrollment, 
as an example and represent this database using each data model. We will 
then discuss the features associated with ·each model and its advantages and 
disadvantages. The database contains students, coljrses, and a relationship 
between students and courses (which students are taking which coures). In the 
example, students have a name and an age, and courses have a name and a 
room number. 

Hierarchical Data Model 

The oldest of the data models is the hierarchical model. Given the problem 
of representing relationships between entities, the hierarchical approach is 
the most straightforward. D~ta is organized as in a file box or on a paper 
listing. The hierarchical model is characterized by a hierarchical ordering of 
.the files. This ordering determines the relationship between the files and the 
preferred access path for finding the data. The hierarchical diagram (see 
Figure l) shows the two different ways of organizing our database: one is 
grouped by students, the other is grouped by courses. Searching a hierarchical 
database can only be efficiently performed from. top to bottom. In. the first 
case A, it is simple to find out what classes BOB is taking, but hard to find 
out who is taking PHYSICS.· The opposite is true in the organization B; It is 
simple to· find out who is taking ENGLISH, but hard to find out what classes 
BOB is enrolled in. With a hierarchical data model you cannot have it both 
ways. You must decide how you want to access your data and pay a large 
efficiency penalty for asking the wrong questions. The hierarchical model is a 
simple view of a database that works very well for some database problems, 
but lacks flexibility. 

Data retrieval inflexibility is only one undesirable property of the 
hierarchical model. It also can be space-inefficient because of data 
redundancy. In example A, two students are enrolled in PHYSICS. All of the 
data associated with PHYSICS is duplicated in the BOB record and in the 
MARY record. Data redundancy is not only inefficient in terms of storage, 
but also allows the possibility of changing the room for PHYSICS in one 
record and not in the other. This can cause the database to become outdated 
and inconsistent. 
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STUDENTS COURSES 

COURSES STUDENTS 

808 22 PHYSICS ROOM A PHYSICS ROOM A 808 22 ................................ ............ 
MATH ROOM 8 MARY 27 ......... ""' ................ " ... 
ENGLISH ROOM C MATH ROOM 8 808 22 

FRED 21 ENGLISH ROOM C ENGLISH ROOM C BOB 22 
• • ~ ••••••• 0 .................. 0 ••• .............. 
PHILOSOPHY ROOM D MARY 27 

············ 
MARY 27 PHYSICS ROOM A FRED 21 ................................. 

ENGLISH ROOM C PHILOSPHY ROOM D FRED 21 

(A) (8) 

FIGURE 1 



41 - 5 

The data redundancy problem, shown in this example, exists because the 
student/course relationship is a many-to-many relationship. The hierarchical 
data model does not deal with many-to-many relationships very well; 
however, it works effectively on many-fa-one relationships. Because the 
many-to-one relationship is the most common, the hierarchical data model is 
frequently used with success. 

One of the main purposes of a DBMS is to allow many users and applications 
to view a database in different ways -- this requires flexibility. The 
hierarchical model does not provide this flexibility. For this reason, more 
flexible data models have evolved. These particular problems inspired the 
concepts for the netword data model. 

Network Data Model 

The network model offers several improvements over the hierarchical model. 
The · network model solves the data redundancy problem and the problem of 
representing many-to-many relationships. In the network model each entity is 
represented as an independent file and the relationships between files is 
represented by links. Usually, each link is given a name a provides a 
connection between two files. In the network diagram (see figure 2), there 
are two links: the student/course link, and the course/student link. The links 
are implemented in a network database as pointers, hash tables, or indexes, 
but in all cases are specified when the database is designed and therefore 
cannot be easily changed. 

The standard network model has several good features. First, data is not 
redundantly stored as in the hierarchical model. Second, data can be accessed 
efficiently in many different ways, limited only by the foresight of the 
database designer. The complete network model allows links between any 
files in the database. This allows any type of relationship to be easily 
represented within the model. 

While the network model provides a vast improvement over the hierarchical 
model, there are several disadvantages. First, although any type of 
relationship can be represented, it is very difficult to add, change, or delete 
relationships from a network database. Also, it is difficult to add, change, or 
delete files from a database as there is a tight binding between files and 
relationships. The network model offers the power to represent many 
different types of relationships, but the tight coupling between relationships 
and the associated files requires a major operation to make even minor 
changes to the data structure. For applications that are very well understood 
when the database is designed and do not change over time, the network 
model is excellent. 

The network model can be a burden when it is used for applications that are 
only partially understood when the database is designed, or for applications 
whose requirements change with time -- such as applications that start small 
and slowly grow. 

The second major disadvantage of the network model is the fact that the 
database designer must name the links in the model and normally the names 
must be specified by the user when querying the database. This makes 
navigating the database complex and data dependent. To ask the simple 
question involving a relationship, "Find all students taking PHYSICS," requires 
deciding whether to use the student/course relationship or the course/student 



... , NETWORK 
41 - 6 

. : " 

lst\JD"ENTSK----~COURS~sl 

STUDENT COURSE 
BOB 22 · · PHYSICS ROOM A 
FRED 21 ·. STUDENT->COURSE COURSE->STUDENT MATH ROOM B 

MARY 27 

AGURE 2 

ENGLISH ROOM C 

PHILOSOPHY ROOM D 

RELATIONAL 
STUDENT 

. 808 22 . 

FRED 21 

MARY 27 

CLASS .. 

808 PHYSICS 

808 MATH 

BOB . ENGUSH 

FRED ENGLISH 

· FRED PHILOSOPHY 

MARY PHYSICS 

MARY ENGLISH 

FIGURE 3 

COURSE 
PHYSICS ROOM A 

MATH ROOM B 

ENGLISH ROOM C 

PHILOSOPHY ROOM D 



41 - 7 

relationship. No matter which choice is made, the network model requires a 
procedural description of how to navigate the database. The procedure to 
find all students taking PHYSICS is: 

l. F'ind the PHYSICS recorcf in the course file. 

2. F'ollow the course/student link to the student record. 

3. Print the student record. 

4. Go to 2 until all students are found. 

5. End. 

A similar procedure can be written to answer the same question by following 
the student/course link. Usually, one of the available choices is more 
efficient and it is up to the database user to decide which one to choose. 

You will notice that the above procedure looks much like a computer 
program. This is characteristic of the network model: The link pointers of 
the network model are crucial to the data represented in the database. Due 
to the procedural nature of queries using the network model, it is difficult 
to construct a high-level front-end command interpreter. The network model 
is more at home with record-level manipulation as opposed to those of a 
higher level, such as, "Give me records with this property ... ". The relational 
model solves these remaining difficulties. 

Relational Data Model 

A true relational DBMS is a system that uses the relational data model for 
representing relationships .and the relational access method for retrieving 
data. 

In a recent letter to Computerworld, E. F'. Codd defined what makes a 
system relational: 

" A true relational system requires all information to be represented 
at the logical level as values in tables. There must be no user-visible 
navigation links between tables and the system must support (in some 
form) at least the select, project and join (natural or equijoin) 
operators of the relational algebra." 

More simply, a relational system: 

l. Is made up of only flat files, i.e., tables. 

2. Allows the user to pick any fields from any file for data manipulation 
(project operator). 

3. Allows the user to select any set of records for manipulation, subject to 
some condition (select operator). 

4. Allows two or more files to be joined into one logical file where fields 
from records in each file. match (join operator). 
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The relational data model has a strong mathematical basis. Literature on relational 
models discuss the select, project and join operators. These are the mathematical 
terms used to define the operators of the relational model. The join operator is the 
key to the relational model. As an example of a join operation, we can join the 
CLASS file and the COURSE file (see F'igure 3) by matching the course-name field. 
The result would be a logical file containing the following data: 

BOB 
BOB 
BOB 
F'RED 
F'RED 
MARY 
MARY 

PHYSICS 
MATH 
ENGLISH 
ENGLISH 
PHILOSOPHY 
PHYSICS 
ENGLISH 

ROOM A 
ROOM B 
ROOM C 
ROOM C 
ROOM D 
ROOM A 
ROOM C 

Following the join operations, we can print all the classroom where .BOB attends by 
further selecting only the records with the name BOB. By using the select, project 
and join operators, any arbitrarily complex question can be answered. 

The relational model appears to be similar in some ways to the network model, 
except that relationships, represented in the network model by links, are 
represented in the relational model as another flat data file. 

In our example, the new data file contains a field from each of the entity files (in 
the class file, student name and course name). Each record in this new file 
establishes a link between the two entity files. This new file is called a relation. 

If we take a second look at figure 3, we can see that our new relation appears 
identical to the other entities in the database: They are all simply two-dimensional 
files with fields. The beauty of the relational model is that relationships are stored 
simply as another entity in the database. The link between the entities is logical, 
not physical. This loose coupling between files allows much greater freedom to add, 
delete and change the database structure. New files can be added and new 
relationships. created without affecting the existing database. Changes can be made 
to the structure of a file without effecting the rest of the database. The database 
may be designed slowly, one file at a time or modified to change with a changing 
environment. 

The relational model provides the same representational power as the network 
model, but provides additonal dynamic control over the database. It is simple to 
create new relationships or add new files to the database. This increases the 
flexibility of the system which in turn makes the relational model more powerful 
than either of the other two models. 

The second major advantage of the relational model is that the user need not 
specify the most efficient path to find the data. In the network model, to find all 
the students taking physi'cs we need to specify that we want to use the 
student/course link or the course/student link to join the files. In the relational 
model, we specify that the class file is to be joined with the student and course 
files and leave the job of deciding how best to perform the join to the DBMS. This 
capability allows the user to issue high level queries. F'or example, the high level 
command to find all students taking physics would be: 



SELECT STUDENT WHERE CNAME=''PHYSICS" AND 
CLASS.SNAME=STUDENT .SNAME AND 
CLASS.CNAME=COURSE.CNAME 
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The construct CLASS.SNAME refers to the SNAME field in the CLASS file. The 
two conditions 

CLASS.SNAME=STUDENT .SNAME and 
CLASS.CNAME:COURSE.CNAME 

are called join conditions and specify how the files should be logically linked. The 
join conditions can be made invisible to the end user or manually applied as in this 
example. This high-level query is nonprocedural. In relational terminology the query 
creates a set, which is also called a view, or a virtual file. This virtual file is 
itself a relation, illustrating again the sy111metry of the relational model. We can 
perform nearly every operation to a virtual file as we can to a real file. 

Because data is stored in familiar, two-dimensional tables, users can create their 
own files and manipulate data through simple, interactive queries using an 
English-like, nonprocedural command language. Because of their simple design, 
relational databases are easy to modify and can grow as the application grows. The 
relational model is understandable even to the casual computer user. 

Are Relational DBMS 's Compatible With Other Data Models? 

One of the greatest concerns ·of computer users is compatibility with existing 
software and data. Users are always concerned about introducing new software into 
their environment that may require changing existing files or programs, and 
retraining personnel. Since the relational model handles only flat files similar. to 
those used by he network and hierarchical data models, there is no reason that a 
relational DBMS could not be used with files created by another DBMS which used 
a different data model. In fact, RELA TE/3000, the relational DBMS available for 
the HP/3000, can access IMAGE databases as well as KSAM and MPE files, the 
other HP /3000 databases. The capability to interface to sever.al file types allows 
organizations to gradually convert to relational technology and to use some of the 
power of the relational access method with databases from the older data models. 

Are Relational DBMS 's Efficient? 

A common misconception is that relational DBMS are slow and inefficient. This 
undeserved reputation has been gained from two sources. First, in the early days of 
relational technology, two major research organizations were attempting to show 
the feasibility of the relational data model. The two projects, INGRES, at 
University of California, Berkeley, and SYSTEM R, at IBM, were both research 
vehicles designed to show that a working database system could be built using the 
relational model. Both of these research attempts were successful. However, the 
implementations were not highly efficient because they were designed as research 
tools, not as production systems. Relational database systems are just as efficient 
as network systems and can be as efficient as the hierarchical model. 

The second reason relational database systems have sometimes been perceived as 
slow is that the flexibility of the relational model allows the user to construct 
queries that may require extremely difficult database manipulations. These 
manipulations may be time consuming and, consequently, give the database the 
appearance of being slow. Yet these same tasks are ones that cannot be done at 
all with conventional query languages. It is far better that a vital task be done 
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slowly than not done at all. 

How Does a Relational DBMS Efficiently Access Data? 

A detailed answer to this question is beyond the scope of this . paper, but a brief 
answer may suffice. Many different techniques have been developed to efficiently 
access relational databases. These techniques ask the DBMS to analyze the query, 
examine the database structure, and to generate an efficient procedure to access 
the data. The major reason relational database systems can be efficient is the 
intelligence that is built in to. the access mechanism. 

One or more secondary indexes are usually associated with each file in a relational 
database system. An index is a mechanism that can be used to quickly find a 
particular record in a file, given some combination of fields from the file. Common 
indexing schemes are hashing functions, B-TREE indexes or sorted keys. The 
intelligent relational access method uses these indexes to reduce the search for 
records in the database. The indexes play a role similar to the links in the network 
model, but the indexes are associated with a file and not a pair of files. The 
indexes may be created or deleted at any time. They may effect the processing 
speed, but do not affect the data or relationships between the data. 

How Can Relational Technology Help Solve Buisness Problems? 

This is the ultimate question, because this is what users want most from a 
database system. The system designer may be impressed with the symmetry, 
generality and the mathemati.cal beauty of the relational model, but the end user 
just wants to get his data in and out the way he or she wants it, as fast as 
possible, with a minimum of difficulty. The major advantages of the relational 
model are: 

1) The power to represent all common relationships as they are seen by the 
user, without distorting the relationships to fit the data model. 

Z) The flexibility to easily, and quickly, change the structure of the database 
to reflect changing user needs. These changes often have little or no 
impact on applications that access the data. 

3) The ability to efficiently access the data in many different ways without 
requiring all possiblities to be designed into the database in advance. 

4) The ability to query the database in a non-procedural fashion makes it 
possible to develop very high level ·query languages that an inexperienced 
user can use to view the data as desired. 

5) The flat nature of relational files allows a gradual conversion to relational 
technology thereby minimizing the impact on existing :systems and 
applications. 

Relational technology is the direction of the future in database systems. 
Information about new relational database systems is appearing more often in trade 
journals and vendor announcements. Relational DBMS .systems can save hours of 
time when making simple changes to databases and make. many applications possible 
that were too complicated, time consuming, or impractical to do with previous 
technology. Relational DBMS are no longer the wave of the future -- they are here 
now to solve today's business needs. 
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The prolfferation of interactive mini-computers over the 
last decade and the emergence of a new decade of 
micro-computers have .greatly enhanced the use of planning 
systems in operating a business. On the software side, the 
1 ast decade generated a number of comprehensive modeling 
systems. Initially, these were designed for mainframes but 
are now also becoming readily available on minis. Along 
the wave of the personal computers, professional planning 
software is evolving at an accelerated rate. 

This paper addresses those aspects of a typical business 
where computerized planning can be utilized, and al so how 
the various categories of computerized planning tools can 
be integrated into one cohesive Deci·sion Support System. 
The discus·sion will focus on the needs of a company 
operatinq in a manufacturing environment. The size of the 
business is perceived to be a small company or a major 
division within a corporation. 

Situation 

In order to effectively run their businesses, most 
companies are engaged in planning in three essential areas. 
The first is demand management, which involves the sales 
organization, order management, and the billing function. 
The second area is resource 'management,_ whose primary 
objective is to meet market demand. This is typically done 
through engineering, material planning and production. 
Third, the company's activities are translated into the 
common denominator, of monetary value, and are planned, 
tracked and analyzed by accounting. 

Planning is done on several levels. For the intent of this 
paper, we will distinguish between strategic, tactical and 
operational planning. Strateqic planning ·states the 
overall objective and di,..ection of the company. Tactical 
planning outlines solutions that will implement the 
strategic plan while the operational planninq details the 
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actual execution of the two above levels of planning. 
Ideally, the three levels of planning should tie together 
in a congruent whole. 

Different parts of the organization are engaged in 
different levels of planning. Strategic planning is 
typically carried out on a corporate or divisional level. 
Tactical planning is handled by divisions and departments 
and the various subdepartments will do the operational 
planning. 

Requirements to planning systems are vastly different 
depending on which planning level they focus. The first 
levels of management are mainly engaged in using the 
operational systems for their planning needs. A typical 
example of this is the Material Requirements Planning 
System (MRP). Characteristics of these operational systems 
are a focus on high processing efficiency, control of input 
data for the insurance of overall information validity and 
the requirements to the system's output tends to be rather 
static. 

The middle 1 evel management's focus is to devise pl ans that 
will meet the company's objectives. In order to accomplish 
this, they need planning tools where data can be 
manipulated. Traditionally, this function was done· 
manually through various spreadsheets. Several iterations 
would have to occur,'including laborous recalculation .of 
numbers, before an acceptable plan was developed. 
Financial budgeting is one of the best examples of this 
process. Manual recalculation of spreadsheets are no 
1 on g er n e c es s a r y • V I SIC AL C - the i .n t er act i v e data 
manipulating tool currently marketed by VISICORP - has 
automated this function and, thereby, also revolutionized 
the professional executive's use of Micro computers. 

Higher levels of management, who define the overall 
objectives and· who also analyze the impact of various 
business strategies, need to develop models that emulate 
particular business situations. Model parameters need to 
be changed easily in order to do "What - if?" analysis, 
simulation and goal seeking. Modeling systems are becoming 
increasingly available on mini computers. A key 
characteristic of these systems is ease and flexibility in 
specifying and changing the model's processing of data. 

With the emergence of these planning systems, namely, the 
professional and modeling applications, a new concept 
c~led Decision Support Systems (DSS) is being formed. The 
essential characteristic of DSS is that the impact of 
various decisions can be calculated and analvzed with the 
formation of a model and with the inclusio·n of various 
business assumotions. These assumptions could be a number 
of items, e.g. people count, production level, or salary 
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estimates, and the model could range anything from a budget 
to a comprehensive statistical model. Thus, the concept of 
DSS comprises both tactical and strategical planning tools. 
These facilities can be used directly by the professional 
or management end user. Now that adequate tools are 
available, the challenge is to define the decision 
processes that can be supported by systems, select and 
develop the appropriate tools, and integrate this into one 
cohesive solution. 

Integration of Planning Systems 

To ensure integration and consistency of plans on the 
various levels it ·is important to standardize the format 
and to provide the needed interfaces. The diagram below 
describes, conceptually, how the numerous planning 
functions could tie together. 

Opera ti on al 
Subdepa rtmental 

Planning 
Systems 

Planning Data Pool 
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The objectives of this solution are to make planning more 
flexible, to enable a structuring of the planning process 
and to protect integrity of the planning data. In order to 
achieve this, consideration needs to be given to the human, 
s o f t w a re , a n d h a r d w·a re e 1 em e n t s o p e r a t i n g i n t h i s 
environment. 

On the human ~ide, one can distinguish among the people who 
own the operational systems, those who generate the plans 
and the individuals who are responsible for the 
functionality of the systems. The planning process can be 
illustrated by considering how financial budgeting is done. 
The ownership of the financial systems lies with the· 
controller's department. This department will set up 
initial worksheets for the other departments involved in 
planning and will also possibly provide historical 
information as a base for budgeting or generate overall 
targets for the planning period. These will be submitted 
to the involved departments or responsibility centers so 
that initial budgeting can begin. First-pass budgets from 
the various departments will be consolidated and analyzed 
with regard to the overall business results. Several 
iterations will most likely take p-lace before satisfactory 
budgets have been developed and input to the accounting 
systems. At th.e point of update, the control 1 er will be 
concerned that the budgets are val id. Checks should be 
made so that the correct budget and fiscal periods are 
affected. Editing needs to be done with regard to such 
items as account number, magnitude of budget and scaling of 
amounts. 

Al though this discussion focuses on financial budgeting , 
the same process ca.n be generalized. to product sales 
forcasting and production planning. The departmental plans 
can then be tied into an overall business plan. The 
monitoring of the planning process as well as the building 
of models will, in many cases, be done by a system 
administrator/user analyst who has the necessary technical 
kn owl edge and who al so has this area assigned as his/her 
res pons i bil i ty. 

With the current state-of-the-art technology, one could 
argue that two types of hardware are needed. One is the 
micro computer, where the plans will reside and be 
analyzed. The argument for this is that the diStribution 
of processing to a micro is advantageous in terms of 
response time when heavy data manipulation is needed. On 
the other hand, processing of the operational systems as 
well as processing the more complex models require the data 
processing power of a mini-computer. 

Consequently, the mini will contain the operational system 
with its databases; the modeling system, including models 
and related database; a Planning Administration Syste"' 
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(PAS) that will manage the extraction and updating of 
planning information to the operational system, and a 
planning data pool where formatted planning data can be 
exchanged between the different planning modules. The 
micro will store the data communication software needed to 
communicate with the host (mini) computer. In addition, it 
will keep the professional planning systems and al so store 
the information local to particular department's planning. 

Planned data can be transferred between the planning data 
pool and any of the three planning modules. This implies 
that besides interfaces between the operational, tactical 
and strategical planning modules, one can also traverse 
planning systems within the same.module. An example of 
this would be transferring information from one personal 
computer to a personal computer of a different make. 

The Planning Administration System is, in essence, the hub 
of the Decision Support System function. In general, PAS 
will perform three functions: it will extract information 
from the operational system; it will format data to comply 
with the format of a particular planning system, e.g. 
f o rm at i n f o rm at i on to a V IS IC AL C read ab 1 e mat r i x ; a n d i t 
will update planning data to the operational system. 

The extraction function can be generalized such that the 
user can deft ne any information that needs to be captured 
from the operational database. Obviously, such a function 
would need to be flexible and would basically resemble the 
features of a QUERY language. The extraction features 
could also be predefined within PAS. Particularly in the 
area of budgeting, product forecasting and production 
planning it would be reasonable to predefine a standardized 
format. The update function to the operational system will 
always be- of a standardized nature to secure system 
integrity. The focus of the updates will be to the 
financial, demand, and resource management sides of the 
operational systems. Data security needs to be considered. 
PAS will use passwords and conventions from each related 
operational system. In this manner, not only will unwanted 
access to the information be prevented, but it will also 
enable the owner of the operational system to direct the 
planning process. The controller can use PAS to set up 
departmental worksheets for budgeting and make them 
available to the departments in the planning data pool. 
The departments will then use OSS tools to actuil.l ly 
generate the budgets that will be updated back to the 
planning data pool. It will then be uo to the controller's 
discretion whether he wants to inout the budqets to the 
operational system, do further analysis, or reject them. 

The flexibility of extraction of any operational data will 
enhance not only the ability to do comorehensive analysis 
on a personal computer, but al so the operatirrnal data could 
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form th e b a s i s fo r prod u c i n g department a 1 p 1 an s f o r a 
subsequent update back to the operational system. To use 
an example, let's consider again a financial worksheet for 
a department's budget which could be predefined in PAS. 
The department manager would see account numbers, account 
description and possibly last years actual figures for an 
appropriate planning horizon. If the budgets were flexible 
with regard to actual production activity, then the labor 
hours could be captured from the operational system and 
submitted to a personal computer. This information could 
then be combined with related algorithms and standard labor 
rates to form i n put to the f1 ex i b 1 e budget f o r a g i v en 
fiscal period. 

Why would a separate modeling system be needed and what are 
it's characteristics? A modeling system, or more 
correctly, a modeling language is basically a high-level 
programming language especially aimed at the building of 
models. Several special features are normally included; 
for example, a submodule for financial anaylsis or 
statistical analysis. There are several reasons for 
inc.luding a separate modeling system. First it would be 
useful for more complex modeling. A representative example 
~f this would be optimization models, or the simulating ~f 
a business situation using probability distributions with 
the need for numerous iterations. Another example could be 
product forecasting where the computer would use 
alternative statistical methods for the forecast of a large 
number of products. In these situations limitations of a 
VISICALC-like product would become very apparent. 
Secondly, a modeling system would be an invaluable tool in 
consolidating the various departmental plans into an 
overall business plan. The focus could be to o.btain 
visibility of the overall business impact of the various 
departmental plans before they are submitted to the 
operational system. 

The exhibit below gives the overview of how, conceptually, 
such a business planning system could tie together. 
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Product forecasting would be developed by the sales and 
marketing departments. To aid the planning process, an 
initial product forecast could b~ generated by a 
forecasting model using mainly historical data. This would 
then be submitted to the product planner who would revise 
the numbers by using a VISICALC-like planning tool. The 
final demand situation could then be input into a 
Production Planning model, where the demand would be 
transformed into an actual production commitment. The 
production plan could then be tested against a resource 
capacity projection to check validity of the production 
rates. Also, feedback on actual production activity could 
be made available for the production planning, giving 
current inventory levels and shipmen.t history as a bas'is 
for future planning. Alternative production plans could 
form i.nput to the financial planning module to analyze the 
overall fiscal consequence of eae'h particular plan. The 
final production pl an could then form input to the master 
production schedule for further operational planning and 
control. 

Conclusion 

This paper has aimed to conceptualize how categories of 
planning modules can tie together into an overall solution. 
The focus has been on the vertical planning process between 
divisions, departments and subdepartments. The horizontal 
communication, which is often of a less for!llal n~ture, is 
equally important and is addressed in papers dealing wi tli 
office automation. 

The last few years have brought forth tools that 
significantly will enhance a company's planning activities. 
T·he initial focal point in a company's selection of DSS 
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tools will be automation. Lack of overall planning and 
coordination will most likely result in each professional 
choosing, .independently, his/her own personal micro with 
the resulting increase of the individual's productivity. 

The synergetic effect, however, from the use of DSS tools 
can be ·an increase in productivity coming from better 
organizational communication as it relates to formal 
planning. To achieve this, 1 ong-range pl annf ng is needed 
to.create a conceptual framework for directing the process 
of implementing DSS. 
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As with most standards, the name X.25 gives little clue to 
the capability referenced. The X.25 standard is not really 
a standard, but rather a recommendation of the International 
Consultative Committee for Telephone and Telegraph (CCITT), 
the latest version of which is October 1980. 

We will relate the X.25 standard to another international 
datacommunications standard which you may be familiar with, 
the Open Systems Interconnect Model released by the Interna­
tional Standards Organization. This is a 7-level model for 
communications between systems or devices. The levels range 
from l to 7. 

X,25 A."ID THE ISO MlJEI, 

LEVEL 7 

LEVEL 3 
LEVEL Z 
LEVEl.1 

The world of datacommunications is complex, and the OSI mod­
el attempts to add some order by defining distinct layers 
and interfaces between these layers. This architecture ser­
ves as a model for evolving and future datacommunications 
products. The lowest level corresponds to the PHYSICAL com­
munications level, covering voltage .levels and physical con­
nections. Two examples of level l standards are RS-232-C 
and RS-449. As you may have guessed, moving up the levels 
leads to higher levels of complexity. Level 2 is the LINK 
level and corresponds to the low level protocol for reliable 
transmission of data across the medium, examples of which 
are HDLC, Bisync, and SDLC. Level 3 is the NETWORK level 
which provides the ability to establish communications 
between two different networks. The fourth level, called 
the TRANSPORT layer, provides the end-to-end integrity 
between the systems and processes with the services provided 
to the upper layers (5-7) independent of the underlaying 
network implementation (l-4). Layer 5, the SESSION layer 
supports the dialog between cooperating entities, binding 
and unbinding them in a communicating relationship, es­
tablishing a communications "session". The PRESENTATION 
layer is what most systems programmers desire but rarely 
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receive. This layer provides the services to allow the ap­
plication process or user to interpret the data in a mean­
ingful way, performing such tasks as data format, file, and 
data base conversion. The uppermost layer, the APPLICATION 
layer, directly serves the end user by providing the dis­
tributed information service -to support the application pro­
cess, application management, and the systems management. 
To put this in perspective, DSN/DS for the HP3000 provides 
capabilities which span all 7 communications levels indi­
cated above. 

But we are discussing X.25 so lets see how this fits in. 
The X.25 recommendation conforms to the lowest three level 
of the OSI model. The physical layer references recommenda­
tion X.21 and X.21 bis. X.21 defines the physical interface 
(15 pin connector) and the procedures for establishing con­
nections through circuit switched networks. The majority of 
the datacommunications equipment in the world today does not 
implement the X.21 standard. To address the reality of the 
situation, the CCITT established X.21 bis as an interim 
standard. This standard conforms to RS-232-C, a standard 
which all manufacturers and users are familiar with. 

The packet level of X.25 maps closely into level 3 of the 
X.25 recommendation. Within the packet level two types. of 
communication are supported, Virtual Circuits and Datagrams. 
A Virtual Circuit is established between the two end points. 
This means that there is a logical connection between the 
two entities, and at different times the data may travel 
over different paths between the end points, but to the user 
it appears as a single "wire" between the points. One form 
of virtual circuit is a Permanent Virtual Circuit which is 
similar to a leased phone line (i.e. it is continuously es­
tablished). The second form is a Virtual Call where the 
virtual circuit is only established for a p•riod of time and 
then torn down, similar to a dial-up phone line connecton. 
Both of these virtual circuits present data "packets" at the 
destination end in the same order as they were sent from the 
source. The Datagram service provides for each packet to be 
treated independently as an individual message with no 
guarantee of data sequence at the destination end (This ser­
vice is not available with the X.25 capability for the 
HP3000.) 

The packet level takes the information from the upper com­
munication layers (4-7) and forms a packet with two basic 
parts, peer-to-peer protocol information in the header and 
user data. It is important to realize that X.25 does not 
provide communications capabilities similar to remote file 
transfer, virtual terminal, and program to program com­
munication as DSN/DS. 

We have discussed some of the technical aspects of X.25, but 
now lets discuss what it really provides the user. 
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A Packet Switched Network is a communications netwo~Y. often 
showri as a "cloci~" with computers and terminals conne=ted. 
The packet switched network is a Gommunicaticns network 
formed of "switching nodes" and "trunk lines". The switch­
ing nodes route traffic throughout the network from source 
to dest"ination over the trunk lines which can be either 
56kbps digital phone lines, satellite links, or microwave 
links. The type of transmission medium and protocal uti­
lized within the network is irrelevant to the network user. 
X.25 defines the interface between the DTE (computer or ter­
minal) and the DCE (X.25 network). The network may actually 
use an X .25 protocol within the network or it may be a pro­
priatory communication scheme, but in either case, the net­
work user does not care. 

The Packet Switched Network (PSN) allows for the connection 
of both computers and terminals. For computers to connect 
via the X.25 communications pr.otocol, all three layers in­
cluding physical, protocol, and packet must be implemented 
on the computer. The geographic nature of the PSN makes it 
well suited as a means for connecting a large number of 
remote terminals to one or many computer systems. Since 
mast terminals provide only a RS-232-C ASCII capability, a 
protocol has been established to allow these terminals to 
communi~ate with a host computer c6nnected to the network. 
Via a full duplex modem th• terminal connects to the network 
and communicates with a function called a Packet Assembler­
Dissasse~bler or PAD. This function takes the asynchronous 
characters transmitted by the terminal, forms them into 
packets and transmits them to the computer. Related to the 
terminal communications, you may hear the standards 
X.3,X.28, and X.29 which are related to X.25. The PAD func­
tion is described by the X.3 recommendation, X.28 describes 
the protocol between the terminal and the PAD, and X.29 
describes the 'protocol between the computer and the PAD, and 
~ies logically above the packet level of X.25. 

CS~/ X. 25 PROVIDES 
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The Yirtual Circuit capabiiity allo'll's co.-.-::unication 'IJith many devices over a 
single interface, reducing the interface card req~irements. 
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The ability to communicate between systems and from ter­
~inals to systems is currently available wi~h dial-up and 
leased phone lines so what advantage do. PSN'' s offer? PSNs 
provide advantages in three areas, first· for customers who 
have large geographically dispersed n~tworks, secondly for 
those having medium volumes of data to transfer, and thirdly 
for those requiring high reliability. 

As we can see on the previous slide, with one connection to 
the network, a computer or terminal can communicate to any 
other computer or terminal connected to the network. ~his 
can result in a dramatic reduction in the required interf­
aces over a point-to-point full mesh network as shown below 
for 5 computers: 

ImER CCST EUR MEDIUM VOLUMES OF DATA 

VOLUME OF OAT A 

The second 'benefit of PSN's is lower cost for medium volu•es 
of data transferred. This savings is dependent upon the 
tariff struct~re of the particular network and the relation­
ship of these costs to the standard leased and dial-up phone 
lines. The example shown on the above slide is a general­
ized case for communications between two nodes. In a real 
network application, an X.25 network would in most cases not 
be used for a two node network. 

The graph shows communication cost as a function of the 
volume of data transmitted. With dial-up lines the com­
munication cost is proportional to the amount of data trans­
mitted, since this is usually roughly proportional to the 
connect time. For the leased line case, a fixed charge is 
paid regardless of the amount of data transferred and is 
shown by the horizontal line. The tariff structure of the 
Packet Switched Network is a combination of the dial-up and 
leased line structures. For connection to a PSN there ·1 .. s an 
initial installation charge, after which.the user pays·a 
fixed monthly charge plus a certain amount on a per packet 
basis. You can see that depending on the various tariff 
rates, the PSN can provide a lower cost solution for medium 
volumes of data. · 
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What is not shown in the s11oe is the effect upon the ztruc­
ture of adding additional nnaes to tne network which must 
communicate fully among themselves •. Fer each additional 
direct connection to another node, the full fixed charge of 
a leased line must be incurred, whereas for the PSN connec­
tion only the smaller fixed charge is added, makin& PSNs 
more attractive as the number of interconnected nodes 
increases. 

Another variable which is not currently shown in the slide 
is the distance between nodes. For dial-up and leased lines 
the charges increase with distance (e.g. a leased line from 
NY to Los Angeles costs more than a leased line from San 
Francisco to Los Angeles). With Psi 1 s however there is a 
difference, with the connect charge and per packet charge 
cost being independent of the distance between nodes con­
nected to the network. This situation serves to make the 
PSN more attractive on a cost basis as the distance between 
nodes increases. 

As you can see there are many variables which must be con­
sidered when evaluating the cost of establishing a remote 
communications network utilizing X.25 PSNs against leased 
and dial-up lines. In summary some of these are: 

*Number of nodes 
*Volume of data transmitted 
*Distance between nodes 
*Pervasiveness for need to communicate between all nodes 

REOUHCAf°'T tlET\'/ORK 
COf.'.h~UWCA TIOl~S 

The third inherent benefit of X.25 networks is that their 
internal network structure provides for alternate communica~ 
tion paths between switching nodes. Should an internal node 
or communication line fail, the PSN will automatically 
reroute to an alternate path, similar to the automatic 
rerouting of DSN/DS for the HP1000. The redundant capabili­
ty is offset somewhat by the additional components and their 
inherent failure rates. 
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A point to note here is that the PSN may use the X.25 com­
mtinication standard for communication between it's own 
switching nodes or it may not. From a network user's stand­
point this is irrelevant since the user is only concerned 
that the interface between the device and the network (DTE­
DCE) conforms to the X.25 standard. 

Most ~ountries have installed or are planning to install an 
X.25 Packet Switched Network. Within the US, the networks 
belong to private companies which lease phone lines from 
Bell to implement the switching network. 

In most other foreign countries, the common carrier facili­
ties are owned ad operated by the Postal, Telephone, and 
Telegraph (PTT) which is pa~t of the nat:i{9onal government. 

The networks which the HP3000 currently supports are Tel­
net(US), Tymnet(US), Transpac(France) and Datapac(Canada). 

Until now we have been discussing only system to system com­
munications capabilities df X.25 PSNs. There is also the 
ability for terminals to connect to systems over PSN. Since 
most terminals are non-intelligent devices, capable Of 
asychronous ASCII communications only, they cannot communi­
cate over the PSN in the same way systems do via the X.25 
protocol. 

TERMINAL COMMONICATICNS TO PSN Is 

The PSN benefit of allowing many geographical loctions to 
connect to each other with a single connection makes it 
ideally suited for. terminal networks which must communicate 
with a number of host computers remotely. To provide this 
communications, the PSN provides a Packet Asembler­
Dissassembler (PAD) function to which the terminal can com­
municate. This PAD is defined by the X.3 standard. The 
function of the PAD is just as the name implies. The PAD 
takes asychronous ASCII from the terminal, assembles it into 
X.25 packets, and sends it to the host computer which then 
disassembles the packet and presents the ASCII data stream 
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~~ ~n~ np~ratin system. The PAD ha! a number of ~ariables 
w~i~~ c~n be t~ l~red to the d~sire~ ~~•munication between 
t~e terminal.an the computer. The protocol between the 
terminal and th P·AD is referred to az X.28 and the protocol 
between the PAD and the host computer is X.29. For the 
HP3000 syst~ms, once the connection to the PAD and the~ to 
the system is established, the terminal func.tions as a stan­
dard MPE system terminal. There are restrictions with PAD 
use such as no block mode transfers and no binary data PAD 
transfers. With no flow control it would be possible to 
overflow the buffers in a block node situation and binary 
data transferred to the terminal could be interperted as 
control commands for the PAD and have unpredictable results. 

While we are on t.he topic of other standards, there is an­
other standard which is occasionally mentioned, X.75. This 
standard is not accessed by a user, but rather defines a 
protocol and proviQ.es a gateway function between networks 
such that a computer system connected to the Telenet PSN in 
the US can communicate with a computer connected to the 
Transpac PSN in France. This inter-PSN capability is pos­
sible technically, but is sometimes not available for tariff 
rea~ons. With international communications there is often 
the question of where the tariff charges are billed to, and 
if there ar~ no agreements between the networks, then com­
munications between PSN's is prohibited. 

(This space left in~entionally blank) 
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We have just covered the first benefit of X.25 as a standard 
for interfacing to .PSNs. Now we will discuss the second 
possible use of X.25, as a standard for either interfacing 
to non.-HP equipment or developing custom upper layer · 
networking software. Since X.25 is a standard, we would 
assume that if two computers or devices both provided the 
same standard, that they could communicate via this stan­
dard. While this is generally true for\X.25, there are some 
facts which you should be aware of. 

1. The X.25 product for the HP3000 family does not provide 
direct program access to level 3. Use with DS/3000 to other 
systems with DS/3000 is the only supported connection. The 
HP 1000 X.25 product however, does provide programmatic ac­
cess to X.25 level 3. To clarify the distinction we Will 
discuss the operation and benefits of a level 3 access 
capability. 

2. When connecting to a X.25 PSN, the PSN always functions 
as a DCE while the computer functions as a DTE. If we were 
to connect two computers directly to one another, then one 
must be able to function as a DCE. The majority of X.25 
implementations, HP3000 included, provide this capability 
but in general this must be checked. 

3. All standards are not identical! This may sound a bit 
contradictory, but it is possible for two computers to ad­
here to the X.25 standard and yet not be able to communi­
cate. There are certain parameters and sections within the 
specification where a choice can be made by the implementer, 
and one of many paths can be choosen. In the ideal case, 
the multiple choices can be implemented and software switch­
able to provide the desired configuration as needed. 
However, not all implementations are this flexible, and it 
is important to obtain the specification of the various im­
plementations and compare them for differences to ensure 
that the connection will function correctly. 
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Even though two X.25 implementations on dissimilar computers 
can communicate, remember that X.25 only provides the lower 
three layers of the ISO model, not full networking. To pro­
vide meaningful data transfers between computers over X.25, 
user programs must be written to pass data buffers, perform 
file format conversion, perform data and floating point for­
mat conversion, provide high level end-to-end reliability 
etc. 
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As you may have guessed it would be extremely desirable if 
the computer vendor would provide the upper level software 
for communication over X.25 rather than forcing the user to 
wr"i te this software. We as you can see in the slide, DS/ 
3000 provides this upper layer capatibility. 

For the HP3000, DSN/DS software is utilized over the X.25 
protocol to provide the upper layer functionality. With 
this combination the full features of DSN/DS such as Remote 
File Transfer, Virtual Terminal, Program to Program Com­
munication, Remote Data Base Access at the application layer 
are available over X.25 PSNs. 

A DSN/DS user can communicate within a 3000 network contain­
ing local and remote nodes connected via point-to-point, or 
through an X.25 PSN, unaware of the particular transport 
mechanism utilized. 

When two HP3000 compµters are connected, using DSN/X.25 to 
make the DS connection, terminals connected to the remote 
HP3000 can communicate via the virtual terminal feature of 
DS/3000. In this configuration block mode is supported. OS 
is using X.25 as the transport mechanism. In order to im­
plement this configuration only DS/3000 software with X.25 
support is required, along with the INP for the X.25 link, 
and the ATP (or another appropriate) terminal controller. 
The important point to be made her is that there are no dif­
ferenc·es in the features of DS/3000 when using X.25 for a 
transport. 



In the next slide, there is a c6nfiguration in which ter­
minals are connected to the HP3000 via an X.25 PSN. In this 
configuration, block.mode is not supported for the same rea­
sons that were discussed previously, namely that there is 
limited flow control between the block mode terminal and the 
PAD. Therefore, .there is potential for overunning the PAD 
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A distinction should be made here between the HP3000 and 
HPlOOO implementation of the X.25 capability. For the 
HP3000, DSN/X.25 is part of DSN/DS, no .separate product is 
required, but there is also no upper level interface at 
level 3. In the HP1000 implementation, DSN/X.25 is a sepa­
rate product with a user interface to level 3. For terminal 
communications to a HP3000 over X.25 PSNs, DSN/DS must be 
purchased, and then will function as a .standard MPE terminal 
(block mode is not supported over the PSN). 

As indicated, multiple interface cards are supported in a 
single system, providing multiple X.25 links to the 
computer. 

We have covered most of the areas of X.25, so now lets sum­
marize the main points. X.25 provides two new capabilities 
for the HP3000 computer, first it provides access to X.25 
PS~, and secondly it is an international standard interface. 

The HP3000 product implementation has two advantages, the 
first is that all the DSN/DS features a~e available when the 
X.25 PSN is used for system to system communications. 
Secondly, terminals can access the HP3000 system via a ?SN 
as long as it is in character mode only. The addition of 
X.25 greatly expands the communication capabilities of the 
HP3000 computer family. 
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SELECTION CRITERIA CHOOSING BISYNC OR X.2, PROTOCOLS 
FOR USE WITH DSN/DS 

by Carol Hibbard and Mel Brawn 
IND Division, Hewlett-Packard Company 

ABSTRACT 

The new X.2.5 protocol can be used on the DS-3000 product either for 
use on a Public Data Network, or on customer supplied communications 
links. Differences exist between the standard DS-3000 implemented 
on the Bisync Protocol, and DS-3000 utilizing the newer X.2.5 Protocol. 

This paper discusses the differences in the way data ls transmittecj on 
the line, the way internal queuing and buffering is done, and the 
resultant affect on performance for single and multiple users on the 
line. The effect of network topology on the decision, and the 
utillza tlon of computer system resources is also discussed. 

INTRODUCTION 

HP DSN/DS is a Distributed Systems Network. The user interface 
provides many services including Remote Commands, Virtual 
Te~mlnals, File Transfer, Program to Program communications, 
Remote File Access, and RFA to Message files. The high level 
services are the same for OS whether using BISYNC protocol or the 
X.2.5 protocol. The substitution of X.2.5 at the ISO levels 1,2 and 3 
provides the user with opportunities to trade off improved throughput 
against somewhat higher CPU load, as well as utilizing private or 
public X.2.5 data networks. This paper will deal with the 
performance differences that characterize the BISYNC and X.25 
protocols in a DS/3000 implementation. Cost comparisons will be 
made. It is assumed that the reader has the companion paper by 
Brawn, Mel/Hewlett Packard "Performance Characteristics of HP/DSN 
(DS-3000)". Information and discussion from that paper will not be 
duplicated here. 

DAT A FLOW FOR THE X.2, ENVIRONMENT 

There are significant changes in the data flow for the X.25 
inplementation. The fact that the X.2.5 protocol is packet oriented 
introduced changes in the structure. Refer to Figure One. Now as 
users initiate OS related activities the IOQ entries are prepared at 
the IODS device. But, when DSIOMX services these IOQ's in response 
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to the DSMONX activity it passes all active users to DSMONX. 
DSMONX controls a queue of active users. 

The data flow from the user is also controlled by DSMONX. Instead of 
the request actually transferring data to DSMONX pointers are passed. 
DSMONX is then able to obtain the next chunk of data, buffer it, 
prepare for transmission, and send it as required. DSMONX uses an 
Extra Data Segment for the transmission buffers. Thi.s XDATASEG 
contains enough room for buffering so that the buffer area 
corresponds to the size of the configured packet size, and enough 
buffers are provided to correspond to the configured level 2 window 
size. 

For example, with a configured packet size of l 024 bytes, and window 
size of 7 DSMONX must supply 7 transmit and 7 receive buffers, each 
being 1024 bytes in length. 

Let us assume we are in steady state operation with 3 active users. 
The level 3 acknowledgement has just verified the receipt of two 
packets thus freeing up two buffers. DSMONX then takes the next 
user in the queue and grabs enough data from the users stack or extra 
data segment in accordance with the pointers, to fill a packet. It 
buffers this in the next available transmit buffer. It prepares this 
buffer with the necessary level 3 packet header including address and 
acknowledgements. It then transmits this buffer to the low level 
drivers. The user is then requeued to the rear of the dynamic queue. 
With another available transmit buffer DSMONX services the next user 
in the queue and transmits the data. This user is requeued. As 
acknowledgement frames are received and other transmit buffers are 
released the users are serviced in rotation. Users whose data buffer 
is completed are dequeued, and new users just beginning activity are 
added to the queue. 

This mechanism reduces system overhead by serv1c1ng all potential 
users at the DSIOM level at every opportunity. Data is moved as 
required in small chunks. Short interactive user activity is 
processed expeditiously on a packet by packet basis through this 
rotational queue. 

The Level 3 window allows the control of data flowing between the 
level three facilities on the systems. It provides for addressing 
between the various virtual circuits, and the acknowledgement for 
level three end to end packets. 

To complete the discussion, the lower level driver handles the 
addition of the level two header and trailer. This level one and two 
activity is responsible for the safe delivery of each packet in the 
proper sequence. In cases in which retransmission is r~quired the 
level two requests a retransmission from the transmission buffer 
controlled by DSMONX. 

The completed messages called frames are transmitted by the INP 
across the communications link to the other computer. The !NP 
contains two buffers so that it can simultaneously transmit and 



44 - 3 

receive frames. This full duplex line with simultaneous transmission 
accounts for ~ significant improvement in performance. (compared 
with the non-simultaneous mode used for BISYNC ·opera.tion). An 
additional feature of X.2, that also provides a significant advantage 
over BISYNC is the multiple ·outstanding packets and frames which 
results in a pipe-line effect. The network defines the window sizes. 
This specifies the number of outstanding packets and frames that can 
be serviced in the transmission pipeline prior to receving an 
acknowledgement. With a proper selection of window sizes hopefully 
continuous transmission can take place without having to wait for the 
acknowledgements. 

The high level OS protocol is unchanged. Thus, for each user request 
there is a user reply. The programmatic activity must await the 
return of this reply before it can continue. 

THE USE OF THE X.2, PROTOCOL ON A LEASED LINE 

The X.2, protocol can be used for OS activity over a leased line. In 
this case the features of X.2, are implemented, such as: data is 
packetized, the packet size may vary from 32 to 1024 bytes, the 
window size for outstanding packets and frames can vary from l to 7, 
and level two and level three still guarantees valld data delivery in 
sequence. AH of the normal OS services are still provided when using 
this communications link. 

Figure Two provides performance information for RFA transfers to a 
remote message file. The data is non-compressed. The packet size 
was 1024 bytes, with a level 2 window size of 7. Now there is no 
perceptable saw-tooth effect. The OS subsystem breaks the user 
data into packet-sized chunks and keeps the pipeline full. There is 
no break in performance right up to the maximum user size. This data 
was taken· on system lf.4's with no other load. The throughput 
approaches the maximum instantaneous line speed, except for the 
overhead of the OS Fixed Header and Appendage, and the level 3 and 
level 2 headers. The time required for the round trip for the OS level 
reply keeps a single user from fully utilizing the line capacity. 

Data is plotted for 19:.2 kbit/sec and 9600 bit/sec transmission as 
well. A user would typically use '6 kbps for a hardwired connection, 
and 9600 bit/sec for remote use over a full duplex modem. Use of the 
X.2, protocol is not appropriate over a half duplex line. It requites 
full duplex service. · 

The X.2, protocol results in higher CPU utilization. The smaller 
effective packet size also results in higher CPU load. The CPU load 
on the local end requires 10.796 for an 8192 user buffer, up to 20.196 
for an 80 byte user buffer. At a user buffer size of '00 bytes the X.2.5 
CPU load is 14.496. This corresponds to 9.496 for the OS BISYNC 
protocol case. 

When there are two simultaneous users utilizing the line the total 
throughput increases quite substantially. A single user at .500 byte 
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user buffer a~hieves a throughput of 2544 char/sec, whereas the 
aggregate throughput of two simultaneous users increases to 4783 
char/sec. This is an increase of 8896. The CPU load on the series 
44 also increases to a value of 34.296. Thus, ·it is possible to achieve 
significantly better throughput with multiple users on th~ X.25 
protocol. It is obviously better if the simultaneous use .of the line is 
about equal in both directions. This makes very good use of the full 
duplex channel with simultaneous traffic. The important elements 
are making use of the simultaneous transmit and receive, and the 
servicing of other users while awaiting the return of the user level 
reply. 

Figure Three shows the time per record· required for the RFA activity 
to the remote message file.· You will find that the minimum round 
trip time for a small record is about 110 milliseconds. This 
corresponds very closely with the value found when using the OS 
BISYNC protocol. 

The effect of system loading will affect the performance. The 
source of the data may involve disc reads or programmatic 
manipulation. Other system activity will tend to reduce the 
throughput. For moderate to heavy CPU loads a reduction of 40 to 
6096 in throughput would be reasonable. Factors such as disc 
contention, Image buffering, and relative priorities may greatly 
influence the observed throughput. 

Figure Four shows the throughput for DSCOPY used over the X.2.5 line. 
This curve follows very closely the performance experienced in the OS 
BIS.YNC protocol. The line utilization for a single user is not 
particularily high. This is because of the time required for disc 
accesses and buffer packing. You. will notice a significant effect 
based on the blocking factor, almost a three to one improvement can 
be achieved· with optimal blocking, at high line speeds. 

The CPU. utilization ranges from about 796 to 896 with various blocking 
factors with this non-compression example. The disc accesses range 
from slightly over 20 to below 1 per second with a blocking factor of 
16. When compression is used with a Fortran source listing containing 
6096 redundancy the apparent throughput increases to 8900 characters 
with a blocking factor of 16. The CPU load increases to about 16.296. 

When multiple users share the line the aggregate throughput reaches 
14,700 char/sec (compressing with the Fortran source file). The CPU 
load increases to 2.3.896. 

The characteristics of the X.2.5 protocol can be utilized on a leased 
line facility to provide greater throughput, but at a cost of somewhat 
·higher CPU load, compared with OS using BISYNC protocol. 

X.25 ON A PUBLIC DAT A NETWORK 

X.2.5 Public Data Networks (PON) are available for distributed 
systems. The PON provides a network designed to support 
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communications activities between many users that are 
geographically distributed. The principle is to take advantage of the 
economy of scale. By sharing high capacity communications links 
between many users the cost per user is reduced. The PON provides 
many services. These ser.vices include establishing and routing the 
virtual circuits between various destinations, provides a standard 
electrical interface between the user and, the network, delivery of 
packets in sequence and free from data error, buffering and queueing 
as users share the communications facili ti tes, etc. 

The PON normally handles the lower three levels of the ISO model. The 
first. is the Physical level. This includes the electrical connection 
specifications for voltage levels, polarity and impedance. The 
second level is the Data link level. This level provides the point to 
point integrity. It provides for error free transmssion of frames, 
and handles acknowledgements and flow control. The third level is 
the Network level. It handles the host to IMP interface, the subnets, 
packet handling, routing and channel allocation, congestion 
management, and the virtual circuit mechanism or datagrams. 

The higher levels of the ISO model provide additional features often 
handled by the computer system or application. level 4 is the 
Transport level. It includes host to host communications, 
multiplexing, directory, flow contol, and synchronization. The 5th 
level is Session level. It includes the user interface to the network, 
addressing, binding or connection establishment, session management, 
and process to process communications. The 6th is the Presentation 
level. It in~ludes text compression, encrytion, virtual terminal and 
file transfer. The 7th level is the Application level. It includes 
services such as network transparency, problem partitioning, 
distributed data bases, computation, and operating systems. 

In HP DSN/DS the . higher levels are included in the OS software 
implementation •. All of the normal OS ·capability is still available 
when used over the X.25 PON. These include the Virtual Terminal, 
Remote Commands, Remote File Access, File Transfer, Remote Data 
Base Access, Program to Program communications, and RFA to message 
files. Thus, all normal OS activities are still available, plus an 
additional capability has been added. This includes the support of 
asynchronous terminals over a PAD. The PAD is a Packet Assembler 
Disassembler. It provides a direct interface for support of 
asynchronous terminals on the X.25 PON. 

The PAD receives the transmissions from the terminal character by 
character. When the packet is full, or when an input terminator is 
received the PAD completes the packet and sends it to the host 
system. Upon receiving a packet destined for the terminal the PAD 
handles the handshaking betweeen the terminal for the display and 
transmission of the outgoing data and buffering of incoming data. 

This capability provides a mechanism so that terminals which are 
scattered geographically can utilize the X.25 netwo.rk for connection 
to the host computer.. In the normal mode of operation the terminal 
site has an asynchronous modem which provides access to the PON via 
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the PAO. The PON routes the traffic to the host. Thus, a session is 
established on the HP 3000 oq behalf of this terminal user. 

A computer network might consist of five computers and 20 terminals 
all geographically dispursed. Using standard leased line or dial up 
line ·communications the determination of routing and line speeds 
might be a difficult problem. Unless the network of computers were 
fully connected the user routing would have to be considered for each 
application or activity. It might also be difficult to provide an easy 
link between each terminal and computer system. 

The network services of the X.25 PON provides for the establishment 
of direct connections between each computer and terminal. Each of 
the computers would be connected to the PON with an appropriate 
communications link. This would normally be a i.soo or 9600 bit/second 
leased line. Higher and lower speed are also available from some 
networks. The terminals would achieve access to the PON through 
dial-up asynchronous lines. Users on any computer can achieve a 
virtual circuit and perform any standard OS activity to any of the 
computers in the network. Thus activity over a single line to the PON 
can handle various simultaneous users between any of the computers 
in the network. Similiarly, the terminal users can establish a session 
on any of the computers in the network. These capabilities may 
greatly simplify the rational connection between computers and 
terminals for a wide variety of applications. It may also decrease 
the cost for the network by providing the required inter-connectivity 
with fewer lines. However, the cost structure between normal 
leased or dial up lines and a PON varies greatly from country to 
country. There may be substantial differences in relative costs for a 
given network depending on the specific tariffs. 

The PON can provide significant improvements in the reliability of the 
connection. In networks utilizing leased lines or dial up capabilities 
the cost of multi-connectedness may be very high. This results in 
networks that are susceptible to error conditions on single lines or 
nodes. The PON normally provides multiple paths through the 
network. Traffic can be rerouted in cases of transmission 
difficulties. In our experience the transfer of files internationally 
normally works better through the appropriate X.25 PDN's with 
gateways between the networks than with dial up services. 

EFFECT OF THE PON STRUCTURE ON PERFORMANCE 

The PON network is made up of a number of computer systems 
connected by a number of comrhunica tions lines. The computers are 
referred to as IMP's in the Arpanet terminology. IMP stands for 
Interface Message Processor. The IMP handles all of the activities 
corresponding to levels one, two, and three. They establish the 
virtual circuits, handle routing, buffering, queuing, etc. Depending 
on the relative locations of two user computer systems the traffic 
between them mightbe serviced by a single IMP. If so the delays and 
queuing through the PON would normally be reduced. If the virtual 
circuit must traverse two or more IMPs there is potential for a far 
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greater variation ln performance. 

The X.25 PON provides for the packetlzing of data. In most networks 
the default packet size ls 128 bytes. The network provides for pipe­
lining with a typical level 2 window size of 7. Thls means that at 
level two seven frames can be outstanding at a time. The next frame 
must await acknowledgement of one or more of the previous frames. At 
the higher level the OS request and reply structure still exists. 

The level 3 window provides for flow control for each lndivldual 
users. In DSN/DS each user is queued at the OSMONX level. On many 
PON networks the level 3 window size is 2. This allows each user to 
have up to 2 outstanding packets. At that time an acknowledgement 
must be received in order to send additional packets for this user. 
The level 3 acknowledgement is normally handled DCE-to -DTE. If 
the network only supports END-to-END level 3 acknowledgements 
significant performance degradation would result. 

A user request must complete before the program may continue. This 
means the packets corresponding to the user data are sent 
sequentially to the remote end. Then the request ls serviced on the 
remote computer and the OS user reply ls prepared and returned to the 
originating end. The time required for this round trip through the 
network has a profound effect on the throughput. 

PERFORMANCE THROUGH AN X.25 PON 

The test set up included two Series /f4s. They were connected 
through the Telenet X.25 network. A 1#800 bit/second full duplex line 
was provided to the local Cupertino California, (San Francisco bay 
area) port, and a 9600 full duplex line to the Denver, Colorado port. 
This configuration guaranteed that the traffic would have to traverse 
the X.25 network, and no·t merely be serviced by a single IMP. 

Tests of RFA to a message file were made on various user buffer sizes. 
Tests of minimal user record size of 2 bytes required an average of 81#4 
mllllseconds for the elapsed time from request to reply. The actual 
figure ranged from 536 msec up to 3.032 seconds. Out of 60 samples 
10% exceeded one second. These tests were. conducted at various 
times, but in the 8 to 10 PM time frame. I believe the same activity 
during peak traffic loads on the network would result in some 
performance degradation. 

Tests of RFA with a record size of 500 bytes produced an average 
round trip for the request - reply of 2.849 seconds. The results from 
100 samples ranged from 2.352 to 12.1#89 seconds. This provided an 
effective throughput of 176 characters per second. With user buffer 
sizes of 2000 bytes effective throughput of 21#9 char/second was 
achieved. Obviously the transmission of compressible data would 
improve these figures. 

Tests of OSCOPY with no compression produced results of 201 char/sec 
through the network. With compression, using a Fortran source file 
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with 60% redundancy the effective throughput reached /f86 char/sec. 

FACTORS AFFECTING PERFORMANCE 

There are many complex factors which affect throughput in a network 
which .utilizes an X.25 PON. The affects of the PDN itself are highly 
variable and essentially uncontrollable. The instantaneous network 
traffic is unpredictable. There may exist heavy steady network 
load. There may be bottle necks on certain communications links or 
IMPs, which result in large queues. 

On the local or remote user system the normal CPU load, priority 
levels, Image queuing, disc access limits and other performance 
related factors still pertain. A further limit exists compared with 
the OS BI SYNC communications network. - In the BI SYNC network each 
communications link ls serviced by a separate INP. The traffic 
through a given link may be easier to characterize. The speed of the 
lines may be considered in conjunction with the anticipated traffic 
loads. On the X.25 PON a single INP normally can provide the link to 
the network, although multiplelines can be used. The traffic between 
this computer and all other computers and pad terminals share this 
single line. The simultaneous activity between nodes and PAD 
terminals may cause peak traffic congestion problems. 

The performance can be optimized in those cases in which the amount 
of data per request ls increased, thus for a given application the total 
number of request-reply pairs is decreased. For example with a 
network round trip delay of 2 seconds a series of 80 byte user records 
might require 2.2 seconds per record, whereas, 10 records serviced 
with a single user write might require only 2.8 to 3.5 seconds. This 
offers a significant improvement in overall user performance without 
requiring changes in the characteristics of the X.25 PON. 

Psychological concerns must be addressed. Activities requiring 
interactive access usually make the delays through the network very 
apparant to the user. Depending of the nature of the application the 
delays may seem troublesome. Applications requiring program to 
program activities or file transfers may not be so susceptible to the 
apparent network delays. Once the data returns, and begins to be 
displayed, the feeling of performance seems satisfactory to most 
users, i.e., the display of the data is not as bursty as in some other 
subsystems. 

CHARACTERISTICS OF TERMINAL SUPPORT OVER THE X.25 PON 

The support of asynchronous terminals over the X.25 PON may offer 
significant cost savings and ea.se of connectability. Depending on 
the nature of the activity the cost of individual lines between 
terminals and computers may be high. PAD support offers advantages 
where terminals are dispursed geographically and where the terminals 
need access to various computer nodes in the network. The X.25 
network establishes the virtual circuit directly to the destination 
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node computer. There is never any need to operate the terminal 
through intermediate computer nodes. The terminal can also easily 
change its destination computer without having to redial the PAO. 

The topics of flow control between the terminal and computer must be 
addressed. Some applications use fairly large amounts of data per 
exchange. In applications that require heavy interaction between 
the computer and terminal for many single character or short 
exchanges the delays in the network may profoundly affect the 
performance characteristics of the application. 

Our experience indicates that for terminal support over PADs the turn 
around delays through the network may range from 600 or 800 
milliseconds up to 6 or 8 seconds. One to three seconds has been 
typical. During busy daytime hours IJ. to 6, or even 8 seconds has not 
been unusual. The delays a user might experience depend on many 
factors such as network loading, network routing, congestion and flow 
control. It is difficult to anticipate performance characteristics of 
the PON. Many users feel that the PAD support over the PON is not 
much different from an asynchronous terminal supported over a 120'.l 
baud modem. 

COST COMPARISONS USING X.2.5 PON 

Charges for service on the X.25 PON may consist of four elements. 
There is the initial installation charge. Then there is typically a 
service change for the account. There is a monthly charge for each 
computer connection to the network, and this depends on line speed. 
There is sometimes an hourly connect charge. There is normally a 
volume charge on a per packet or a per frame basis. Finally, when 
inter-network activity is being utilized, there may be additional 
charges for connect time and transaction volume. In some tariffs 
there are charges for a larger number of simultaneous virtual circuits, 
i.e., the maximum number that may be required at a time. 

Charges for terminal support over the PAD typically involves an hourly 
connect charge plus the transaction volume charges. Of course there 
is the additional charge for the computer to network connection. 

These examples use costing data supplied by. Telenet, and the Bell 
Telephone Company in the USA; and for the DATAPAC service and 
Dataphone Digital Service in Canada. There is an extremely wide 
variation in pricing policies in various countries and from various 
vendors. The prices for X.25 services seem high compared with the 
price of leased lines in the USA. In many other countries the relative 
price of leased lines is significantly higher, so X.25 seems better by 
comparison. A determination based on current costs for each 
situation will be required. 

Refer to Figure Five. Consider 10 computer nodes located in various 
places with an average link distance of 17 miles. The minimum 
connection using private lines requires 9 links. In the US this might 
cost: 
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9 (lines)* $120 per line= $1080 plus 18 (modems)* $225 (per month)= 
$4050. 

This total cost is $5130 per month, and provides 9600 baud 
connections between computers. In general the configuration would 
not provide full interconnectivity, so from the applications 
standpoint the user might have to utilize intermediate nodes. 

The same network configuration using an X.25 PDN (using Telenet 
charges) would cost: 

10 (lines) * $925 (per line for 4800 bit/sec) = $9,250 per month; or: 
10 (lines) * $1400 (per line for 9600 bit/sec) = $14,000 p-er month. 

The packet charges are $1.55 for 128 byte packets. For a heavily 
utilized line at 4800 bit/sec the packet charges could approach $25 
per hour. 

With the X.25 PDN each computer can access any other node at any 
time so the user operations will be easier than through intermediate 
nodes. 

Using charges from Canada for the leased line facilities assuming an 
average distance of 17 miles we would have: 

9 links at $ 600 
18 modems at $ -

/month 
/month 

Total 

$ 5,400 
$ 

$ 5 , 400 /month. 

This data is based on 4800 bit/second, full duplex service. 

To provide the same service using DATAPAC the charges are as 
follows: 

9 computer links to the network at 4800 bit/sec $270 + (19 * $3) = 
$2,943 /month. 

There is one virtual circuit per link. Additional potential virtual 
circuits cost $3.00 per month. The Packet charge is $0.19 per 1000 
packets. 

Example Two. If we consider the same configuration, except that 
now the average link distances are 1300 miles. The line costs for the 
US case providing 9 leased lines is now $11,700 /month. The total 
monthly cost is S 15,7 50, including modems. The price of the same 
network over X.25 PDN is unchanged from above. The total network 
charge for X.25 will depend on packet charges. This total price may be 
either lower or higher than the private lines, depending on traffic 
charges. Then the overriding consideration would be convenience, 
throughput, connectibility, etc. 

Refer to Figure Six. Consider a fully connected network consisting 
of four computers located at Seattle, San Diego, Boston, and Miami. 
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To achieve a fully connected configuration it would require the 
following leased lines: 2 at 1500 miles, 2 at 2500 and 2 at 2800. The 
line cost would be $9,900 per month and the modems $2800 for a total 
monthly cost of $12,700. The X.25 PON would provide a fully 
connected network with only 4 lines. Four lines at 9600 would cost$ 
5,600 per month. However, packet charges could run up to $40 to $50 
per hour on a fully utilized 9600 bit/second link. The determination 
of whether to choose standard leased lines or the X.25 PON depends on 
factors such as connectibility, line utilization, performance 
considerations, and cost. 

Consider Figure Seven. This show a network consisting of Montreal, 
Halifax, Toronto, and Vancouver. The mileage figures are shown. 
The rates for using the 9600 bit/second O~taphone Digital Service 24 
hours per day are given below: 

Montreal - Toronto 
Montreal - Vancouver 
Montreal - Halifax 
Toronto - Vancouver 
Toronto - Halifax 
Vancouver - Halifax 

Total 

$2035 /mo 
4281 

2846 
4211 

3412 
3731 

$21,203 I month 

The service utilizing the DATAPAC X.25 PDN follows: 

4 Links at $390 + (19 * $3) = $1788 I month (including 20 switched 
virtual circuits per connection). 

The charges for packet 
Montreal - Toronto 
Montreal - Vancouver 
Montreal .;, Halifax 
~oronto - Vancouver 
Toronto - Halifax 
Vancouver - Halifax 

follows: 
$0.50 

1.30 
.60 
J.24 
• 7 8 

J.44 

I 1000 packet 

If we assumed one full hours traffic (i.e., 100% utilized) per day on 
each line the packet charges would $210 per day, or $4620 for a 22 day 
month. This is still quite reasonable compared with the DDS service. 
Obviously the amount of traffic must be carefully considered. 

' 
PAD EXAMPLE 

For another example consider a situation in which terminals in 100 
different locations require access to the computer for an hour per 
day, 20 days per month. For public dial-up lines in the US, assuming 
35 cents/hour phone expense the monthly bill would be $42,000. 

JOO (hour/day) * 60 (min/hour) * .35 ($/min) * 20 (days/month) = 
$42,000 pe_r month. 

This includes only opera ting expense, and does not include the 
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purchase price of the. modems. 

For service on an X.25 PON there are connect charges and packet 
charges, plus the link to the computer. For Telenet billing: 

100 (hour/day) * 3.90 ($/hour) * 20 (days/month) = $7800 

The number of packets might vary from 3000 to 20000 per hour 
depending on the nature of the application. At 5000 per hour the 
packet charges ~ight be: 

100 (hour/day) * 20 (days/month) * 5000 (packet/hour)* l'.55/1000 
($/packet) = $15,500. 

The line cost to the computer would be $1400 per month at 9600 bit/ 
second. Thus, the total cost using the X.25 PON might be $24,700 per 
month, about 6096 of the dial-up line approach. 

For the corresponding Canadian charges the data included in the 
examples above is still valid, however, there are two additional 
charges. There is a connect charge of $0.025 per minute ($1.50 per 
hour). There are also charges of S0.35 per 1000 packets in addition 
to the packet charges mentioned above for the computer link. 

From the applications stand point the throughput characteristics of 
the network, compared with a dial up approach, might be an important 
factor. In general, the short interactive types of activities might be 
impacted due to the turn around delays on the PON. The packet charges 
could vary widely. It might be necessary to provide more than one line 
to the computer to handle 100 terminals. 

SUMMARY 

The availability of the X.25 protocol for HP OSN/05 allows one to 
trade off performance and cost with CPU overhead. For leased lines 
between the computer nodes the X.25 protocol can provide better 
throughput for multiple users, for transfers that exceed the 
configured packet size, and for short interactive activities in the 
pre·sence of other simultaneous users. The trade off includes 
somewhat higher CPU load. The Line should be configured with a 
packet size of 1024 bytes, a level 2 window size of 7, and a level 3. 
wind ow size of 7. 

For network activities over the X.25 PON improved connectibility and 
different cost factors can be achieved, but with possible significant 
differences in the round trip delays through the network. The 
support of asynchronous terminals geographically dispersed is also a 
beneficial capability of the PON. The PON will specify the packet 
size and allowable window sizes, with packets of 128 bytes, and level 
3 window size of 2 being common values. Although the CPU load to 
handle these smaller packets is increased, the fact that this load is 
paced by the speed of the line generally keeps the impact on the 
system from being a significant problem. 
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Since terminals on the PAD are normally serviced at 1200 bits/second 
the 9600 bit/second line between the network and the host computer 
might easily service 8 to 12 terminals operating at full speed. 
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c. Using Leased Lines 

b. Using X.25 PON · 
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Robert F. Hoel, Catherine Y. Fleischmann, and John W. Ellis 
Colorado State University 

As managers become more sophisticated decision makers, 
they will need more advanced computerized support systems. 
We believe that the most useful decision support systems 
will integrate (1) information analysis, (2} graphical out­
put, and (3) ease of use. This was the type of package the 
Colorado State University, College of Business was seeking 
to use on its HP 3000 for purposes of demonstrating and · 
teaching effective business decision making. 

An integrated decision support system provides the most 
relevant decision making ·information to managers. An organi­
zation's information flow can be thought of as a pyramid. 
The massive volume of the actual individual transactions 
make up the base of the pyramid. 

Chart I 
An Organization's Information Flow 

NFORMATIO 
ANALYSIS, GRAPHS 

DATA 
FINANCIAL STATEMENTS, RATIOS 

PROCESSING 
G/L, A/R, MRP, ORDER PROCESSING 

RAW TRANSACTIONS 
VOUCHERS, INVOICES, ORDERS, TRANSACTIONS 

----- VOLUME OF DATA __ ,,_, 

\ 
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These items are processed by many different systems to 
create various types of data that are more relevant to the 
manager. At the top of the pyramid the volume of data needs 
to be reduced. Managers must have usable information and 
must have procedures for analysis. While it is important 
fQr managers to be able to dip into the lower parts of the 
pyramid occasionally, they must not be overwhelmed by too 
much raw data. The most useful management-oriented data is 
at the upper levels of the pyramid. . From the upper pyramid 
came key decisions that affect the operating success of an 
organization, and it is here that decision makers gain their 
most important insights into the performance of their organi­
zation. Insight is generated by managers as they inter­
actively survey and analyze their data. 

Graphics are invaluable as the primary output because of 
the ease with which a user can assimilate large quantities of 
data in1pictoral form. A recent Harvard Business ~eview 
article described the appeal of gr~phics: 

••• Computer graphics offers two basic benefits to 
all ma..'lagers. First, it saves on one of the most 
coveted resources available to managers--time. Such 
savings occur in the time required to a) interpret 
the data, b) communicate a complex set of findi.ngs 
to others, and c) supervise the prod.uction of a final 
report. Beca~se the time used in processing data is 
essentially nonproductive, these savings free mana­
gers to engage in other, more productive functions. 

Second, computer graphics helps managers better 
perform one of their most important functions-­
decision making. This happens because a) visual 
information can be digested more readily, so that 
managers would, in a given amo.unt of time, be able 
to acquire a larger pool of relevant information; 
b) trends or deviations from the norm are easier to 
depict through graphics, so that managers would have 
access to a more accurate system of exception report­
ing or trend analysis; artd c) the rapid response of 
the interac;tive computer graphics systems enables 
managers to ask the 'what if' questions without feel­
ing guilty about having to consult others and helps 
them personally test out several contingency plans 
in a relatively short period of time." 

Graphics serves the dual purpose of a communication device 
and a decision aid. Graphs are appropriate in boardroom pre­
sentations, and many types of decision-oriented work sessions, 
publications, and many other communication needs. Graphics 
help analyze past trends and identify turning points. Mana­
gers can identify opp~rtunities, project trends, and evaluate 
"what if" situations. 
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Shortcomings of Currently Available Systems 

Most graphics packages that are currently available for the 
HP 3000 fall short in many areas. The problem areas include 
the ease of use, the purpose of the package, available network­
ing, and expandability. We will use the DSG/3000 package for 
purposes of criticism-because it is so widely used. 

Ease of Use 

The three major types of selection devices with graphics 
packages are: l) English-like commands, 2) small programs 
accessing a series of subroutines, and 3) menu decision trees. 
The first two types are fine for technical people, but tend 
to exclude a non-technical manager from interacting with the 
package. It is difficult for managers to request a series of 
graphs from data processing when the manager is examining "what 
if" kinds of situations. The tum-around time her.e is also a 
problem when managers wish to see a graph immediately. The 
menu decision trees in DSG/3000, for example, are easily under­
stood by non-technical managers but are cumbersome to use when 
changing a graph. DSG requires a user to'know what series of 
menus to go through to change something as simple as a line 
pattern or switch from a bar to a pie chart. The criticism is 
not that menu trees are difficult to understand, but they are 
time consuming. 

Purpose of the Package 

The packages currently available are primarily for making 
presentations. They create high quality graphics but perform 
very few statistical and analytical functions. DSG will allow 
the user to generate the moving average of a line but not a 
linear or exponential regression. It is practically impossible 
to extend a line either by a step function, growth rate, or 
trend unless the data is calculated by hand. While DSG will 
perform various arithmetic operations, it will often not pro­
vide the user with basic statistical information about these 
lines. For example, statistics not included in DSG/3000 are 
range, standard deviation, regression r squared fit, regres­
sion slope, and number of valid data points. These statistics 
provide valuable information to managers and their absence 
requires valuable time for calculation by hand. Managers are 
likely to make decisions without these data values before doing 
the computations themselves. 

Networking 

Since ·a major purpose of graphics is corrununicati.on, several 
managers may need to see the same graph as well as analyze the 
same information. To save time and material, the manager should 
be able to see authorized material created by other managers and 
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send his own graphs to others. This creates problems with 
data security and integrity. To see a graph a user created 
under DSG provides security because the second user must know 
the data file and chart names to receive the graph. However, 
DSG does not fully protect data integrity. An unscrupulous 
second user is able to change data and graphs to meet his own 
purposes. 

Expandable Features 

Most of the vendor graphics packages available are not 
expandable. A user must purchase the entire package whether 
or not they will. be using all the features of that package. 
If users find thl!!Y have outgrown the package, they must pur­
chase a new package that may or may not operate in a similar 
manner. While DSG does offer various add-on features, it 
currently cannot be expanded to include more advanced analy­
tical functions. On the other hand, DSG may offer too many 
features for a first time graphics user. This person might 
have to buy a simple package at first (to justify the cost) 
and trade up to DSG in the future. The user would have to 
learn how to operate a new package. This is time consuming 
and costly. 

Ideal Decision Support Features 

Problems with the currently available graphics packages 
make it difficult for companies to consider graphics as a 
true decision support system and genuine aid for non-technical 
managers. An ideal system should allow managers to apply 
their analyt~cal skills without being dependent on data proces­
sing personnel. Managers also need an interactive format, 
analysis capabilities, text and tabular features, potential 
for expansion, user-specified default parameters, networking, 
and multiple output devices. 

Interactive 

The ideal package should allow for on-line user interface 
from the manager's desk or work station. The manager should 
be able to operate the package easily without learning any 
code or torturous "English-like" language. All the functions 
should be evokable at any time--this means menu trees should 
not be included. This evokability could best be accomplished 
through the use of a dedicated keyboard. Each key would have 
at least one special function that when pressed may produce 
the necessary form to be filled in according to the user's 
needs. The keys would be labeled so that a manager would not 
need to memorize key functions. Changing the features of a 
graph (i.e. bar to pie) would mean pressing one or two keys. 
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Analysis Capabilities 

The desired package would provide managers with a wide 
range of analytical tools including regression, moving average, 
inter-line and inter-point calculations, confidence limits, 
statistical values, and a technique (similar to operating an 
HP hand-held calculator) capable of solving and storing user 
specified algorithms. The user should be able to perform 
these analyses on l) any data that is stored on the HP 3000 
or 2) data that the user directly enters himself. This 
enables the manager to browse through data to easily discover 
trends, turning points, and opportunities. An example of 
this type of analysis process is shown in Graph I. - Graph IV 
at the end of this paper. 

Text and Tabular Capabilities 

The desired package would provide high-quality presenta­
tion materials. Also, a user must be able to generate slides 
of text and/or tables to tie together presentations. Again 
these should be easy to produce by pressing only a few keys. 
The tex.t should allow for various letter sizes and font types 
as well as repositioning and rotating of words. In producing 
the tables, the user could incorporate mathematical and statis­
tical functions. The user could provide actual figures as 
well as graphs to his audience. 

Potential for Expansion 

A package that contains all the previous specifications 
would overwhelm many managers. Not all features would be used 
immediately--decision makers learn how to use a few sophisti­
cated techniques· at first and later learn to use more advanced 
techniques. Therefore, users should be able to start with a 
simple package and add on the various features as they become 
useful. An ideal system would allow users to learn one basic 
package and simply add new functions to the same package when 
needed. 

Specified Default Parameters 

In addition, the user should be able to easily specifiy 
and modify default parameters for l) the total fiscal period, 
2) numer of time periods per graph, and 3) graphical features 
(i.e. axis, tick marks, legend size, frame, etc.). The user 
could then quickly point at a data set and hit a graph key 
which would produce a graph according to his default parameters. 
If the graph needs minor changes, the pressing of a few keys 
would enable the user to see the new graphs quickly without 
having to specify all parameters. 
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Networking 

A graphics decision support system should allow users to 
interchange graphs without jeopardizing security. This could 
be done by providing each manager with his own user name and 
the ability to send a graph to other managers. The managers 
would be able to see the graphs and use any analytical func­
tions to change the graph, but would not be able to change the 
actual data or the original user's graph. This swapping of 
graphs could be done on-line by the managers and would not 
involve the data processing department. 

Saving time and money is a critical feature of network­
ing. Managers would spend less time generating hard-copy out­
put for other managers. Each manager could see the graph on 
his own screen, thus reducing the need for paper and other 
costly supplies. 

Also, communication between various managers in different 
departments, different locations, and different organizational 
levels would increase due to constant sharing of information. 

Output Devices 

A manager should be able to easily generate output on a 
plotter, printer, and terminal by pressing a specific output 
function key. The high resolution output would be suitable 
for any presentation or publication needs. 

The Decision--Support System at CSU 

We are only aware of one business crraphics package that 
now has most desired characteristics of an ideal graphics decision 
support system for the HP 3000. The package is ANALYST/3000 
by Interactive Solutions Corporation in Fort Collins, Colorado. 
It contains 30,000 lines of code of which 8% is devoted to 
graphics and 92% to data handling, user interface, and analy­
tical functions. ANALYST has several features and ranges in 
price from $8,000 to $25,000. Features can be added at any 
time to the basic package. The College of Business has 
decided to use the ANALYST/3000 to teach future managers how 
to interpret and analyze their data to make more efficient and 
timely decisions. 

As educational institutions incorporate sophisticated 
decision support systems in the classroom, students will be 
entering business with a wider range of decision making abili­
ties. These new managers will need advanced decision support 
systems available or their unique abilities will be wasted. 
It is the responsibility of data processing departments to 
provide these new users with sophisticated packages that are 



non-technical and easy to operate. 
tools that should be available is a 
system using extensive graphics and 
aids. 
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One of the most important 
easy-to-use decision support 
a wide range of analytic 
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Footnotes 

ls. Takeuchi and A. H. Schmidt, "New Promise of Computer 
Graphics," Harvard Business Review, January/February, 
1980. 
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2For further discussion of this general topic, see Malcolm 
L. Stiefel, "Software Revenues to Parallel Graphics 
Boom," Mini-Micro Systems, July, 1982, and David Friend, 
"Graphics For Managers: The Distributed Approach," 
Datamation, July, 1982. 
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In the early 1970's, HP was faced with a decision which 
has since affected the lives of many thousands of HP3000 
users. In those days HP didn't sell application packages; 
they sold top-rate equipment and just enough software to 
make it useable. When you bought an HPJ000 computer, you 
got an operating system (MPE), a couple of compilers, a few 
utilities, and maybe a database facility (IMAGE/QUERY). 
With these powerful tools you could develop and execute any 
kind of program you might rieed. 

The only thing lacking was a good, user-oriented data 
entry facility. Commercial users wanted formatted screens, 
but there was no easy way to implement them with existing 
languages. In the absence of such a facility, HP may well 
have been losing hundreds of orders a year, and customers 
who did buy an HP3000 often decided to get terminals from 
some other vendor rather than pay $4000 apiece for HP's 
expensive 2640's. 

The crucial decision was whether HP should provide such 
a facility, and if so~ what kind of facility it should be. 
If HP didn't do it, one or more independent vendors 
undoubtedly would, and HP had both the resources to do the 
job right and the reputation to generate widespread user 
acceptance of the finished product. It was clear that 
developing a user-friendly formatted screen facility would 
not only be a great boon to HP3000 users; it would be in 
HP's economic self-interest as well. 

This new product was destined to be known as VIEW, 
V/3000, and eventually V/PLUS; but before development could 
begin there were some tough questions that had to be 
answered: 

1) What was meant by a formatted screen facility? 
2) Would specialized terminals be required? 
3) Would the facility operate in character-mode as well 

as block-mode? 
4) Would it fit in with the existing operating system 

without impacting performance? 
5) Would the facility be accessible from application 

programs, or operate as an independent package? 
~) Could such a project be justified economically? 
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One can only speculate as to the conversations tha~ 
might have taken place in the HP planning sessions with 
respect to these issues. We can, however, evaluate these 
questions from the vantage point of the user community. 

What Do We Mean by a Formatted Screen? 

Before terminals were invented, most data entry was 
accomplished by punching numbers and letters on 80-column 
cards. The "card format" was nothing more than a precise 
description of which fields were located in which columns 
and how each field should be interpreted. 

Batches of these cards were read by a batch input 
program and checked for consistency. Entries that contained 
recognizable errors were rejected and identified in a batch 
exceptisn report while those that were judged valid would be 
processed and/or stored as individual records on a disk or 
tape file. As before, each type of record had a "record 
format" defining the position and content of the various 
fields contained in the record. 

With the advent of timesharing facilities and multi­
processing operating systems (such as MPE) it was no longer 
necessary for a computer to be dedicated to one program at a 
time; it could be shared by many users concurrently. This 
eliminated the nec~ssity to process data in batches, and 
made interactive processing practical for the first time. 

Instead of key-punching and verifying a batch of cards, 
the former key-punch operator could now enter data directly 
into the computer, through teletype devices at first, and 
more recently using video display terminals. A "~creen 
format", similar to that used for punch cards could be 
defined identifying the sequence, location, and meaning of 
fields typed on the terminal in any given input line. 

The obvious advantage of direct entry into the computer 
is the feature of immediate feedback. Instead of getting a 
printed report of all the entries that had to be revised and 
resubmitted, the operator could be notified of invalid data 
a s i t w a s e n t e r e d , a n d the e r r o r .co u 1 d b e co r r e c t e d 
immediately. 

Terminals are used in one of.two basic modes: scroll­
mode (line-by-line input), and non-scroll-mode (full-screen 
input). Note the important differences between the two. 

In teletype- or scroll-mode, the user enters data on 
the "bottom line" with the preceding several replies visible 
on the lines above. This is the mode generally used for the 
question/answer type of dialogue in which a user is expected 
to respond to one prompt at a time (note that each 
s u c c e s s i v e q u e s t i o n m a y be d e t e r m i n e d by r e p 1 i e s g i v en to 
earlier questions). 
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Scroll-mode is the standard method.of communicating 
with MPE. It is also used for line-by-line input in 
virtually all of the HP utilities, including QUERY, EDITOR, 
and BASIC. By treating each line as a fixed-format card­
image, this type of input may be viewed as a rudimentary 
version of the nformattedn screen. 

The true formatted screen, by most definitions, 
operates in non-scroll mode. The screen format is analogous 
to a preprinted form with several blank areas waiting to be 
filled in. The nbackground" portion of the form typically 
contains headings, instructlo"s-, and descriptions of the 
various data fields (name, address, part number, quantity, 
etc.). Tha "foreground" portion consists of all the data 
areas, possibly underlined, enclosed in brackets, displayed 
in high intensity or inverse-video, or otherwise enhanced to 
show the location and extent of each input field. 

In effect, a formatted screen is a giant reusable 
punch-card with built-in field descriptors. Used for both 
data entry and information retrieval, it gives the operator 
the impression of' looking directly into the computer's 
memory. 

Specialized Terminals? 

Practically any terminal with cursor addressing can be 
used to display a form on the screen and read or write data 
to and from selected data areas within that form. Both of 
th e c l a.s s e s o f t e rm i n a 1 s m an u fa c t u r e d by HP we r e s u i tab l e 
candidates, as were most non-HP terminals. 

Not all terminals provide the same visual effect, but 
functionally most are interchangeable. For example, 
differing brands of terminals may offer differing display 
enhancements, or none at all. At worst, an underline on one 
may appear as inverse video on another. 

Some terminals, including the HP2621, do not even 6ffer 
a protected screen capability. As a result, you generally 
cannot erase the foreground without also erasing the 
background. On such terminals a formatted screen facility 
would have to clear foreground either by erasing one field 
at a time or by clearing the whole screen and redisplaying 
the form. Both of these options are relatively inefficient, 
and visually annoying as well, though it might still be an 
improvement over some other method of data entry. 

An almost hopeless situation exists with non-protected­
mode terminals when there is no means of disabling scroll­
mode. ·Pressing the LINEFEED or RETURN key when the cursor 
is on line 24 will force the form and its contents to jump 
up one line, causing misalignment of subsequent fields until 
the form is redisplayed. Some terminals have a manual 



switch for disabling scroll mode, but this is probably not 
acceptable, either. 

In summary, a good terminal for formatted screens is 
one which offers cursor addressing, protected field.s and one 
or more display enhancements. Reliable terminals with .these 
features can be purchased for under $6Sl/J apiece. More 
expensive terminals are available, offering such options as 
local memory (for storing more than one form), logic for 
lo.cal field editting, and block-mode transmission 
capability. 

Block-mode vs. Character-mode 

Within the HP31/JSS community there seems to be 
considerable confusion as to the fundamental differences 
between block-mode and character-mode. For many users, the 
terms •block-mode• and •formatted screen• are one and the 
same, while •character-mode• is just another name for 
scroll-up question/answer dialogue. 

Behind these misleading half-truths is a movement I 
have labelled the •block-mode conspiracy•. This 
subconscious campaign of misinformation promotes the view 
that block-mode is inherently superior to character-mode, 
that character-mode is archaic, inefficient, and difficult 
to use, and that any application which operates ·in 
character-mode cannot involve formatted screens. 

Granted, block-mode is not really .used for much besides 
formatted screens; and thanks to VIEW, most of the formatted 
screen applications running on the HP3Sl/JS today probably do 
operate in block-mode. And it is true that character-mode 
is the only means of implementing scroll-up applications. 
However, that doesn't mean that character-mode is 
incompatible with formatted screens. Quite the contrary! 

Imagine two identical HP terminals sittini side by 
side, the one on the left operating in block-mode, the one 
on the right in character-mode. The forms displayed on the 
two screens are identical, with the cursor positioned at the 
beginning of the first input field on each screen. 

As you enter the requested information at the left 
terminal (block-mode), each character typed is displayed on 
the screen and simultaneously recorded in the.terminal's 
memory. By means of the TAB key(s) you move the cursor from 
field to field, entering or modifying the values on the 
screen. When you are satisfied with the contents of memory 
(as reflected on the screen), you press the ENTER key. This 
causes the information stored in the terminal's memory to be 
transmitted to the computer as a block, hence the term 
block-mode. 
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Although the casual observer might not notice the 
difference, something fundamentally different would occur if 
you were to enter the same information at the other terminal 
(character-mode). As the name indicates, each character 
typed would be transmitted to the computer individually, at 
the instant you struck the key. As soon as the computer 
received the character, it would be echoed back to the 
terminal and displayed on the screen. 

Whether transmitted as a block or character by 
character, the data is actually received by the computer one 
character at a time (two at a time on the model 64) and 
collected in a buffer in main memory. The difference is 
that data from a block-mode terminal is presented to the 
program as one continuous string of concatenated input 
fields, whereas data from a character-mode terminal is 
presented to the program one field at a time, as soon as the 
RETURN key is pressed or the field is completely filled in. 

Under block-mode, any processing of the individual 
fields must be deferred until the whole screen has been 
entered. When an error is detected, a message is usually 
displayed in a predefined area of the screen and the user is 
expected to remedy the situation by modifying one or more 
fields on the screen. The contents of the screen are then 
retransmitted to the computer and once again processed by 
the application program. This sequence continues until no 
more errors remain. 

The technique of processing the whole screen at once 
may be adopted under character-mode, as well, though it is 
probably more useful for the program to process individual 
fields· as they are entered, so as to provide immediate 
feedback to the user. In this way warnings can be 
evaluated and erroneous fields retyped while they are still 
fresh in the user's mind. 

It also makes sense to automatically align decimal 
points, expand coded values, calculate sub-totals, or 
display auxiliary fields directly following each input 
instead of waiting until the end. For example, if a part 
number is entered and the program validates the number by 
retrieving the associated parts record, it is a simple 
matter to immediately display the description of the part 
for visual verification. 

In either block- or character-mode, default inputs may 
be predisplayed on the screen, allowing users to confirm a 
given value merely by TABbing past the field (block-mode) or 
by pressing the RETURN key (character-mode). This technique 
saves key-strokes and takes much of the drudgery out of data 
entry. It is especially helpful in character-mode, where 
subsequent inputs can be more accurately predicted based on 
the values of already entered fields. 
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Using this technique, a medical billing clerk might 
entet a code id~ntifying the type of service performed and 
the program would respond with the standard amount charged 
for that service in 9 out of .10 cases. Only in the 
exceptional case would the billing clerk have to override 
the default value. Since character-mode programs ask for 
data one field at a time, even the sequence of input can be 
adjusted dynamically in accordance with previously specified 
values. 

A personnel application might have one set of fields 
for hourly employees, another set for salaried employees and 
a number of fields which apply to both. Instead of 
designing two separate formatted screens; all fields could 
be incorporated into a single form and the program could 
determine which fields to skip by looking at the valQe 
entered for EMPLOYEE~TYPE. With block-mode, the operator 
(rather than the program) would have to be programmed to 
skip the unnecessary fields under the appropriate 
circumstances. 

In effect, each of these techniques provides one more 
way for the program to help the data entry clerk do a better 
job. As a result, data entry speeds increase, error-rates 
are reduced, and operator morale is improved. 

Considering that character-mode is inherently more 
interactive than block-mode, and that this interactivity 
provides a number of benefits to the user, any effort to 
discourage the use of character-mode could be regarded as an 
assault on the users' freedom of choice. 

What Effect on System Throughput? 

Since the computer is being utilized to do some of the 
thinking for the user, one might conclude that character­
mode would be less efficient, that it .would put an 
additional load on system resources. In practice, the 
contrary seems to be true. One possible explanation is that 
character-mode causes the computer to do more productive 
Work whiLe block-mode causes it to do more unproductive 
work, or work it wasn't designed for. 

MPE's terminal i/o module, for example, was designed to 
handle randomly distributed single-character interrupts. 
Block-mode data is transmitted in rapid bursts as much as 
1000 times maximum typing speeds. By statistical odds 
alone, transmission errors and data overruns are far more 
likely to occur with block-mode i/o than with character-mode 
i/o. 

In addition, the use of block-mode requires every 
foreground character on the screen to be transmitted even if 
only one field is needed. Thus the whole screen is likely 



to be retransmitted once for each error detected. Not only 
retransmitted, but probably completely reedited and verified 
as well. 

In character-mode, on the other hand, leading zeroes 
and trailing blanks don't have t~ be transmitted, values 
that are already correct can be confirmed by a single RETURN 
character, and fields that don't apply can be skipped 
entirely. 

Block-mode applications typically require larger 
buffers, have more memory, and often impose greater demand 
on other critical system resources. This is especially true 
of VIEW applications. As a rule of thumb., you can usually 
double the number of concurrent users of a program just by 
switching from VIEW to a good character-mode terminal 
handler. · 

Access From Application Programs 

The need for HP to provide a formatted screen facility 
was largely due to the absence of any screen-oriented 
commands in the existing programming languages. Traditional. 
languages such as COBOL and FORTRAN, 1nvented during an era 
of all batch processing, never anticipated sophisticated 
screen interaction. Even BASIC, which was designed for 
interactive programming, provides for termirial i/o only in 
scroll-mode. 

The ideal solution may well have been to extend these 
languages to accomodate the technological realities of our 
day. Unfortunately, COBOL and FORTRAN are the jurisdiction 
of international standards committees, and a vendor only 
extends such languages at the risk of an incompatability 
with the standard sooner or later. There is consider~bly 
more freedom with BASIC, and some of the more recent 
implementations of BASIC do contain screen-oriented 
constructs for cursor-addressing, etc. 

Most commercial applications were still programmed in 
COBOL, though, and there would have been widespread 
resistance to any suggestion that the tradition be changed. 
Any effort to convert established programmers to some new 
programming language would likewise have caused considerable 
havoc. In any case, developing a new com.piler or rewr~ting 
an existing one would have been a very major undertaking 
even for HP. 

In this respect, block-mode offers one distinct 
advant~ge. By treating the entire screen as a single block 
of data (a giant card-image, in effect), traditional batch­
input methods could still be applied. Existing batch 
programs could thus be conv.erted to "on:-line" programs with 
minimal rewriting of program logic. Thi.s may account for 
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the p.opularity of block-mode among those who have 
responsibility for program maintenance and development. 

Another option HP might have considered would be to 
develop a self-contained formatted screen utility for data 
collection an~ retrieval that operates independently of 
application programs. For example, QUERY might have been 
expanded to include a formatted-screen mode. 

The problems with this approach are: (l) the vendor 
tries to anticipate every possible requirement and somehow 
provide for it, but invariably something is left out, or (2) 
the resulting facility is so complex that you end up having 
to learn a special-purpose language in place of a common 
programming language, or (3) the facility is so rudimentary 
that separate programs still have to be written to process 
the data that has been collected. 

Was the Project Economically Feasible? 

Whatever technical design HP might finally settle upon, 
it is fairly obvious that a sizeable development effort 
would not have been undertaken without a marketing strategy 
for recovering those costs through increased future 
revenues. Some combination of the following points would 
undoubtedly have been used to justify the project: 

o make the HP3000 more attractive so more people would 
buy it (recover development costs through new 
computer orders) 

o make the HP3000 easier to use so existing customers 
would expand their use of the system and purchase 
add-on terminals, memory, etc. (recover the costs 
through add-on orders) 

o make the data entry facility so good that HP3000 
users would pay a lot for the product itself 
(recover costs through software sales) 

o make the product dependent on a particular type of 
terminal (and either sell more of these terminals or 
increase the profit margin on each, or both (recover 
costs through terminal sales) 

o don't worry if the product is inefficient, because 
users will buy more memory or a bigger computer to 
handle the volume (recover costs through inflated 
hardware orders) 

The last point is included not by way of accusation but 
to illustrate that the users' interests are not always 
parallel with the vendors' interests. In the long-run, 
however, any attempt to take advantage of the user or to 
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introduce an inferior product would be counterproductive 
since it would encourage other vendors to provide a better 
solution. 

HP's failure to provide character-mode formatted-screen 
support, for example, has resulted in a proliferation of 
terminal handlers, both custom-made and commercially 
available, with support for non-HP terminals as well as HP 
terminals. At the opposite end of the spectrum, a number of 
self-contained data entry products are also on the market. 

Users Must Make Informed Choices 

Users should be encouraged to use the facility which 
most often meets their needs and suits their circumstances. 
Unfortunately, most of us are no.t sufficiently informed as 
to the pros and cons of the various alternatives to really 
make a meaningful evaluation. It is a curious fact that 
many far-reaching choices have been based on short-sighted 
ideas and misinformation. 

For example, many users will readily a.dmit they don't 
like 1.1.slng VIEW, but if you ask them why they use it, you'll 
get answers like: 

o "Because we have to have formatted screens" 

o "Because it was free" 

o "The boss didn't want to waste our block-mode terminals" 

o "There's no alternative ••• it's the only thing HP offers" 

o "We thought block-mode would be more efficient" 

o "We had no choice ••• the application packages we bought 
were written in VIEW" 

o "Our salesman says character-mode is on the way out" 

o "The training sessions made it sound so easy to use" 

o "We just didn't know any better!" 

In light of these comments, we would all do well to remember 
this piece of advice: 

Be careful when choosing the tool you'll be using, 
So you still can rejoice when there's no longer a choice. 
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Standards are Necessary 

What HP3000 users need is an objective industry 
standard against which all data entry facilities can be 
measured and their features compared. V/3000 is the de 
facto. standard for block-mode, but V/3000 lacks most of the 
features which make character-mode screen form handlers so 
powerful. The list of design goals proposed in a recent 
article in the SuperGroup Newsletter might be a good 
starting point for defining a universal standard. 

Users also need some objective performance measurements 
by which to compare the run-time impact of the various 
facilities. In 1982, BARUG (Bay Area Regional Users Group) 
commissioned a Data Entry Task Force to obtain such 
statistics for the various data entry techniques; as of this 
date, their report has not been published. 

Until standards are established and performance 
measurements made public, uninformed users will continue to 
feel their input is being ignored, circumstances are 
conspiring against them, and they are being deprived of 
those illusive •systems defined with the user in mind•. 
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System backup is one of the most frequently used functions on 
a typical HP 3000 system. While it is a necessary part of 
maintaining the system, there has not been much effort in the 
past to understand the internal interactions among the tape 
drive, the CPU, and the operating system to assess the 
limitations and opportunities for increasing backup 
performance. 

Hewlett-Packard has developed a model to predict backup 
performance under a variety of circumstances. This paper 
presents how the model has been used to evaluate changes to 
the STORE program in the Q-MIT . and to identify possible 
changes for future enhancements. It begins with a review of 
how the tape drive works and how the system accomplishes a 
ty-pical backup. After the model is presented, the results 
with the new STORE program are discussed. These results have 
been verified on an actual HP 3000 system with the 7976A tape 
drive. Finally, the use of the model for future backup 
performance improvements will be addressed. 

I. INTRODUCTION 

This paper, while it describes a model for backup performance 
on a simple system configuration, will help the reader 
understand the process of backup and those factors that 
actually affect the backup time for any system configuration. 
The paper covers some general concepts relating to tape 
peripherals and how they work as well as how the rest of the 
system interacts. The reader will also gain an insight into 
the directions HP is taking for backup in the future. 

Backup performance is a function of many system parameters and 
not just the tape drive specifications. Many times the tape 
drive specs are used out of context of true backup 
performance. System interactions involved in a backup are 
very complex. HP developed this model to propose 
modifications to the system to improve backup performance. 
With this model HP can provide better solutions in both 
hardware and software than are currently available. 
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II. CONCEPTS OF TAPE DRIVE TECHNOLOGY 

Some background information will help to explain the 
operation of the system during backup and the way the model 
works. Backup provides an insurance policy against a system 
failure or a user error that would destroy some data stored on 
the system. Basically, it involves the transfer of data from 
the primary mass storage device, usually a disc, to a 
secondary mass storage device which is most frequently a tape 
drive. Tape has some obvious advantages for off-line storage 
since it is very reliable, relatively inexpensive, and can 
store a large amount of data in a small space. The parts of 
the system involved in a backup transfer include hardware (the 
disc drive, CPU, cables, and tape drive), utility software to 
manage the data transfer (STORE or SYSDUMP in MPE), and the 
operating system which has the software drivers for the 
peripherals. 

RECORDING DATA ON TAPE: 

A brief review of the data structure on tape will clarify the 
comparison of different types of tape drives later. Half 
inch reel to reel tape drives have been around for a long time. 
The data standards have been well defined and well accepted in 
the industry. Most tapes in use today are recorded in nine 
parallel tracks. The tape head has nine tracks that can read 
or write on the tape simultaneously. The data density on the 
tape can be measured in bits per inch or BPI for each track. 
One of the nine tracks is used as a vertical parity check so 
that the other eight tracks can record one byte of data in the 
length of each bit cell. Thus the tape density connotes bytes 
per inch as well as bi ts per inch. The density is often 
expressed as logical characters per inch, or CPI, to 
distinguish the data density from the density of the actual 
magnetic flux reversals that are recorded with the different 
formats. 

The three industry accepted formats that exist today are 800 
CPI Non Return to Zero Inverted ( NRZI), 1600 CPI Phase Encoded 
(PE), and 6250 CPI Group Coded Recording (GCR). The 
algorithms for converting logical ones and zeros to magnetic 
flux reversals are specified by the codes NRZI, PE, and GCR. 
More complete descriptions of these formats can be found in 
many publications. 

For all of the formats, the data within a file are div.ided into 
records. Records are typically 4 Kbytes, 8 Kbytes, or 16 
Kbytes. The record size is specified by the host. The end of 
each file is marked with a special type of record called a file 
mark. File marks and records are both called blocks. 
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Between each block is a blank space on the tape called an inter 
block gap or IBG. The nominal length of the IBG is 0.6 inches 
in the 800 CPI and 1600 CPI formats and 0.3 inches for 6250 
CPI. The ANSI standards that define these formats allow the 
gap length to extend up to several feet. 

A transfer from the host to the tape peripheral involves three 
steps. First the host must send a command to the tape drive 
controller to tell it what to do such as a command to write a 
record of data. Next the data must be transferred and finally 
an acknowledgement is sent back from the tape drive to the 
host to indicate that the data were written correctly on the 
tape. This command, transfer, and response sequence is 
repeated for each block. 

START/STOP AND STREAMING TAPE DRIVES: 

A start/stop tape drive has the capability to stop and start 
the tape motion within the length of the IBG. Since the gap 
is rather short, these drives employ tension arms or vacuum 
columns to "buffer" the tape while the capstan controls the 
actual tape speed across the head. This allows the tape drive 
to stop the tape in the IBG, send the acknowledgement back to 
the host, wait for the next command, and then respond quickly 
for the next block. On high speed start/stop drives this 
operation takes only a few milliseconds. 

Figure 1(a) on the next page shows what happens to the tape 
motion across the head. At the top is a piece of tape showing 
the IBG between two blocks of data. The graph below shows the 
velocity of the tape relative to the head. The tape moves at 
a constant velocity as it reads or writes the block of data 
then stops in the IBG and waits for the next command. When 
the command is received, the tape speed ramps up to read or 
write the next block. The command, transfer, and response 
sequence must be completed for each block before the next 
sequence begins. 

Recently, the traditional start/stop tape drive designs have 
been challenged by a new type of drive called streaming 
drives. Simply put, streaming describes the operation of a 
tape drive when data are supplied or requested such that the 
tape does not stop in the IBG. Figure 1(b) shows the tape 
motion in streaming mode. Note that the tape does not stop at 
all in the IBG. One advantage of a streaming drive is that 
this saves the time required to stop the tape and start it up 
again. Tape drive manufacturers also point out that a 
streaming drive does not need to stop and start rapidly so 
that the tension arm mechanisms or vacuum columns needed for 
tape buffering can be eliminated resulting in a much lower 
cost product. 

However, there are some problems with this streaming 
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technology. Figure 1(c) sbows what happens if the streaming 
drive is forced to stop. The command for the next block must 
be received slightly in advance of that block so that the tape 
drive can respond to the command. If the next command is not 
received by the time the head is positioned at point 1, the 
tape will slow down and stop at point 2. Sine~ this is beyond 
the start of the next block, the tape must be reversed to point 
3 where the drive will wait for the next command and ratnp up to 
full speed at point 4. The time penalty for this reposition 
cycle can be a half second or more. Most host systems do not 
support streaming tape drives. At 100 inches per second tape 
speed the 0.6 inch gap is passed in only 6 milliseconds--not 
much time for the CPU to respond to the acknowledgement from 
the last record, send the command for the next record, and 
begin the data transfer. As a result, streaming drives on 
most systems end up not streaming at all. 

To get around this problem, HP designed the software driver in 
MPE .to work with the tape drive controller to accommodate this 
streaming mode operation.· The 7976A tape drive is a high 
speed start/stop drive that is also designed to run in a 
streaming mode. Thi.s is coordinated with the host 
(particularly the I/O tape driver and the STORE program) so 
that they -0perate as a system. This is done with a technique 
called command queuing. Even before the acknowledgement from 
the last (or current) record is sent back to the host, the host 
can send the next command which is stored in a special command 
queue buffer in the tape drive controller. When the tape head 
reaches the IBG, the command for the next block is immediately 
available so that the tape will not stop in the gap. In the 
proper time the acknowledgement from the last block will be 
sent back to the host so that the command., transfer, and 
response sequence for adjacent records can be overlapped. 
With this command queuing technique, the 7976A tape drive wi 11 
operate in a streaming mode on HP 3000 systems. 

BACKUP PERFORMANCE: 

The measure of backup performance is often misunderstood. 
The most frequently quoted specification for tape drive 
performance is the burst transfer rate. This is defined as 
the product of the tape speed and the recording density. For 
a high speed.tape drive a typical burst transfer rate is 75 
inches per second times 6250 bytes per inch or 468.75 
kilobytes per second. However, the tape drive is only one 
part of the system involved in backup. While the burst 
transfer rate is an accurate measure of the upper limit of 
data transfer to the tape, it is a poor indicator of backup 
speed since it does not take into account the operation of the 
system or even the data structure on the tape. 

The burst rate is applicable only within the data record on 
the tape. With the 6250 CPI format an 8 Kbyte record is 1.28 
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inches long. At 75 ips, this takes only 17 millisecdnds to 
transfer. Each record is separated by a 0.3 inch nominal IBG 
so the time to pass the record plus the gap is 21 milliseconds. 
These gaps alone will reduce the transfer rate to 
8Kbytes/0.021 seconds or about 380 Kbytes per second~ Using 
16 Kbyte records the actual transfer rate will be a little 
better, but longer gaps, shorter records, file marks, and the 
operation of the syste·m will all reduce the actual transfer 
rate even further. · 

At the other end of the spectrum is the system effectiv.e 
transfer (SET) rate. This is calculated simply by dividing 
the amount of data transferred by the time it takes to 
transfer •. This takes all of the system effects into 
consideration and gives a true representation of the actual 
backup performance on the system. 

The best performance test of any peripheral is the test on 
your particular system. Since backup performance will be 
affected by the type of system, the configuration, the 
software, and even the file set characteristics, the choice of 
a benchmark is important. In general, the . relative 
performance for different tape peripherals will change 
depending on these factors. To establish a valid benchmark, 
HP has collected file information from many systems 
representing over 6 Gigabytes of data to characterize a 
typical file set. 

III. PRESENTATION OF THE MODEL 

It is difficult to separate and analyze all of the paramete~s 
that ~ffect the actual backup time. This is where a model is 
useful--to give a relationship between the system parameters 
and actual backup performance. The model describes a simple 
system configuration and uses the characteristics of MPE. 

The backup model simulates a system to find and isolate 
sensitivities in the system. It was used iteratively to 
first i.dentify parameters with the highest sensitivities on 
backup :-performance and then move in a stepwise fashion to 
analyze the other parameters. A basic assumption is that the 
sensitivity at the initial branches is higher than at the 
lower levels. Interactions among the parameters were assumed 
to be small. As it turns out, there are a few parameters that 
control most of the sensitivity to backup performance. These 
are: the file structure, disc access times, host buffering 
technique, arid the tape speed and density. 

The model uses a straight ·forward approach. Most of the 
parameters are not treated as random variables but are 
simplified by using average values such as disc access time, 
system overhead, and others. This results in a mode-1 that 
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will quickly identify the most sensitive areas. As we learn 
more about the entire process the model can be developed to 
reflect more detail so we can finely tune the system. 

Figure 2 on the next page shows a block diagram of the elements 
in the system that are included in the model. Starting with 
the disc and the tnterface, the data are fed into the HP 3000 
through the GIC (General I/O Channel). The STORE program 
controls the file transfer operation within the CPU. Data 
are sent through another GIC to the tape drive and stored in a 
local buffer there. The formatting electronics convert the 
data bits to the flux reversal pattern recorded on the tape. 

This diagram can be used to demonstrate how the tape drive 
burst transfer rate differs from the SET rate. The burst rate 
is the transfer rate from the tape formatter to the tape for 
data within each record. The SET rate includes all of the 
factors on the diagram. 

Since the file structure has a large affect on backup, several 
actual file sets were used as inputs to the model. An input 
file set was generated by first doing a LISTF(fileset)-1 to 
produce a tape of all file labels. LISTF and STORE both make 
use of the same sorting algorithm so the LISTF output of file 
labels is in the same order as the STORE program. A program 
called MAKEGF was then used to create a sample Goodfile with 
the following information: file name, account name, group, 
user name, and all of the extent sizes and addresses. (The 
Goodfile is used by the STORE program and contains the names 
of the files to be stored.) This sample Goodfile becomes an 
input fi~e for SIMSTORE which is the actual simulation 
program. The program produces detailed and summary outputs 
as well as typical system comments. A hlock diagram of this 
process is shown in Figure 3. 

Fixed parameters in the model defined the hardware 
configuration. The system was a Series 64 or 44 (the 
difference in overhead was considered negligible), with one 
7933 on a GIC and a 7976A on a separate GIC. The STORE was run 
with no users on the system except the System Manager. 
Variables were based on the file structure, the HP 3000 STORE 
program, the disc drive and the tape drive. Table 1 lists all 
of the parameters in the model under each group. 

IV. THE RESULTS 

The simulation results agreed very closely with the actual 
results measured on a system using the same file set. A 
comparison of the times for a STORE using two different file 
sets is shown below: 
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TABLE 

Parameters Used in the Model 

Tape Parameters. 

- Tape speed 
- Tape format (density) 
- Record size 
- IBG length 
- Buffer size 
- Command queuing 

Disc Parameters. 

- Burst transfer rate 
- Access time. 
- Latency 
- Seek time 
- Bytes/track 
- Sector size 
- Command set 80 overhead 
- Buffering 
- Disc type 

HP 3000 STORE. 

- Goodfile 
- Users on system 
- File boundaries 
- Overhead 
- I/O channel program 
- I/O command protocol 

File Set Structure. 

- Extent size 
- Number of extents 
- Blocking factor 
- File size 
- Locality of extents 
- Label 

4 7 - l 0 



4 7 - 11 

Actual Store Simulated Store 
File set (Elapsed time) (Ela2sed time) % Error 

@.Kevin.Account 2:29 2:32 2.0% 
@.@.@ 7:11 6:56 3.5% 

Additional testing has confirmed the accuracy of the model. 

To understand how the tape drive will affect the backup time 
several different types of drives were included in the model. 
These tests were run using the version of the STORE program 
that is available in the Q-MIT (MPE release C.01.00) and the 
system configuration shown in Figure 2. First, the upper 
limit to tape drive performance on the system (in this 
configuration) is shown by assuming notape drive at all. 
This is simulated by forcing an immediate response from the 
tape drive. This case models the disc access process, the 
overhead of the Good file, the STORE program, the CPU buffering 
scheme, and the GIC. It does not include the electronics or 
mechanics of the tape drive. The resulting performance 
limitation to the system alone was 325 Kbytes/second. 

Next, by adding the parameters of a tape drive into the model 
the performance can be estimated in an actual backup 
situation. Using a 125 ips start/stop tape drive under the 
same conditions, the transfer rate remains at 325 
Kbytes/second which is equivalent to an average tape speed 
during the STORE operation of 76.7 ips with the 6250 CPI GCR 
format. The effective tape speed is reduced compared to the 
rated tape speed of the drive because of the data formatting 
and the fact that the drive may wait on the system. 

Another simulation was run using the parameters of a .75 ips 
start/stop drive. In this case the throughput dropped about 
9% to 297 Kbytes/second. The average tape speed during 
backup was 68.7 ips. 

Some testing was done to learn how the buffer size in the tape 
drive would affect performance. Host buffer size was held 
constant at 8 buffers of 255 sectors each while tape record 
size and tape drive data buffer size were varied. (Note that 
over 500 Kbytes of memory were allocated to buffering in the 
host.) Host buffers were released when the tape record had 
been verified. Even if the host buffers are released as soon 
as the data are transferred to the tape drive, only a slight 
performance improvement can be realized by increasing the 
buffer size in the tape drive. The explanation is that more 
buffers will help when the transfer rate through the system is 
close to the transfer rate onto the tape. As it is today, the 
burst transfer rate to the tape is much higher than the 
transfer rate through the system so the additional buffering 
in the tape drive has only a small effect. More study is 
needed in this area to verify these e~rly results. 
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The STORE program has a very large affect on backup 
performance. Two key factors are the file boundary overhead 
and the host buffering algorithm. With the version of STORE 
that is widely used there are four to six disc I/O's at each 
file b.oundary. This has been changed with the new version of 
STORE available in the Q-MIT to only one or two disc I/O's. 
This is done by reading the file label at the same time as the 
data are read from the first extent and improving the method 
of keeping track of which files to write to tape. In 
addition, the program will now read contiguous extents from 
the disc with a single disc I/O. The buffering scheme has 
also been improved. Instead of two 24KW host buffers, STORE 
now uses three 16KW buffers. Without increasing the total 
amount of memory allocated to buffers, the performance can be 
improved substantially. 

Some interesting statistics have been compiled based on the 
file label information from the systems that were sampled. 
Information on file sizes and extent sizes are particularly 
valuable since these can have a large affect on backup 
performance. The graph in Figure 4 on the following page 
shows the cumulative extent and file sizes as a percent of the 
total. The graph shows that the median file size is 33 
sectors and the median extent size is 14 sectors. Further 
analysis has shown that 10% of all extents hold 75% of all data 
and just one percent of the extents contain 35% of the data! 

Figure 5 shows the cumulative percentage of all files versus 
the number of extents per file. This is the percentage of 
files with X or fewer extents. Note that 65% of all files 
have only one extent and that over 80% of all files have eight 
or fewer extents. 

The effect of the file sizes and extent sizes can be dramatic. 
Because of the system overhead associated with each file or 
extent and the disc seek time due to disjoint extents, backup 
performance can be increased by increasing the size of files 
and reducing the nu~ber of extents per file. A performance 
improvement of 11 to 17% is possible if all files have only one 
extent instead of up to 32 extents. The small extents are the 
ones that cause the most trouble during backup because of the 
overhead involved. While 50% of all extents are 14 sectors or 
smaller, they contain only 7% of all data. Most of the data 
on the system are packed into the larger extents so that only a 
small part of the data on the system can cause the backup 
performance to be poor. System managers can also improve 
performance by doing a RESTORE to clean up the data structure 
on disc. 

V. SUMMARY 

Hewlett-Packard is committed to better backup solutions. The 
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work that HP has done to model backup performance has already 
resulted in some changes to the STORE program as part of the Q­
MIT. The reduced overhead for extent boundaries and better 
buffer allocation will help reduce backup time on most 
systems. 

HP will continue the work that has been started to understand 
backup more fully. Future developments at HP will include 
possible changes to the hardware and software to make the tape 
drive work as an integral part of the system. HP is 
investigating enhancements to the operating system, different 
tape drive designs, and more software to provide a backup 
strategy which addresses higher performance and great~r 
flexibility. The overhead in the system may be reduced even 
further and we have found a better method of buffering data in 
the host that will be available in the near future. New 
designs in the tape drive will provide greater reliability 
with lower cost products. The electronics in the tape drives 
will become more sophisticated and allow better data 
handling. Finally, · some totally new approaches to backup 
such as an image copy may be a good solution to some HP 3000 
users' needs. 





INTRODUCTION 

OPTIMIZING TRANSACT CODE 

Robert A. Karlin 
Consultant 

In 1978, 20th Century-Fox Films embarked upon a 
project to connect its 21 branch locations into an 
on-line network for the booking and billing of its 
feature films. After a long vendor selection process, 
a pilot project was begun using the HP3000. In our 
search for a user-friendly environment we chose to use 
a menu oriented structure written with V/3000. We 
needed a productivity tool that could handle V/3000 
intrinsics and yet be faster and more flexible than 
COBOL or SPL. We chose IMACS, drawn by its high level 
IMAGE interface and its dictionary driven language. 
Our shop was already familiar with Data Dictionary/Data 
Directory concepts, and felt that the IMACS dictionary 
would fit with our already developed techniques. Our 
user wanted to be completely isolated from MPE, and 
once signed on and into the menu structure, he wished 
to leave it only to exit completely from the system. 
Our user also needed the ability to move reasonably 
rapidly between the different functions of the system, 
and could not tolerate excessive delay in loading 
segments of code. 

The system has been in operation for somewhat over 
a year at this point, and is about 80 percent complete. 
It consists of over 150,000 lines of TRANSACT code and 
is written as a single segmented program. Our response 
time in moving from application to application is under 
5 seconds. Our system is now running on three 
HP3000/64s with about fifty five to sixty users per 
machine. In our development effort, we have probably 
exceeded every limit of the language. This paper is a 
compendium of odds and ends learned during our 
development project. 

I have divided the subject of TRANSACT optimization 

48 - 1 



into two broad areas, stack size considerations and run 
time speed. There are tradeoffs between these, and 
where there are conflicts, I have attempted to identify 
them. At the end of this paper I have included a few 
notes about INFORM and REPORT. 

STACK SIZE CONSIDERATIONS 

TRANSACT 

Transact is an interpreted language. The TRANSACT 
compiler reads your source code and produces a file of 
TRANSACT P-code(pseudo-code). TRANSACT P-code is a 
shorthand form of your source code, and consists of a 
series of tables containing the descriptions of your 
data and source, and a coded form of your source. The 
TRANSACT processor reads the P-code, and interprets the 
the coded source on an instruction by instructin basis. 
It is both faster and stack efficient to use a single 
instruction for multiple operations as the processor 
only has to interpret the instruction once. For 
example: 

LET (FOO) = (BAR) + 5; 
LET (FOO) = (FOO) * t.7; 

is less efficient than: 

LET (FOO)= [(BAR)+ 5] * 1.7; 

ITEM DEFINITIONS 

TRANSACT keeps a table containing all of the 
parameters needed to identify and use each data item. 
As part of this definition, TRANBACT keeps the full 
item name as it appears in your source code. Since 
this name is kept in a variable length field, the 
shorter the name you chose, the smaller this table is. 
Transact keeps a separate entry in this table for each 
item referenced, even if it is a redefinition of 
another item. Even though this seems to use more stack 
space, you can use.this to your advantage. 

OPTI 

TRANSACT provides an option that can save you a 
considerable amount of stack space. The OPTI option is 
specified on the CONTROL line prompt when executing the 
compiler and has two functions. First, the compiler 
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will remove from its internal item table any data item 
definitions not referenced in your code. (DEFINE(ITEM) 
does not constitute a reference in this case.) This is 
especially useful if your internal standards require 
the use of copy books for your item definitions. 
Second, the compiler will remove the data item name for 
any item in which the OPT parameter is specified in the 
DEFINE(ITEM) statement. This can only be done in cases 
where the data item name is not required to retrieve 
the item from an image data base. But, the OPT 
parameter CAN be specified on data item redefinitions 
of data base data items. For example if your data base 
contains the item FOO, and this item occurs in your 
inventory and customer files you may use the following 
without seriously affecting your stack size: 

DEFINE( ITEM) 
FOO X( 10): 
INVENTORY-1ST-OO = FOO, OPT: 
CUSTOMER-1ST-OO = FOO, OPT; 

GET INVENTORY, LIST=(CUSTOMER-1ST-OO:); 

TRANSACT will store only the literal "FOO", and resolve 
the reference at run time. 

LITERALS 

The TRANSACT compiler is smart enough to recognize 
recurring literals and store them only once. Since 
TRANSACT also allows you to split literals into smaller 
strings on the MOVE statement (a side effect of 
allowing you to span lines with a literal) you can save 
a tremendous amount of space by carefully coding your 
application. For example: 

instead of coding this: 

MOVE (PAGE1) ="PAGE 1"; 
MOVE (PAGE2) = "PAGE 2"; 

use this: 

MOVE (PAGE1) ="PAGE II "1"; 
MOVE (PAGE2) = "PAGE II "2"; 

In the first case you are storing 12 characters, 'PAGE 
1PAGE 2'. In the second you are only storing 7, 'PAGE 
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SEGMENTATION 

One of the easiest ways of squeezing your 
application into a smaller size is by segmenting it. 
TRANSACT segmentation is a single level tree. Your 
root segment is always present and all other segments 
are swapped into the same area appended to the root 
area. All items that are in the root may be referenced 
by any segment, while all items in an overlay segment 
can be referenced only in that segment. Any procedure 
in the root segment c.an be referenced by anyone, whi.le 
the only procedure names that can be referenced from an 
overlay segment must be defined in the root using the 
DEFINE(ENTRY) verb. The amount of stack space used is 
the sum of the stack space used by the root segment and 
the largest overlay segment. 

The amount of time nescessary to effect a segment 
change is relatively small, but not inconsequential. 
Do not write code that bounces between segments. 
Change segments only between major functional changes 
(such as between applications on a menu or between high 
level($$) commands. 

Note that when you are using a segmented program, 
the processor keeps the p-code file open during the 
entire duration of the process.· This does add a 
certain amount of overhead. 

When using the segmentation feature, you must clean 
all local items off your list register before 
overlaying the segment. If you must leave items on the 
list register (items, not data. You can always remap 
the list register over the data register after 
resetting it and not lose the data originally stored 
there) use-the OPTS option on the CONTROL line during 
execution of the compiler. This will prevent the 
processor from aborting when you leave the overlay 
segment. 

CALLING 

TRANSACT has a feature that will allow the 
execution of another TRANSACT program that will share 
the same DATA register as the calling process. This 
allows the ability to pass data to a TRANSACT 
subprogram, and overcomes some of the limitations of 
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segmentati~n. Since the subprograms are separate 
programs, they are. compiled separately, alleviating the 
problem of hour long compiles and reams of paper to 
keep a current listing. Specifying the SWAP option on 
the calling statement decreases the stack size 
necessary by allowing the processor to overlay portions 
of the tables in the calling program. 

On the other hand, calling is slow, taking 5 to 10 
times the length of time that the segmentation option 
takes. Using the SWAP option slows it even more due to 
the time necessary to reload the overlayed areas. 

V/3000 

If you are using the TRANSACT V/3000 interface, 
there are certain steps that you can take to decrease 
your stack requirements. 

First, always use a V/3000 fast forms file. This 
will not only decrease your stack requirements, but 
will also decrease your disk IO. 

When using V/3000, a buffer is set aside for 
terminal IO. The size of this buffer is dependent upon 
the size of the largest form in your formfile. Keeping 
your forms about the sace size will decrease your 
stacksize dramatically. 

If you specify a: V /3000 formfile to TRANSACT, the 
processor will attempt to load the complete set of item 
definitions to describe the formfile. If you are only 
u~ing a small part of a large formfile, this could be 
disasterous. Use the VPLS option on the SYSTEM 
statement to specify only the ~arms that you will be 
using in this program. 

MESSAGE CATALOGS 

HP suggests that one method of reducing stack 
requirements is to remove all error and informational 
messages to an external file, referencing this file to 
display messages instead of using literals. This 
technique should be used only when the IO overhead is 
not a consideration for run time performance. 

RUN TIME OPTIMIZATION 
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Even though TRANSACT is an interperative language, 
most rules of run time optimization are applicable. I 
will not attempt to recapitulate these rules in this 
paper. Those interested should refer to Jim May's 
exceptional paper on PROGRAMMING FOR PERFORMANCE, Bob 
Green's work on Data Base optiI11ization, and Eugene 
Volokh' s scholarly work on Data Base synonyms. I a.hall 
only cover those particular cases that apply to 
TRANSACT. 

ARITHMETICAL OPERATIONS 

TRANSACT is not exceedingly fast in mathematic 
computation, but there are a few things that can be 
done to speed up your calculations. First, combine as 
many operations as is feasable into one TRANSACT 
sentence. The overhead o~ interperating the 
instruction can mount rapidly in recursive operations. 

Secondly, use either all packed operands, or all 
integer operands. In any other case, T.RANSACT will 
convert all operands to packed format. This can be 
especialli time-consuming if you are using display type 
fields. 

In any ~ase, if you have complex mathematical 
requirements, you should consider a FORTRAN or SPL 
subroutine. 

SORTING 

Since TRANSACT calli;i the SORT subsystem to do all 
of its sorting, do not use the SORT optiqn lightly •. 
Sorting a few items in order to display can cause more 
system overhead than the use of IMAGE sorted keys to 
keep these items in order. Note that in order to call 
SORT, you must have at least 4K words of space free on 
the top of stack to prevent stack overflow. 

PROCEDURES AND SUBROUTINES 

In order to call a external procedure from 
transact, you must place it in an SL. TRANSACT then 
uses the HP LOADPROC procedure to invoke your 
procedure. This is very, very slow, especially during 
the initialization of your program, At TCF, we found 
that a program calling about 10 subprograms could take 
as much as five minutes to initialize on an unloaded 
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HP3000/44, or over a half hour on a load machine. If 
you use external procedures, combine them into one 
seg~ent before placing them in your SL to minimize the 
overhead of loading. Also, if you use few procedures, 
and reference them rarely, use the NOLOAD option of the 
PROC verb to prevent issuing the LOADPROC until the 
procedure is truly needed. 

TRANSACT provides a method for eliminating the 
issuing of the LOADPROC system intrinsics. If you are 
calling system intrinsics from TRANSACT, you should 
define them in the DEFINE(INTRINSIC) statement. Note 
that not all intrinsics are available this way. 

SEGMENTATION AND CALLING 

Minimize bouncing between called programs, and 
between overlayable segments. Put your global 
subroutines in your root segment, since there is much 
less overhead in performing subroutines in the root 
segment. And, of course, try and kee.p your segments of 
approximately the same size, ~ince TRANSACT will 
allocate space on the stack for the largest segment. 

After you have thoroughly debugged your program, 
compile it with the OPTS option. This will remove a 
certain amount of the internal checking when moving 
between segments. Note that if you have left local 
items on the list register, you could produce very 
strange and interesting results. 

IO CONSIDERATIONS 

When accessing flat files, use the FILE verb as 
opposed to GET, or PUT. Using the FIND verti with the 
PERFORM option is more efficient than coding your own 
construct, though be careful of TRANSACTs internal data 
base error routines. When using the FIND verb, be 
extremely careful of the LOCK option. Transact does 
not lock on the record level. The following construct 
could put your system to sleep. 

FIND FOO, PERFORM=BAR, LOCK; 

BAR: 
DISPLAY RECORD~ID; 

PROMPT RECORD.-NEWSTUFF ("Enter Stuff or RETURN to 
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bypass"); 
IF RECORD-NEWSUFF <> II II 

THEN 
PUT BLEECH; 

RETURN; 

The above example will lock your base while waiting 
for your operator to finish answering the prompt, 
impeding all other processes waiting for it. 

If it is necessary to lock multiple records for 
update, it is probably more efficient to lock them 
yourself than to use TRANSACTS locking algorithm. 

OFFSETS 

Probably the single most time-consuming action that 
you can do within TRANSACT is LET OFFSET(FOO) = 
anything. LET OFFSET will recalculate the 
displacements of the entire record definition. If it 
is necessary to use arrays, try to construct them in 
such a way that you limit the number of times that you 
change the offset into that array. Algorithms that 
calculate the offset into an array are much faster than 
incrementing through the array entry by entry. 
Accesing the elements of the array is reasonable 
efficient, such that algorithms that can reference 
multiple entries in the array without incrementing the 
OFFSET is faster than accessing entry by entry. 

V/3000 

If you are using V/3000, avoid switching from block 
mode(GET(FORM), PUT(FORM), etc.) to character 
mode (DISPLAY, PROMPT, DATA, etc.). Also, avoid using 
$$ commands and subcommands. Use menu for program 
option selections instead; Keep your forms reasonable 
in size to decrease your overhead. 

INFORM and REPORT 

Many users, enthralled with the idea of producing 
reports for their users without programming, or 
allowing their users to access the data in their files 
without DP intervention, have run into the problem of 
INFORM or REPORT taking 3 to 4 hours to produce a 10 
line report that could be produced in TRANSACT, COBOL, 
BASIC, or even by hand in 5 minutes. The reason behind 
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this can be found in the method that these packages 
access your data .. Consider a likely application. You 
have a data base with a master file containing 1000 
entries. Chained to this file you have a detail of 
100,000 entries. You wish to search for a range of 
entries from your master file, and process all entries 
that are chained to it, a total of perhaps 3000 
records. When you write this in COBOL or TRANSACT, you 
read the master file, select the records you want and 
read the appropriate chains. INFORM and REPORT, on the 
other hand, will automatically read the detail file 
first, and then read the appropriate master. In other 
words, you will read the whole 100,000 record file 
first, instead of the small master. One method of 
circumventing this would be to extract your selection 
keys to either a flat file or a KSAM file. Since 
INFORM and REPORT read flat and KSAM files before 
attempting to process your detail set, your efficiency 
should skyrocket. 
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TYPES: 

PURPOSE 

AUDIT 

INTERNAL 
EXTERNAL 

BY: IAN KILPATRICK 

QUALITY CONTROL,EFFICIENCY,SHAREHOLDERS INTERESTS, 
COMPLIANCE WITH GOVERNMENT REQUIREMENTS 

HISTORICAL 

FROM MANUAL TO MAINFRAME: LARGE COMPANIES 
MAJOR PROJECT 
B.ATCH 

THEREFORE l. CLEARLY DEFINED AUDIT TRAIL 
2. CONFIRMED BY AUDITORS BEFORE IMPLEMENTATION 
3. IN THE EVENT OF nBUGSn, SYSTEM PROBLEMS,SYSTEM 

FAILURES OR DISCOVERY OF INCORRECTLY ENTERED 
DATA IT WAS POSSIBLE (ALTHOUGH NOT ALWAYS EASY) 
TO REENTER THE TRANSACTIONS OR TO CHECK THE 
ACCURACY AND INTEGRITY OF THE INPUT DATA. 

TO A VERY SIGNIFICANT DEGREE AUDIT HAS FOLLOWED 
COMPUTER TECHNOLOGY. THE APPROACH HAS BEEN TO RESPOND TO 
INCREASED USE OF COMPUTERS BY INCREASING THE TRAINING (AND 
THEREFORE COf'1PUTER AUDIT ABILITY OF STAFF) • 

CURRENT 

THE POPULARITY AND USE OF MINI COMPUTER SYSTEMS CHANGED 
THE PICTURE QUITE SIGNIFICANTLY: 
THE LOW ENTRY PRICES FOR MINI COMPUTER SYSTEMS MEANT THAT 
COMPUTERS PROLIFERATED THROUGHOUT LARGE, MEDIUM AND SMALL 
COMPANIES.MANY COMPANIES WITH MINI COMPUTER SYSTEMS HAVE 
THEIR OWN PROGRAMMING STAFF WHO WRITE PROGRAMS WHICH DEAL WITH 
THE FINANCIAL RECORDS OR PHYSICAL STOCK RECORDS OF THE COMPANY. 

THE.DEVELOPMENT AND INCREASING POPULARITY OF SCREEN ORIENTED 
INTERACTIVE MACHINES LIKE THE HP3000 ALSO HAS SIGNIFICANT 
RAMIFICATIONS. 

THIS HAS CREATED A NUMBER OF AREAS OF HIGH RISK 

FRAUD 

l.PROGRAMMERS COMPUTER EXPERTISE CREATES POSSIBILITIES 
FOR UNDETECTED FRAUD WITH LOW PERSONAL RISK (EVEN WHEN DETECTED 
A SIGNIFICANT PERCENTAGE OF COMPUTER FRAUDS ARE NOT REPORTED; 
MANY COMPANIES TAKE THE VIEW THAT WITH SMALL PROSPECT OF 
RECOVERING THEIR MONEY IT IS NOT WORTH THE ADDITIONAL 
ADVERSE PUBLICITY, EMBARASSEMENT AND POSSIBLE EFFECT ON 
THEIR SHARE PRICE TO START A PROSECUTION) .THIS ATTITUDE 
DOES OF COURSE ENCOURAGE SUCCESSFUL(UNPROSECUTED) COMPUTER 
CRIMINALS TO ATTEMPT TO REPEAT THEIR CRIME ON ANOTHER 
COMPANIES COMPUTER. 

NEGLIGENCE 

2. THE INTERACTIVE NATURE OF THE HP3000 MEANS THAT PROGRAMMING 
AND TESTING IS TYPICALLY DONE ON-LINE. THIS CAN CREATE SIGNIFICANT 

49 - l 



PROBLEMS. IT IS VERY DIFFICULT TO ENSURE THAT full sys.tern testing 49 - 2 
takes place {particularly in small to medium sized companies) 
because of the screen oriented nature of HP3000 programs~On-line 
program testing and debugging by the programmer(or group of 
programmers) who wrote the progr;;un (or module) can lead to 
inadequate system testihg taking place (even in those 
Companies who have a clearly defined test plan). This is because 
A) It is extremely difficult to ensure that a programmer 
has carried out the full system testing that was specified 
B) That if the full system testing was carried out, that it was 
carried out in a single pass i.e. a. programmer who has spent 
eight hours (or more) testing a program on a heavily loaded 
system might be unwilling to repeat the testing from the start 
if he found a small easily modified "bug" which he felt was 
not in a section of code that was used during the earlier 
part of the testinc;J! • 
C)multi module screen based progr;;uns (with a consequent lack of full 
testing documentation) written to, what often turns out 
to be very optimistic, deadlines create strong temptations 
to make up time by reducing the extent of the testing. 

Maintenance and "BUGS" 

Fully audited syste~s with comprehensive testing can still 
cost Companies hundreds of thousands of dollars through the 
discovery (and abuse )of "bugs" by users, introduction of 
program "bugs" through maintenance and·or program updates carried 
out without comprehensive retesting .The effect of an undetected 
"BUG"getting loose on a "live" stock control system with thousands 
of transactions per day is almost too horrible to contemplate. 
IT HAS BEEN DONE ! MANY .TIMES ! ·Not of collrse by the same 
Company (some of which are no longer available .to tell the tale). 

OTHER 

There are of course many .other potential problem areas. Breaches 
of system security, updating proqrams to meet legislative changes 
(hopefuly before being in breach of the legislation) etc. 

The purpose of mentioning the foregoing is to highlight some 
of the problems HP3000 users have to surmount in ensuring that 
the programs that are released on their systems match both 
external and internal audit (internal audit of course includes· 
all quality assurance steps carried out in the DP dept) criteria. 
This is a diffic:ult and often thankless task, not assisted by 
the fact that QA is often percieved as an ari optional cost ("we 
would love to spend more time/mon.ey on further QA but we don't have 
the time/money to ddmore"). Man.y Companies have taken this 
approach and many df them. through. g.ood luck,good judgement, tolerant 
management/auditors or whatever have not experienced major problems 
as a result of this approach, despite in many cases effectively 
having system and program changes retrospectively confirmed by 
the external auditors. 

THE FUTURE 

DP has grown from an' expensive infant available to a very 



select highly trained few, to mass cheap availability. ·As 
with most things increased use has led to the discovery of 
the potential for abuse. At a Corporate level the statistical 
incidence of the abuse is often minimal.However each failure 
in Corporate controls has the potential to cost hundreds of 
thousands of dollars(and perhaps Corporate existence). 

External auditors,the SEC etc are aware of the problem and are 
focussing closely on it. The certain consequence of their 
attention is of course more guidelines and legislation some 
of which has already been enacted, some of which is now actively 
in progress and a great deal of which has yet to fall into 
our laps to cope with. 

Auditors (and auditing)will become more sophisticated (but 
not cheaper) and more mechanised methods of system and program 
testing will be introduced. 

Old programs will have to be modified to cope with this (so that 
l. they can be audited in the future 2. at a reasonable cost). 
comprehensive, fully documented professional QA will become 
increasingly important. 
program development will have to be in conjunction with 
the. auditors,to ensure compliance with their requirements. 
Systems development and testing will have to take computer 
audit into account. 
current and future data protection requirements need to be 
considered and implemented prior to (not subsequent) to 
system implementation. 

VARIOUS WAYS TO OPTIMISE QA AND AUDITING. 

In conclusion the DP dept has to accept that program development 
jand in particular that on interactive machines) ,will be 
subject to greater audit and QA requirements in the future. 
Those Corporations that make a virtue out of neccesity i.e 
use QA as a profit centre and already plan for future 
requirements in consultation with their auditors, are the 
ones who can face the future with the greatest confidence. 
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INTRODUCTION. 

There are many ways to define a good MRP system. The most 
common method is by measuring the benefits derived from 
implementing MRP. Different classes of MRP users are 
defined for different levels of benefits attained. 
However, it is also important to heed the cost of 
maintaining and operating MRP. This cost can be very high 
if the system is not reliable and is problem~prone. In 
simple terms, a good MRP system should not require 
complicated preparations prior to each run nor should it 
require- complicated recovery procedures if the system is 
interrupted. Ideally, one should be able to start MRP at 
the end of the day or the week without·worrying that he/she 
may be called at night or during the weekend. In addition, 
the system should be flexible enough to accommodate common 
user requirements without extensive modifications. The 
objectives should be to maximize benefits and to minimize 
cost. 

This paper emphasizes ways to optimize a computerized MRP 
system from the operations point o·f view. The discussion 
applies mainly to a regenerative system and covers the 
areas listed below: 

o Data Accuracy. 
o Failure Recovery. 
o Common Problems. 
o Performance. 
o Special Applications. 
o Interfacing. 

Hewlett Packard's Materials Management/3000 (MM/3000) MRP 
system will be used as a reference system. This MRP system 
has been refined through years of actual field applications 
and extensive enhancements. For those of you who already 
use Hewlett Packard's MRP system you may benefit from many 
of the suggested applications. 
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DATA ACCURACY. 

The accuracy of the input data is unquestionably the 
prerequisite to a successful MRP operation. MRP reports 
are meaningless if the part or inventory information is 
not correct. Successful MRP users claim to attain a 
very high inventory accuracy of 98% or over. One good 
technique to insure inventory accuracy is Cycle 
Counting. It allows physical verification on inventory 
without disrupting the entire operation. The Inventory 
Management module in MM/3000 has a batch job called 
"CYCLE INV-COUNT" for this purpose. 

FAILURE RECOVERY. 

To alleviate the burden of supporting MRP, provisions 
for recovery must be carefully planned. The recovery 
process must be simple and easy to use. If the system 
crashes while running MRP (perhaps due to a hardware 
failure), when the system is recovered, MRP should be 
restartable from its last processing point so that very 
little time is lost. Similarly, if MRP aborts, a 
recovery program should be automatically activated and 
should attempt to restart MRP from its last successful 
execution. All these activities should occur without 
any users' or progranuners' involvement. This method is 
friendlier than the traditional one which requires 
purging and recreation of some intermediate files before 
restarting. In MM/3000, the recovery job is specified 
in the Job Control Language ( JCL) file as "!COMMENT 
$RESTART Recovery Jobname". This job evaluates files 
used in the step, purges them if necessary, regenerates 
the JCL and restarts MRP. Execution will resume at. the 
last processed $CHECKPOINT statement. An example of the 
JCL is shown in Figure l. 

COMMON PROBLEMS. 

There are many common problems that the system 
administrator of MRP may encounter in maintaining the 
system. Being aware of these potential problems can 
help you avoid them. Some of the problems and solutions 
are discussed below: 

a. FILE SIZE PROBLEM. The most common reason for MRP 
systems to abort is an output file that is full. 
Unfortunately, recovery procedures may not be 
simple. Typically the output files for that program 
must be rebuilt and the program has to be restarted. 
This process usually requires progranuner 
involvement. In MM/3000, MRP tries to assure you 
that the files are built large enough to accommodate 
the environment of your next MRP run. It has 
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memory! MRP remembers the file sizes used in the 
previous run. Based on this information and the 
database strip file sizes of the new run, MRP builds 
the new files. These new files can be built larger 
by a certain percentage defined by the user in the 
form of a system-value called "FILE-GROWTH-PCNT" 
(default value 10~). For the strip files, MRP 
builds them programmatically after accessing the 
data bases. MRP will release unused space or the 
output files after successful execution of each 
program. In addition, the system provides run time 
protection in case a file is still full. In such an 
event, rather than aborting, MRP will expand the 
file which is full and continue processing. Hence 
the probability of having a file size problem is 
extremely small. 

b. HIGH ORDER TRUNCATION. Another common cause of MRP 
failure is high order truncation or integer overflow 
which can happen even after many successful runs. 
The quantity fields such as Order-Quantity can 
easily have high order truncation with the following 
scenario: 

- A large order quantity for the top level part 
(e.g. 1,000 units) .. 

- A few structures (e.g. 7 levels) , with a fair 
amount of quantity per (e.g. 5). 

- Lot-for-lot order policy. 

The order quantity for the lowest level part will 
be: 

order qty (of top level) * qty-per at each 
level 

7 
= 1,000 * 5 = 78.125,000 ! 

Solutions to this problem depend on the shop 
practice. If it is not unusual for the facility to 
accommodate a very large order, then the quantity 
fields should be enlarged. The standard MM/3000 
field length is 7 digits. However, the maximum 
field size is 19 digits. The customization feature 
of MM/3000 allows easy modification to the field 
length. Otherwise, changing the order policy and/or 
setting a limit on the order quantity for the higher 
level part should solve this problem. 

c. BAD STRUCTURE. Most MRP systems plan and reschedule 
by structure level. Low Level Code, an attribute in 
the · structure record, is a key parameter in 
controlling this process. If a structure is bad or 
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the Low Level Code is wrong, the MRP planning and 
scheduling process will be affected. This problem 
is usually fatal and will cause MRP to abort. To 
avoid this problem, an edit routine should be 
created to detect and sort out bad structures. 
MM/3000' s MRP sorts and discards bad structures so 
that the components of the affected structures will 
not be planned for. In addition, the Parts and 
Bills of Material module incorporates structure 
degeneracy checks which provide immediate feedback 
via the on-line system. 

d. BAD INTERFACE INPUT DATA. A flexible MRP system 
should allow for interfacing with other systems. 
Additional data can be funneled to MRP in the form 
of independent files. This extra channel of input 
may cause problems. MM/3000's MRP edits all fields 
in the input records from the independent files and 
the job will not run until all the bad data is 
corrected. 

PERFORMANCE. 

MRP run time is always a concern in selecting or 
designing a MRP system. In general, MRP performance can 
be affected by various factors. Some of these are: 

a. INPUT DATA. Obviously, the size of the input data 
affects the run time. MRP data can be divided into 
four types: 

- Part data. 
- Structure data. 
- Supply data. 
- Demand data. 

From the surface, it may seem that not much can be 
done to control the size of data. Surprisingly, in 
many instances, the part and structure data in the 
data base may be much more than needed. Archiving 
or removing inactive data from the data bases is 
reconunended. Another approach is to apply various 
techniques such as Modular Bills, when feasible, to 
help reduce the data. 

b. ORDER POLICY. Order policies and order quantities 
may have significant impact on the number of 
suggested orders MRP must generate. A Lot-for-Lot 
or Fixed order policy with a small order quantity 
forces MRP to suggest a very large number of orders 
to cover the unsatisfied demand. On the contrary, 
Fixed, Order Point or Days of Supply order policies 
with large order quantities minimize the number of 
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suggested orders; hence improving the run time. 
Selecting an order policy is usually based on the 
need and the nature of the operation. However, 
being aware of the consequences and implementing 
corrections can help improve MRP performance. 

c. THE PLANNING HORIZON. The shop calendar is another 
key factor. The longer the horizon, the more 
planning activities MRP tends to have. Controlling 
the Master Scheduling horizon will indirectly 
improve the performance of MRP. Again, this should 
only be implemented if there is no impact on the 
basic business practice .. 



FEATURES AND SPECIAL APPLICATIONS. 

There are many MRP features and applications. 
topics are discussed here: 

a. Controlling The Reports. 
b. Interpreting The Run Statistics. 
c. Accommodating Field Changes. 
d. Miscellaneous. 

a. CONTROLLING THE REPORTS. 
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Four 

Users of MRP systems have different requirements for 
reports. Report controlling and modification is one 
conunon enhancement requested by MRP users. Some of 
the requests are: 

- Multiple copies. 
- Filtering the contents .of a report. 
- Suppressing certain reports. 
- Sending reports to different printers. 
- Reproducing certain reports (a report that was 

lost). 

The MRP system should be designed with these 
capabilities. With MM/3000, you can accommodate 
these requirements easily. The system produces four 
reports! 

- Action report. (Figure 2.) 
- No Activity report. (Figure 3.) 
- Exception report. (Figure 4.). 
- Controller Summary report. (Figure 5.) 

The Action report is the largest. There are three 
ways to filter the report content: 

Flags. Two fields in the part record: 
EXPLODE-CODE and ACTION-RPT-FLAG (de.fault = 
"Y" for both) should be considered. There 
will be no explosion to the lower level if 
the EXPLODE-CODE is set to "N" . If the 
ACTION-RPT-FLAG is set to "N", that part will 
not appear on the Action report. 

- System Value. A system value called 
"MRP-ACTN-RPT-OPT" dictates the criteria for 
printing the report. There are three 
possible values: 

0 ~ Print the Action Report for all 
parts. 



51 - 8 

l = Print the Action Report for parts 
that have either supply (e.g. work 
orders, purchase orders) or demand 
(e.g. extra usages, dependent 
demand). 

2 = Print the Action Report only for 
parts that have MRP suggested actions 
such as pull-in, push-out, cancel. 

- File equations. If you don't want to see 
reports for certain Controllers, a simple 
file equation can suppress them. A 
comprehensive example is provided in Figure 
l. 

The No Activity Report and the Controller. Summary 
Report can be suppressed by equating the output 
files to $NULL. Manipulating the output Spool files 
enables you to control the printer, the output 
priority and the number of copies. Figure l. also 
demonstrates how to implement them. 

You can always reproduce MRP reports without having 
to rerun the entire MRP job. The Action Report, the 
No Activity Report and the Controller Sununary Report 
can be reproduced by scheduling job "MRP (PART-2)" 
with the Current Checkpoint · set to "92". The 
Exception Report can also be reproduced using the 
same job and Current Checkpoint "93". 



The following JCL is part of file MRPJCL2J.PUB: 

!JOB MRP,MGR.MA 
!COMMENT $JOBNAME MRP (PART-2) 
!COMMENT $RESTART MRPRCVRJ JOB .............. (1) 

!COMMENT 
!COMMENT $CHECKPOINT92 ...................... (1) 
!COMMENT $STEPNAME MRPACTN 
!COMMENT 

!FBUILD MRP2501D.MRPWORK;FORMAT=241;DISC=500 
!FBUILD MRP2502D.MRPWORK;FORMAT=394;DISC=500 
!FBUILD MRP2503D.MRPWORK;FORMAT=241;DISC=500 

!FILE MRPACTN2;DEV=LP1,8,l .................. (2) 
!FILE MRPACT33;DEV=LP2,8,2 .................. (2) 
!FILE MRP2503D.MRPWORK=$NULL ................ (3) 
!FILE MRP2504D.MRPWORK=$NULL ................ (4) 

!RUN MRP2500P.HP32260 
! RESET MRP ACTN2 ............................. ( 5) 
I RESET MRPACT33 ............................. ( 5) 

!COMMENT 
!COMMENT $CHECKPOINT93 
!COMMENT $STEPNAME MRPEXCPT 

! FILE MRPEXC02; DEV=LPl, 8, 1. ................. ( 6) 
!FILE MRPEXC33;DEV=LP2,8,2 .................. (6) 

!RUN MRP3000P.HP32260 
! RESET MRPEXC02 ............................. ( 5) 
! RESET MRPEXC33 ............................. ( 5) 

FIGURE 1. JCL MODIFICATION TO CONTROL REPORTS. 
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Refer to the next page for explanations of (1) 
through ( 6 ) . 
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Following are notes that describe ( l) through ( 6) in 
Figure l. 

(1). The $RESTART command will activate MRPRCVRJ 
recovery job i1' MRP fails . The $CHECKPOINT, with 
checkpoint number, is assigned for each program in 
the JCL. MRP will restart from the last executed 
$CHECKPOINT. 

(2). The Spool file naming convention for the Action 
Reports are as follow: 

MRPACTNn for single digit Controller number. The 
suffix "n" is the Controller number. 

MRPACTnn for double digit Controller number. The 
suffix "nn" is the Controller number. 

In this example, the Action Reports for Controller 
2 are sent to printer "LPl", with output priority 
11 8 11 and the number of copies is 11 l 11 • The Action 
Reports for Controller 33 are sent to printer 
"LP2", with output priority 11 8 11 and the number of 
copies are "2". 

(3). This file equation is to suppress the No Activity 
Report. 

( 4). This file equation is to suppress the Controller 
Summary Report. 

( 5) . Using the RESET command, is strongly recommended. 
Otherwise, the maximum number of file equation 
limit may be encountered. 

(6). The Spool file naming convention for the Exception 
Reports is as follows: 

MRPEXCiin for single and double digit Controller 
number. The suffix "nn" is the 
Controller number. 
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b. INTERPRETING THE RUN STATISITCS. 

Figure 

Figure 

Figure 

MRP produces run statistics. This information is 
extremely useful as a problem solving tool or !'or 
report integrity checks. You should familiarize 
yourself with the report statistics when starting up 
your new MRP system. Some ot the Statistics from 
MM/3000's MRP are discussed below: 

6. shows how . many records are stripped trom the 
data bases and which output tiles they 
go to. 

1. shows how this data is split into dif!'erent 
levels. 

8. shows how each main planning and scheduling 
program treats the data at each level. 
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FIGURE 6. STATISTICS FROM THE 

DATABASE STRIP PROGRAM. 
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FIGURE 7. STATISTICS FROM THE SPLIT PROGRAMS. ~ 
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have reservations about the run time ot Master 
Production Scheduling. With MM/3000' s new Master 
Production Sch~duling feature called "Fast Final", 
manufacturing schedules can be created quickly. 

It additional input information is desired, 
independent. input files can be added. MM/3000' s MRP 
has two optional input tiles: the Independent Supply 
tile (MRP1009D.MRPWORK) and the Independent 
Requirement tile (MRP1008D .MRPWORK}. You can add 
manufacturing orders·, purchase orders and work 
orders to the supply tile; extra usages, backorders 
and allocations to the requirement file. This 
information will be processed along with the data 
stripped from the databases. 

b. OUTPUT. 

The outputs of MRP are usually reports. However, 
many MRP systems generate update tiles for updating 
other systems such as the Inventory or Parts 
Management system. MM/3000's MRP produces four 
update tiles tor automatic updating of these two 
systems. Four update jobs are available: 

- "UPDATE ABC" to update ABC codes and six month 
requirements. Input file is MRP2101D.MRPWORK. 

- "UPDATE WO DATES" to update the new due dates 
ot work orders. Input file is 
MRP2102D.MRPWORK. 

- "UPDATE EC DATES" to update the engineering 
changes. Input file is MRP2103D.MRPWORK. 

- "UPDATE PO DATES". to update the new due dates 
of purchase orders. Input file is 
MRP2104D.MRPWORK. 

There are basically two ways to implement 
MRP'suggestions: manually or programatically. A 
good selection criteria is by evaluating the report. 
If you want to implement most MRP suggestions, use 
the batch job. · Remove the update records that you 
don't want to implement via the EDITOR. Otherwise, 
update the databases manually through the 
transactions, if you follow only a few MRP 
suggestions. MRP output can also be used for 
Capacity Requirements Planning. There is a job 
which strips file MRP2402D .MRPWORK and passes the 
information to Production Management/3000. 
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SUMMARY. 

To summarize, there are many operational considerations 
that· can be addressed to help optimize your MRP system. 
You may want to look at the following areas: 

1. Is your data accurate. Can you use cycle counting? 

2. Are you familiar with the recovery process on your 
system and is it automatic? 

3. Do you share the common problems with other MRP 
users and can you correct them? 

4. Can you improve the run time by: 

- Using modular bills where practical. 
- Adjusting order quantities and order policies. 
- Controlling the Master Schedule horizon. 

5. Do you take advantage of your system's special 
features? 

- Are you controlling your reports so you receive 
only the data you need? 

- Do you use the run statistics as a problem solving 
tool? 

6. Finally, are you making use of the ability to 
interface your MRP system with other planning and 
control modules such as Master Scheduling, Work 
Order and Purchase Order Control, Inventory Control 
and Capacity Requirements Planning? 
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Performance· Testing of Five Languages 

I. Introduction 

by 
Jim Kramer 

HP San Diego 

I have timed various constructs of five of the programming 
languages on the HP 3000, and this is a report on the 
results. The five languages are BASIC, COBOL, Fortran, 
Pascal, and SPL. For BASIC I tested both the compiler and 
the interpreter, and I tested both COBOL compilers -- COBOL 
1 68 and COBOL '74. 

Both CPU and wall time were measured, but I only report here 
on CPU time. This is because wall time is an issue only in 
those few tests which involve disc I/O. These include four 
sequential file access tests and a test of the BASIC 
interpreter INVOKE statement. For the file I/O tests I 
mininized disc I/O and wall time by choosing the largest 
p.ossible blocki.ng factors. 

A few years ago when the Series III was the largest 3000, 
minimizing CPU usage was not a major concern. Because of 
the nature of business processing and of the Series III, the 
limiting resource on most machines was disc accesses (this 
was less true on Series 30's and 33's). However CPU usage 
is becoming more and more of an issue since the arrival of 
the Series 40, 44, and 64, even though the CPU power of 
these machines is much greater than the earlier machines. 
This is because the potential for I/O concurrency has 
increased even more than the CPU increase, and because more 
and more users are using office automation products. Word 
processing and graphics can be very CPU intensive. 

I hope that this study will be a help 
usage on the 3000, and serve as a start 
such frequently asked questions as: 

--Is COBOL '74 faster than COBOL 1 68? 

in optimizing CPU 
toward answering 
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--Do Pascal, Fortran, and (compiled) BASIC come close to SPL 
tor execution efficiency? 

--Ho~ good is COBOL for computational tasks? 

-~Can the I/O constructs in the languages come close to the 
speed of calling FREAD and FWRITE directly? And how fast 
are FREAD and FWRITE? 

--How much speed can be gained by compiling a BASIC program? 

II. Test Selection 

There are many more language constructs than I could 
rea~on~bly test. Generally I tested those features which 
were commonly used and available in more than one language. 
Thus I tested the move of an integer, but not the union of 
sets in Pascal. 

An exception was some COBOL data types not available in the 
other languages, namely packed decimal and display (ASCII) 
numbers. Because of the dominant use of COBOL on the 3000, 
I ran tests on various operations on these data types. 

Because of the limited nature of the tests one should try to 
avoid jumping to conclusions. For instance the tests show 
BASIC I/O to' be slower than any other language• but only one 
form of I/O was test.ed: READ/PRINT of a binary file. This 
leaves untested such constructs as LINPUT, I/O to an ASCII 
file, and I/O to a formatted file. 

III. The Timing Method 

The timing tools on the 3000 are the in'trinsics TIMER and 
PROCTIME. TIMER measures wall time and PROCTIME measures 
CPU time used by the calling process. The resolution of 
these intrinsics is one millisecond, which is far longer 
than the execution of most of the constructs being measured. 
Therefore it was necessa~y to time many executions of the 
construct and divide the resulting time by the number of 
executioris to arrive at the time for a single execution. 

The problem with this is that the code required to 
repeatedly execute the construct the loop also 
consumes time. Therefore I timed two loops, one enclosing 
the construct being measured, ~nd one enclosing nothing, and 
assum~d that the difference was due to the construct being 
measured. 
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Another problem is that a language construct can have many 
different execution times depending on the context in which 
it appears. The context can affect the timing in two ways: 
a compiler may generate different machine code for 
apparently identical constructs in different circumstances, 
and the speed at which the machine executes code may depend 
on what code executed previously. An example of the former 
is the COBOL '68 compiler, which may generate as few as two 
or as many as seven words of machine instructions for a move 
of a simple integer (PIC S9(4) COMP) variable. The two word 
code generation depends on the variables being located in 
the address range of DB+O to DB+255. An example of a 
machine executing identical code at differents rates is the 
Series 64 which can execute much more rapidly if the 
required code and data are in the cache. (Because of this 
effect, it is probably better not to run tests of the 
languages on the 64, Such tests should also not be used to 
compare the 64 with other machines, because the locality of 
the tests resulting from the looping makes the cache hit 
rate unusually high.) 

Another question is the accuracy of the TIMER and PROCTIME 
intrinsics. Certainly TIMER is closely related to the 
timing mechanism which maintains time of day, and therefore 
should be expected to be reasonably accurate. PROCTIME is 
another matter. In a multiprogramming environment a process 
is continually being interrupted by I/O interrupts, and 
losing the processor to higher priority processes. It would 
be surprising if PROCTIME were highly accurate in such an 
environment, and in fact I was only able to get consistent 
results running my test job stand alone. I also ran it in a 
priority Queue with a large quantum to minimize priority re­
evaluation. 

To maintain as much consistency across languages as possible 
and to ease the programming task as much as possible, I used 
a single set of SPL procedures to take the times and record 
results. All the tests had the following form: 

CALL STARTLOOP 

Empty Loop 

CALL ENDLOOP 
CALL STARTTEST 

Loop on Test Construct 

CALL ENDTEST 

The procedures STARTLOOP and ENDLOOP measure the execution 
time of a null loop, and the procedures STARTTEST and 
ENDTEST measure the execution time of the loop with test 
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code. ENDTEST also logs the resu~ts to a log file. This 
technique .is not ~ithout its own flaws: as we shall see, 
different languages take c:Hffererit amoµots of .. time to call' 
SPL procedures. How~ve~.if the" ldop i~ re~eated end~gh, 
this effect shbuld be minijized. ! airariged that all ot the 
tests (with a very fe.., necessary exceptions) would execute 
for ~ore than a . second.' Th~s the cal~ing differences; 
measured in microsecqrids; are negligible. 

All testing wa$ dorie on the Series 44 d~mo system in the San 
Diego sales offi~e. 'Th~ •6ftware versions~were~ 

,I ., 

MPE c.oo.2o (Ciper). 
BASIC 
BAS I COMP 
COBOL 1 68 
COBOL 1 74 
FORTRAN 
PASCAL ·. 
SPL 

B.00.18 
B.00.18 
C.02;,10 
A.00.08 ' 
B.01.0S 
·A~00.03 
A.08.01 

The test programs have been put on the swap tape for these 
meetings. 

IV. The Res~lts·. 

The results are pr'esent·ed in detail in the table at the end· 
of thi~ paper.· The numbers ar• CPU us~ge. in microseconds 
(or milliseconds if followed by an asterisk) rounded to two 
digits. Repeated stand alone runs showed a variation of at 
most one half of one per cent from run to run. I obtained 
t.he numbers shown by av~raging six stand alone runs. 

First a brief summary oi the re~ui~s. 

SPL, Fortran, Pascal and BASIC are very 
the following exceptions: Fortran I/O 
moves are much slower than the others, 
much, much slower. 

close to equal with 
and BASIC string 

and BASIC I/O is 

The two COBOL's were much, much slower than these others for 
computation and data movement,. but. jus~ .as good for I/O. To 
my surprise, COBOL 1 68 was faster than COBOL '74 for most 
operations, and sometimes much faster. A notable exception 
here was the PERFORM state~ent, where COBOL '74 is about six 
times as fast. 

The BASIC interpreter is t.he slowpoke in almost all c:1ses, 
which is no.t a surprise nor even a critic ism. 

Now lets look at the results in more detail. 
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Data moves were covered by tests 1 through 17. We see in 
the very first test that COBOL is slower than the other 
languages for even the simplest operations. This reflects 
the work COBOL goes through to access its data. The other 
languages access simple variables with a single instruction. 
I decided to take a detailed look at what COBOL was doing. 

Both COBOL 1 68 and COBOL '74 keep pointers to their data in 
code and begin an access by loading a pointer; COBOL '68 
loads to top of stack and COBOL '74 loads to the index 
register. Both then load data to top of stack with the 
second instruction, but COBOL 1 68 must spend a third 
instruction deleting the address from top of stack. The 
store sequences are similar, but COBOL 1 68 must execute a 
fourth instruction interchanging value and address at the 
top of stack. Thus COBOL '68 executes 7 instructions and 
COBOL '74 only 4. In spite of that the execution times are 
almost identical, because in its data accesss COBOL '74 
addresses indirectly through a base address in memory. 
COBOL '74 is actually slower on its.double integer move 
because it loads and stores the two words separately, 
whereas COBOL 1 68 t~eats them as a unit with the ~ouble word 
load and store instructions. · 

For COBOL an unsigned integer move. (PIC 9(4) COMP) takes 
more work than a signed integer move, because COBOL takes 
the absolute value of the source before storing. Thus you 
should work with signed integers unless you really want this 
operation to take place. 

I investigated why COBOL 1 68 took so much longer than COBOL 
'74 to move packed numbers (tests .6 and 7). COBOL .'74 is 
just using the SLD (shift left decimal) instruction to move 
the source to destination, where~s COBOL 1 68 moves the 
source to an intermediate location with SLD, uses another 
SLD in place at the intermediate location, and then moves ~o 
the destination with a MVB (move bytes). Obviously no 
optimization has been done for the simple special case. 

The string moves suggest that Pascal may be the language of 
choice for convenient and efficient string handling. Both 
Pascal and BASIC offer the very convenient variable length 
string data type, but Pascal moves a string almost as 
quickly as FORTRAN and SPL move their fixed length strings 
whereas BASIC takes an extra 120 microseconds or so. Of 
course there are many other aspects of string handling that 
were not tested. 

All of the arithmetic tests (18 through 
operation on two different variables of the 
store the result in a third variable of 
COBOL has many ways to specify arithmetic 
example the following three statements all 

93) perform an 
same type, and 
the same type. 

operations; for 
specify the same 



operation~ 

ADD A TO B. 
ADD A , B GIVING 8. 
COMPUTE B = A + B. 

I chose to test two of these 
form and the COMPUTE form. 
difference in execution speed 
COBOL '68 the COMPUTE form was 

forms for COBOL, 
For COBOL '74 

between the two 
somewhat slower. 
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the GIVING 
there was no 
forms. For 

The most notable aspect of these results is the speed 
advantage that COBOL '68 has over COBOL '74. The reason is 
that COBOL '74 converts its operands to a type with higher 
precision before doing the computation. Integers are 
converted to double integers, and double integers are 
converted to packed decimal. The results suggest that it is 
probably wise to avoid tbe use of double integers in COBOL 
'74 CPIC S9(5) to S9(9) COMP) since packed decimal is 
faster. 

Not surprisingly, arithmetic on DISPLAY numbers is very 
slow, because they must be converted to a type on which the 
3000 hardware can do arithmetic (presumably packed decimal). 

In view of the above the results of the double precision 
divide are a great surprise: COBOL '74 is enormously faster 
than COBOL '68. For this operation the two compilers have 
changed philosophies. COBOL '74 performs no conversions on 
the operands and uses the hardware double integer divide 
instruction (DDIV). COBOL '68 converts both operands to 
packed decimal and calls a procedure CDIVD) to perform the 
divide, since there is no decimal divide instruction. 

Some of the loop control constructs are tested in 94 through 
104. In all cases the timings are for one time through the 
loop. The timing methods were altered slightly for these 
tests. There was no code between the calls to STARTLOOP and 
ENDLOOP, and the loop being tested was put between the calls 
to STARTTEST and ENDTEST. In the case of the COBOL 
PERFORM's, the paragraph being PERFORM'ed was null. 

Most notable is the tremendous speed of the COBOL '74 
PERFORM compared to that of COBOL 1 68. This is no doubt due 
to the new instructions added to the 3000 to support 'COBOL 
'74. 

Subroutine (and for COBOL, paragraph) calling mechanisms 
were tested in tests 105 through 118. In all cases the code 
being called had an immediate return. In the calls with 
four parameters, the parameters were two integer arrays of 
10 words each, and two integers. In the cases where 
Fortran, Pascal or SPL procedures were called, the called 
procedures were placed in a different segment from the 
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calling code. 

The speed of the COBOL PERFORM is again noteworthy, as is 
the speed of the INVOKE in compiled BASIC (it is implemented 
with the PCAL instruction, which is the basic procedure call 
mechanism on the 3000). The INVOKE in interpreted BASIC is 
very slow because of some data swapping to disc. However 
this mechanism allows the interpreter to run some programs 
which cannot run compiled because of stack size limitations. 

Calls to COBOL subprograms are slow because of 
initialization code in the subprograms themselves. This is 
worse for dynamic subprograms, but it should be mentioned 
that dynamic subprograms are usually preferable anyway 
because of stack savings. 

Only the simplest form of disc I/O was tested: sequential 
access to a fixed record file (tests 123-126). The very 
~ame files were ·used for all languages, and they were made 
binary to test BASIC's binary READ and PRINT (which operate 
differently than ASCII READ and PRINT). The blocks were 
made as large as possible, as should usually be done for 
sequential I/O to minimize disc accesses. The 80 byte 
records were blocked 255, and the 256 byte records were 
blocked 109 (MPE now allow blocks to be as large as 28000 
bytes). 

SPL called 
verbs READ 
FORTRAN. 

the FREAD and FWRITE intrinsics directly. 
and WRITE were used for COBOL, Pascal 

The 
and 

The results show all the languages to be very close except 
for BASIC and FORTRAN, which are much slower. The FORTRAN 
transfers were binary (unformatted) transfers of integer 
arrays (no loop in the I/O statement), and I suspect that 
this is the fastest FORTRAN l/0 available. The BASIC READ's 
and WRITE's contained a loop (FOR I=1 TO N,A(I)), and 'I 
suspect that this is the cause of the very slow execution -­
note the.great increase in time to transfer 256 bytes o~er 
80 bytes. 



BASIC BASIC COBOL COBOL 
Test Description Comp. Int. 1 68 '71J FORT PASCAL SPL 

----------------------------------------------------------------------------------------------
1 Integer Move 
2 Unsigned Integer Move 
3 Double Integer Move 
11 Real Move 
5 Long Real Move 
6 PIC S9(7) COMP-3 Move 
1 PIC S9(15) COMP-3 Move 
8 Move 20 Bytes 
9 Move 20 Bytes 

10 Move 20 Bytes 
11 Hove 20 Bytes 
12 Move 80 Bytes 
13 Move 80 Bytes 
14 Move 80 Bytes 
15 Move 80 Bytes 
16 Move 10 Words 
17 Move IJO Words 
18 Integer Add 

Unpacked CHAR Array 
Packed CHAR Array 
String 

Unpacked CHAR Array 
Packed CHAR Array 
String 

19 Integer Add Giving 
20 Integer Add (Compute) 
21 Unsigned Integer Add 
22 Unsigned Integer Add Giving 
23 Unsigned Integer Add (Compute) 
24 Double Integer Add 
25 Double Integer Add Giving 
26 Double Integer Add (Compute) 
21 Real Add 
28 Long Real Add 
29 PIC S9(7) COMP-3 Add Giving 
30 PIC S9(7) COHP-3 Add (Compute) 
31 PIC S9(15) COMP-3 Add Giving 
32 PIC S9(15) COMP-3 Add (Compute) 

2.7 

11. 5 
12 

150 

190 

lj. 4 

12 
211 

370 

370 
370 

510 

580 

580 

590 
600 

9.2 
1 1 
1~ 

80 
90 
20 

57 

12 
12 

1 IJ 
111 

19 
19 

130 
160 
150 
170 

8.8 
10 
16 

II 1 
45 
28 

65 

211 
211 

26 
26 

230 
230 

160 
160 
180 
180 

2.8 

II. 5 
II. 5 
n 

24 

61 

II. 2 

7. 1 

11 
211 

2.7 

lj. 5 
11. 5 
9.8 

211 
211 
29 

63 
61 
66 
21 
58 

II. 3 

8.5 

11 
21 

2.7 
2.7 
II. 5 
II. 5 
9.0 

211 

61 

20 
57 

11. 1 

II. 8 

7.1 

11 
21 

---------------------------~------------------------------------------------------------------

CPU Timings for Various Language Constructs 
(Test Times Are in Mic~oseconds 
Except * Denotes Milliseconds) 

CJ1 
N 

00 



BASIC BASIC COBOL COBOL 
Test Description Comp. Int. 168 1711 FORT PASCAL SPL 
----------------------------------------------------------------------------------------------

33 PIC S9(7) DISPLAY Add Giving 190 230 
34 PIC S9(7) DISPLAY Add (Compute) 240 230 
35 PIC S9(15) DISPLAY Add Giving 260 310 
36 PIC S9(15) DISPLAY Add (Compute) 300 310 
37 Integer Subtract 11. 4 580 4.2 5.6 4.2 
38 Integer Subtract Giving 11 211 
39 Integer Subtract (Compute) 1? 211 
40 Unsigned Integer Subtract 5. 1 
41 Unsigned Integer Subtract Giving 14 26 
42 Unsigned Integer Subtract (Compute) 14 26 
43 Double Integer Subtract 7. 1 1.2 7.1 
44 Double Integer Subtract Giving 19 230 
45 Double Integer Subtract (Compute) 20 230 
IJ6 Real Subtract 12 590 12 11 12 
47 Lbng Real Subtract 24 600 211 21 21 
48 PIC S9(7) COMP-3 Subtract Giving 130 160 
119 PIC S9(7) COMP-3 Sub.tract (Compute) 160 160 
50 PIC S9(15) COMP-3 Subtract Giving 150 180 
51 PIC S9(15) COHP-3 Subtract (Compute) 170 180 
52 PIC S9(7) DISPLAY Subtract Giving 190 230 
53 PIC S9(7) DISPLAY Subtract (Compute) 2110 230 
54 PIC S9(15) DISPLAY Subtract Giving 260 310 
55 PIC S9(15) DISPLAY Subtract (Compute) 300 310 
56 Integer Multiply 7. 3 580 1.2 113 1.2 
57 Integer Multiply Giving 38 27 
58 Integer Multiply (Compute) 38 27 
59 Unsigned Integer Multir~Y 1.1 
60 Unsigned Integer. Multiply Giving 40 30 
61 Unsigned Integer Multiply (Compute) 40 30 
62 Double Integer Multiply 11 11 11 
63 Double Integer Multiply Giving 220 300 
64 Double Integer Multiply (Compute) 220 300 

---------------------------------------------------------------------------------------------- U1 
N 

CPU Timings for Various Language Constructs 
(Test Times Are in Microseconds lO 

Except * Denotes Milliseconds) 



BASIC BASIC COBOL COBOL 
Test Description Comp. Int. 1 68 • 711 FORT PASCAL SPL 
----------------------------------------------------------------------------------------------

b') Heal Multiply 16 590 16 16 16 
66 Long Real Multiply 32 610 33 30 30 
67 PIC S9(7) COMP-3 Multiply Giving 190 220 
68 PIC S9(7) COMP-3 Multiply (Compute) 220 220 
69 PIC S9(15) COMP-3 Multiply Giving 220 260 
70 PIC S9(15) COMP-3 Multiply (Compute) 220 260 
71 PIC S9(7) DISPLAY Multiply Giving 260 300 
72 PIC S9(7) DISPLAY Multiply (Compute) 290 300 
73 PIC S9(15) DISPLAY Multiply Giving 350 1110 
711 PIC S9(15) DISPLAY Multiply (Compute) 350 II 1 O 
75 Integer Divide 8.6 590 8.8 8.6 8.6 
76 Integer Divide Giving 15 18 
77 Integer Divide (Compute) 15 18 
78 Unsigned Integer Divide 8.6 
79 Unsigned Integer Divide Giving 17 20 
80 Unsigned Integer Divide (Compute) 17 20 
81 Double Integer Divide 12 12 12 
82 Double Integer Divide Giving 490 30 
83 Double Integer Divide (Compute) 550 30 
811 Real Divide 19 600 19 19 19 
85 Long Real Divida II 7 630 II 7 115 115 
86 PIC S9(7) COMP-3 Divide Giving 1150 1180 
87 PIC S9(7) COMP-3 Divide (Compute) 550 1180 
88 PIC S9(15) COMP-3 Divide Giving 530 560 
89 PIC S9(15) COMP-3 Divide (Compute) 580 560 
90 PIC S9(7) DISPLAY Divide Giving 510 560 
91 PIC S9(7) DISPLAY Divide (Compute) 620 560 
92 PIC S9(15) DISPLAY Divide Giving 6110 690 
93 PIC S9(15) DISPLAY Divide (Compute) 710 690 
911 FOR Loop, Integer Loop Index 2.8 270 2.8 2.8 
95 DO Loop, Integer Loop Index 2.8 
96 FOR Loop, Double Integer Loop Index 15 

---------------------------------------------------------------------------------------------- U1 
I'\) 

CPU Timings for Various Language Constructs 
(Test Times Are in Microseconds 
Except * Denotes Milliseconds) G 



BASIC BASIC COBOL COBOL 
Test Description Comp. Int. 1 68 1 711 FORT PASCAL 

97 DO Loop, Double Integer Loop Index 
98 FOR Loop, Real Loop Index 
99 WHILE Loop, Integer Loop Index 

100 WHILE Loop, Double Integer Loop Index 
101 REPEAT Loop, Integer Loop Index 
102 REPEAT Loop, Double Integer Loop Index 
103 PERFORM N TIMES Loop 
104 PERFORM THROUGH N TIMES Loop 
105 Call to SPL PROCEDURE, No Parameters 
106 Call to SPL PROCEDURE, Four Parameters 
101 Call to SPL SUBROUTINE, No Parameters 
108 Call to SPL SUBROUTINE, Four Parameters 
109 Call to PASCAL PROCEDURE, No Parameters 
110 Call to PASCAL PROCEDURE, Four Params 
111 Call To COBOL SUBPROGRAM, No Parameters 
112 Call To COBOL SUBPROGRAM, Four Parameter 
113 Call To COBOL DYNAMIC SUB, No Parameters 
114 Call To COBOL DYNAMIC SUD, Four Params 
115 Call To FORTRAN SUB, No Parameters 
116 Call To FORTRAN SUB, Four Parameters 
117 PERFORM A Paragraph 
118 PERFORM THROUGH Paragraphs 
119 Invoking a BASIC Program 
120 GOSUD To a Subroutine 
121 Call to Multiline Function, One param 
122 Call to Multiline Function, Four params 
123 Write Sequential File, 80 Byte Records 
124 Head Sequential File, 80 Byte Records 
125 Write Sequential File, 256 Byte Records 
126 Read Sequential File, 256 Byte Records 

21 

31 
ljQ 

34 
11 
22 
27 

7.01 
7. 11 
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19 1 

280 

2.0 1 

2.4 1 
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110 
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39 1 
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17 
25 

75 
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99 
99 
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1. 91 

18 
18 
21 
36 
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16 
16 

2.01 
1. 31 
2.21 
2.0 1 

CPU Timings for Various Language Constructs 
(Test Times Are in Microseconds 
Except 1 Denotes Milliseconds) 
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SOFTWARE PROTOTYPING: TODAY'S APPROACH TO INFORMATION 
SYSTEMS DESIGN AND DEVELOPMENT 

ORLAND LARSON 
HEWLETT-PACKARD 

Among the challenges facing the data processing community are 
the increasing costs and time associated with developing 
applications, the increasing backlog of applications, the 
excessive time spent maintaining applications, and the 
shortage of EDP professionals. In addition, systems 
implementation and functionality are impaired due to the lack 
of tools which involve end-users in the system development 
process. 

Meeting these challenges requires a more progressive approach 
to applications development one that is significantly 
different from traditional system development cycles. This 
approach is called SOFTWARE PROTOTYPING. 

This paper defines software prototyping,_ identifies its major 
uses, reviews the step-by-step prototype development process, 
and discusses· the resources and skills required to 
effectively prototype applications. It also addresses the 
problems and costs as_sociated with software prototyping. 
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INTRODUCTION 

~ Changing Role ~ !?!!!; Processing 

The data processing department has changed dramatically since the 
196o's, when application development as well as production jobs 
were usually run in a batch environment with long turnaround 
times and out-of-date results. 

The 1970's were a period of tremendous improvement for the data 
processing environment. One of the key developments of that 
period was the development and use of Data Base Management Systems 
(DBMS). This provided the basis for on line interactive 
applications. In addition, computers and operating systems 
provided programmers the capability of developing application pro­
grams on line, sitting at a terminal and interactively developing, 
compiling, and testing these applications. The end user was also 
provided with easy to use on-line inquiry facilities to allow them 
to access and report on data residing in their data bases. This 
took some of the load off the programmers and allowed them to 
concentrate on more complex problems. 

During the 1980' s, for the Data Base Administrator and MIS 
manager, we see increased importance and use of centralized data 
dictionaries or "centralized repositories of information about the 
corporate data resources." We also see simpler and more powerful 
report writers for the end user and business professional. For 
the programmer, we see the use of very high level transaction 
processing languages to reduce the 11111ount of code required to 
develop applications. Finally, the tools have been developed to 
effectively do software prototyping which will provide benefits to 
the end user as well as the application programmer and analyst. 

Throughout the Seventies and Eighties, information has become more 
accurate, reliable, and available, and the end user or business 
professional is becoming more involved in the application 
development process. 

Challenges Facing MIS 

The MIS manager's number one problem is the shortage of EDP 
specialists. A recent Computerworld article predicted that 
by 1990 there will be 1/3 of a programmer available for each 
computer delivered in this country. Software costs are also 
increasing because~ople Cj>Sts are going up and because of 
the shortage of skilled EDP specialists. The typical MIS 
manager is experiencing an average of two to five years of 
application backlog. This doesn't include the "invisible 
backlog", the needed applications which aren't even requested 
because of the current known backlog. In addition, another 
problem facing MIS management is the limited centralized 
control of inform~tion resources. 
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The programmer/analyst is frustrated by the changeability of 
users' application requirements (the only thing constant in a user 
environment is change). A significant amount of programmers' time 
is spent changing and maintaining users' applications (as much as 
60% of their time). Much of the code the programmer generates is 
the same type of routines such as error checking, formatting 
reports, reading files, checking error conditions, data 
validation, etc. This can become very monotonous or counter­
productive for the programmer. 

The end user or business professional is frustrated by the limited 
access to information needed to effectively do his/her day-to-day 
job. This is especially true for those users who know their 
company has spent a great deal of money on computer resources 'and 
haven't experienced the benefits. The user's business environment 
is changing dynamically and they feel MIS should keep up with 
these changes. MIS, on the other hand, is having a difficult time 
keeping up with these requests for application maintenance because 
of the backlog of applications and the shortage of EDP 
specialists. Once the user has "signed off" on an application, he 
is expected to live with it for awhile. He is frustrated when he 
requests what he thinks is a "simpl.e change" and MIS takes weeks 
or months to make that change. 

Traditional APProach ~ Application Development 

There are some myths concerning application development: 

- Users know what they want 
- Users can communicate their needs to MIS 
- Users needs are static 

The traditional approach to application development has serious 
limitations when applied to on-line, interactive information 
systems that are in a state of constant change and growth. 
Communications among the user, analyst, programmer, and manager 
tend to be imprecise, a detailed analysis prolongs the process to 
the annoyance of the user, and specifications are either ambiguous 
or too voluminous to read. To compound this problem, the user is 
often requested to "freeze" his requirements and subsequent 
attempts at change are resisted. 

Let's review the traditional approach to application development. 
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TRADmONAL APPROACH 
TO APPLICATION DEVELOPMENT 
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- The user tirst requests an application and then an a.nalyst 
or programmer is assigned to the application. 

- The analyst or programmer takes the oftentimes sketchy user 
specifications and designs more complete specifications. 

- The user then reviews the analyst's interpretations of his 
specifications and probably makes additio~l changes. 

- The· a.nalyst redesigns his specifications to adapt to these 
changes.· (By this time, several days, weeks or months have 
gone by.) ·· 

- The user approves the specifications and a team of analysts 
and programmers are assigned to develop, test and document 
the application. (This may ·take months or years.) 

- The user finally tries the application. ~onths or years 
may have gone bi before the user gets his first ~ at the 
actual working application. 

- The user, ot · course, will want additional 
enhancements made to the application, to 
apPlication to thli"!'"real world". 

changes or 
adjust the 

- Depending on the extent of these changes, additional 
maintenance specifications may have to be written and then 
coding, testing _and documentation. 

- The total application development process may take months 
or years and the maintenance of these applications may go 
on forever. 

The question is: "Can MIS afford to continue using this 
traditional approach to application development?" 
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Protot;yping Defined 

According to Webster's Dictionary, the term prototype has 
three possible meanings: 

l) It is an 
patterned: 

original or model on which 
an archetype. 

something is 

2) A thing that exhibits the essential features of a 
later type. 

3) A standard or typical example. 

J. David Naumann and A. Milton Jenkins in a paper on 
software prototyping (see reference 3) believe that all three 
descriptions apply to systems development. Systems are 
developed as patterns or archetypes and are modified or 
enhanced for later distribution to multiple users. "A thing 
that exhibits the essential features of a later type" is the 
most appropriate definition because such prototypes are a 
first attempt at a design which generally is then extended 
and enhanced. 

Software Prototypes 

The process of software prototyping is a quick and relatively 
inexpensive process of developing and testing an application 
system. It involves the end user and programmer/analyst 
working.closely to develop the application. It is a live, 
working system; it is not just an idea on paper. It performs 
actual work; it does not ·just simulate that work. I' can be 
used to · test out assumption·s · about users' requirements, 
system design, or perhaps even the logic of a program. 

Prototyping is an iterative process. It begins with a simple 
prototype that performs only a few of the basic functions of 
a system. It is a trial and error process - build a version 
of the prototype, use it, evaluate it, then revise it or 
start over on a new version, and so on. Each version 
performs more of the desired functions and in an increasingly 
efficient manner. It may, in fact, become the actual 
production system. It is a technique that minimizes the 
dangers of a long formal analysis and increases the 
likelihood of a successful implementation. 

The Protot;ype ~ 

Prototyping an information system can be viewed as a four 
step procedure. 
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PROTOTYPING APPROACH 
TO APPLICATION DEVELOPMENT 

u .... AnaJyatlPragrammer 

Step 1. Identify users' basic requirements: 

- End user and programmer/analyst work closely together. 
- Concentrate on users' most basic and essential requirements. 
- Define data requirements, report formats, screens, and menus. 
- Need not involve written specifications. 
- For larger systems, a design team may need to spend a few weeks 

preparing a first-effort requirements document. 

Step 2. Develop a working prototype: 

- Programmer analyst takes the notes developed in the user 
discussions and quickly creates a working system. 

- Designs an.d/or defines data base and loads subset of data. 
- Makes use of defaults and standard report formats. 
- Performs only the most important, identified functions. 

Step 3. Implement and use the prototype: 

- Programmer/analyst demonstrates prototype to small group of users. 
- Users may request enhancements during demo. 
- Users make notes of all changes they would like made. 

Step 4. Revise and enhance the prototype: 

- Programmer/Analyst and user discuss desired changes. 
- Changes and enhancements for the next version are prioritized. 
- Programmer/Analyst creates next version. 
- Go back to Step 3. 
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NOTE: Steps 3 and 4 are repeated until the system achieves the 
requirements of this sma.ll group of users. Then either 
introduce to a larger group of users for additional require­
ments or if enough users are satisfied, demo to management 
to gain approval for the production system. 



!!!.!!. ~ Software Prototypes 

1. To clarify user requirements: 

- Written specs ai·e often incomplete, confusing, and take a static 
view of requirements. 
It is difficult for an end user to visualize the eventual system, 
or to describe their current requirements. 

- It is easier to evaluate a prototype than written specifications. 
- Prototyping allows - even encourages users to change their minds. 
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- It shortens the development cycle and eliminates most design errors. 
- It results in less enhancement maintenance and can be used to test 

out the effects of future changes and enhancements. 

2. To verify the feasibility of design: 

- The performance of the application can be determined more easily. 
- The prototype can be used to verify results of a production system. 
- The proto·type can be created on a minicomputer and then that software 

prototype may become the specifications for that application which 
may be developed on a larger mainframe computer. 

3. To create a final system: 

Part (or all) of the final version of the prototype may become 
the production version. 

- It is easier to make enhancements and some parts may be recoded 
in another language to improve efficiency or functionality. 

Essential Resources 

The following are the essential resources to effectively do software proto­
typing: 

1. Interactive Systems 

Hardware and Operating System - When doing software prototyping, both 
the builder and the system must respond rapidly to the user's needs. 
Batch systems do not permit interaction and revision at a human pace. 
Hardware and associated operating systems tailored to on-line interac­
tive development are ideal for software prototyping. 

2. Data Management Systems 

A Data Base Management System provides the tools for defining, creating, 
retrieving, manipulating, and controlling the information resources. 
Prototyping without a DBMS is inconceivable! 

A Data Dictionary provides standardization of data and file locations 
and definitions, a cross reference of application programs, and a ·built­
in documentation capability. These are essential to managing the 
corporate resources and extr~mely useful when prototyping. 



3. Generalized Input and Output Software 

Easy to use data entry, data editing, and screen formatting software 
are extremely helpful in the software prototyping process to allow 
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the programmer to sit down at a terminal with a user and interactively 
create the user's screens or menus. 

Powerful easy-to-use report writer and query languages provide a 
quick and effective way of retrieving and reporting on data in the 
system. A report writer that uses default formats from very brief 
specifications is most useful in the initial prototype. 

4. Very High Level Languages 

Traditional application development languages such as COBOL may not be 
well suited for software prototyping because of the amount of code 
that has to be written before the user sees any results. 

Very powerful high level (MACRO). languages that interface directly to 
a data dictionary for their data definitions are ideal. One statement in 
this high level language could realistically replace 20-50 COBOL state­
ments. This reduces the amount of code a programmer has to write and 
maintain and speeds up the development process. 

5. Library of Reusable Code 

A library of reusable code to reduce the amount of redundant code 
a programmer has to write is an important prototyping resource. 

This code could represent commonly used routines made available 
to programmers. 

Potential Problems 

What are the problems with protctyping? How can data processing management 
control its use and keep it within bounds? 

One problem with prototyping is the acceptance of this method by the systems 
people. It also may encourage the glossing over of the systems analysis 
portion of a project. It may be difficult to plan the resources to develop 
a system. Programmers may become bored after the nth iteration of the proto­
type. Testing may not be as thorough as desired and it might be difficult 
to keep documentation on the application up to date because it is so easy to 
change. 

Even with these concerns, prototyping provides a very productive user-designer 
working relationship. So it behooves all data processing executives 
to learn to use this powerful tool creatively and to manage it effectively. 

The advantages of prototyping greatly outweigh the problems. 
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Cost and Efficiency 

It has been found that there is an order.of magnitude decrease in both develop­
ment cost and time with the prototype model. 

It is often difficult to estimate the cost· of an application system because the 
total costs of development, including maintenance are usually lumped together. 
The cost of implementing the initial system is much lower than the traditional 
approach (typically less than 25~). 

However, software proto·~yping could be expensive in three ways.: 

1. It requires the use of advanced hardware and software. 
2. It require~ the time of high level users and experienced designers. 
3. Efficiency may be compromised. 

The main thing to remember is that the main focus of prototyping is not so 
much ·efficiency but effectiveness. 

Summary 

Prototyping is truly a "state of the art" way of developing applications. 

Software prototyping promotes an interactive dialogue between the 
users and the programmer, which results in a system being developed 
more quickly, and results in an interactive development approach 
which is friendlier for the end user. 

The prototype provides a live working system for the users to experiment 
with instead of looking at lengthy specifications. 

The users are provided with an earl.y visualization of the system which 
allows them to immediately use it. 

The users are allowed and even encouraged to change their minds about 
user interfaces and reports. 

Maintenance is viewed right from the beginning as a continuous process 
and because the proto~ype is usually written in a very high level lan­
guage, changes are faster to locate and easier ~o make. 

Software prototyping results in: 

* Users who are much more satisfied and involved in the development 
process. 

* Systems that meet the user's requirements and are much more effective 
and useful. 

* Improved productivity for all those involved in software prototyping: 
the users, the analysts, and the programmers; 



Hewlett-Packard's Protot;yping Tools 

Hewlett-Packard is one of the few vendors that supplies the majority of the 
tools needed to effectively do software prototyping. 

* Interactive Systems 

- HP3000 Series 39, 40, 44, 64 
- MPE operating system 

* Data Management Systems 

- IMAGE/3000 
- KSAM/3000 
- MPE tiles 
- DICTIONARY/3000 

* Generalized Input/Output Software 

- VPLUS/3.000 
- QUERY/3000 
- REPORT/3000 
- INFORM/3000 
- DSG/3000 

* Very High Level Languages 

- TRANSACT/3000 
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System Optimization at the Programmer Level 

Kim Leeper 
Wick Hill Associates 

This discussion addresses a fundamental best expressed in the 
cliche: The architecture of the HP)OOO, as with other machines, 
is such that inefficiently designed programs directly affect 
response times throughout the system. 

But programming on the HPjOOO for maximum efficiency, certainly 
our common goal, is a skill that must be learned. The majority 
of us aquire and sharpen this basic skill by practical 
experience of and coping with performance problems caused by 
---- directly related to ---- inefficient programming. 

The thrust of this discussion is the providing to the 
inexperienced programmer points to be con~idered during new 
program development, and ways to identify and improve 
performance of programs already on the system. Among other 
matters, this discussion will cover: 

Comparison of the HP)OOO capabilities with several 
microprocessors, use of the HPjOOO as though a microprocessor 
for the writing of more efficient programs, discussion of the 
maintaining of major execution loops in a single segment for 
maximum efficiency, file system considerations, and 
introduction to tools available for the identification and 
correction of segmentation problems. 

I) Comparisons of HP)OOO versus various microprocessor systems: 

A) Data and Code Area 

1) HP)OOO 

2) IBM-PC 

j) Apple IIe 

B) Instruction Set Comparison 

1) The HP instruction set is more powerful than 
microprocessor sets. 

2) The speed of stack operations on the HP)OOO is not 
necessarily that much faster than microprocessors for 
simple instructions. 
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C) Operating Systems 

1 ) MPE 

2) CPM 

3) MS-DOS 

D) Disk Access Time 

1) HP Disks 

2) Floppies used with microcomputers 

3) Winchesters used with microcomputers 

E) The Advantages of the HP3000 Over Pure Micro Solutions 

1) Shaved data and data bases 

2) High level tools to speed development 

II) If one designs/implements programs on the HP3000 as though 
it were a microprocessor system, you will automatically produce 
more efficient code. 

III) Keep your major execution loops in one segment, but 
remember that the 4-6 kw code seg~ent rule is not written in 
stone, (i.e. Don't become dogmatic about small code segments). 
Remember disk access time from microprocessor experience. 

IV) File System considera~ions. 

V) Tools to identify segmentation problems. 

VI) Conclusion 



INTRODUCTION 

A Wrong Angle Lense 

Ken Lessey 
DataCon of St. Helens 

50 West Street 
St. Helens, Oregon 97051 

Photographers are well known for looking at the world 
in a special way. They use a myriad of different lenses 
to capture everything from close-up shots to panoramic 
views. Those of us in data processing view the world in 
our own special way~ We look at every problem in such a 
way that we can break it down into small pieces of data 
which can be fed into a computer, digested, and then 
emerge as the answer to management's questions. 
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The biggest problem arises because we have only one 
lense on our camera, and it is set to take close up views. 
In order to supply a panorama needed by management, we 
must painstakingly reassemble the data to produce a 
broad overview. It seems clear that we are approaching 
this task from the wrong angle. We need to add something 
to our bag of tricks to allow·us to approach this task in 
a more straight forward manner. 

The concept of a profile is similar to that of a 
relational data base. Using·profiles allows us to define 
alternate ways to look at information. Profiles are 
primarily used to display information on reports or on 
inquiry screens. They offer the power and flexibility 
to process the data before placing it in the profile 
record. This processing capability makes profiles even 
more powerful, in this respect, than relational data bases. 

THE NEED FOR A PROFILE 

Data sets are designed for the HP 3000 with infor­
mation broken down into its smallest natural groups. 
Reports, on the other hand, normally require a view of 
the data that spans several data sets. Reports also 
require that the data be assembled according to some 
specific logic. 

I 



For example, to produce payroll reports, we need 
data from five separate areas for complete information 
about a check. We need: 

l. employee demographic data; 
2. check net & gross pay data and the date; 
3. pay data (current amount plus YTD data); 
4. deduction data (current plus YTD); 
s. tax data (current plus t'.J;'D). 

A profile could be used to assemble the data from all 
these areas so that it can readily be accessed for the 
reports. 

ADVANTAGES 

The data, in ·a profile is available for several 
functions, ,such a."s creating a pay register, writing 
cnecks, or various reports. When a profile is enhanc,ed 
or modified, the change affects all functions for which 
that profile is used. +hismeans that the programmers 
are·not required to "fi~" or enhance each individual 
report. Using profiles a;Llows us., to assign experienced 
programmers to write the profile and then assign entry 
level people to use the profiles towrite reports. 

DEFININGA PROFILE 

Def'ining a profile' requires that you specifically 
look at how the.data will be reported. Determine, from 
the user's point of view, what a logical set of data is 
composed of~ You then define how that data is. to be 
selected. 

In our example, we selected the data for one check. 
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We may, at some·time, also want the data for all. checks 
issued to a specific person during a selected time period. 
In that case, we arenot only combining the data from 
multiple datasets,.but w~ are als9·processing that data 
to 9oml?ute, for example, gross pay across time. 

·EXAMPLES 

In an accounts payable system the invoice 
header along with each line item on the in­
voicemight compose a profile. Data about a 
spec~fic check and the invoices paid by that 
check might a;Lso compose a profile. 

In general, I look for the data that makes up a 
complete set of information through the eyes of a user. 
We are actually reassembling the information we broke 
down when we designed the data base for the system. 
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In order to correctly define profiles, we must 
take off the data base desiqner's hat and put on the 
user's hat so that we can look at the world from his 
perspective. That perspective will define the loqical 
sets of data which are most needed by the user. A 
profile's function is to convert data from the perspective 
of a data base to data which is useful from the view 
point of a user. 

IMPLEMENTING A PROFILE 

Implementinq a profile requires that we write a 
main proqram which.calls the profile. The profile, in 
turn, assembles data for the profile record which is 
then passed back to the main proqram. The main proqram 
uses that data to write one line of a report. The 
main proqram continues to call the profile and process 
the data until the function is complete. 

The followinq pages contain a diaqram of the part 
of the data base.we have been using as an example, flow 
charts for the main program and the profile procedure, 
and pseudocode for the main program and the profile 
procedure. 

CONCLUSION 

We are now using profiles extensively in our shop 
and have discovered some major benefits. The task in­
volved in generating reports has been reduced from a 
major problem in loqic and readinq the data base to a 
decision on how to format data on a page to be most 
useful and pleasing to the user. 

Because we don't spend time solving complex 
problems, the cost of our .reports has been reduced to 
approximately 25% of the original cost. We have also 
noticed that the reliability of these.reports has in­
creased significantly. The reports written with profiles 
are much easier to enhance and maintain. 

In short, by using profiles, we write much better 
reports in less time and for less money. Our clients 
are as happy about that as we are. 



PAYROL~ DATA BASE 

TAX-DETAIL 

PSEUDOCODE FOR A MAIN PROGRAM 

OPEN.PAYROLL 
REPEAT 

SELECT NEXT RECORD FROM CHECK-DETAIL DATA SET 
WITH BATCH-NBR • SELECTED BATCH-NBR 

IF END-OF-DATA-SET 
EXIT 

ELSE 
CALL CHECK-DETAIL (name of profile) 
PERFORM FORMAT-PRINT-LINES 

END IF 
END REPEAT 
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FLOW CHART - MAIN PROGRAM 

OPEN 
PAYROLL 

SELECT 
....-~~~~--i!MRECORD 

FROM 
HK-DTL 

CALL 
CHECK­
DETAIL 
PROF IL 

FORMAT 
PRINT­
LINE 
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PSEUDOCODE FOR PROFILE PROCEDURE 

REPEAT 
SELECT NEXT RECORD FROM PAY-DETAIL DATA SET FOR 

SELECTED CHECK-NBR 
IF END-OF-CHAIN 

EXIT 
ELSE 

MOVE PAY~DETAIL DATA TO PROFILE RECORD 
ENDIF 

END REPEAT 

REPEAT 
SELECT NEXT RECORD FROM .DEDUCTION-DETAIL DATA SET 

FOR SELECTED CHECK-NBR 
IF END-OF-CHAIN 

EXIT 
ELSE 

MOVE DEDUCTION-DETAIL DATA TO PROFILE RECORD 
ENDIF 

END REPEAT 

REPEAT 
SELECT NEXT RECORD FROM'TAX-DETAIL DATA SET FOR 

SELECTED CHECK-NBR 
IF END-OF-CHAIN 

EXIT 
ELSE 

MOVE TAX-DETAIL DATA TO PROFILE RECORD 
ENDIF 

ENDREPEAT 
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FLOW CHART - PROFILE PROCEDURE 

SELECT 
RECORD 

from 
PAY-DETAIL 

MOVE 
PAY-DETAIL 

to 
ROFILE RECO 

SELECT 
RECORD 

from 
TAX-DETAI 

MOVE 
TAX-DETAIL 

to 
ROFILE-RECOR 

SELECT 
RECORD 

from 
DEI>-DETAIL 

MOVE 
OED-DETAIL 

to 
ROFILE-RECOR 

EXIT SUBPROGRAM 
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FREEDOM/SCREEN 
A SCREEN PROCESSING SYSTEM FOR ANSI X3.64 

JOEL LUEDEMAN 
GULF COAST WASTE DISPOSAL AUTHORITY 

INTRODUCTION 
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The Gulf Coast Waste Disposal Authority is a local governmental agency 
created by the Texas State Legislature. 

In i 979, we acquired a Hewlett-Packard 3000 Series III. One of our 
reasons for choosing the HP was the availability of a screen processing system 
called V /3000. As we began the implementation of V /3000 based programs, we 
became aware of the impact the V /3000 intrinsics had on response. During 1981, 
we developed a replacement for V /3000. This replacement was tailored to an 
emulation of HP's 264X series of terminals. Our replacement kept Gne of V /30G0's 
limitati0ns, it would not work on non-HP terminals. 

During 1982, we looked for a less expensive alternative to using HP 
terminals. We adopted the American National Standards Institute (ANSI) X3.64 
con1munications pr•Jtoe<Jl standard. Unfortuna.tdy, just as with "sta·1c';:ird" COBOL, 
we found there was no ":;tandard"; i.e., because of the va:·lous levels of permitted 
implementation and vendor extensions, no two "standards" matched. Still, X3.64-
did give us a framework to start from. 

We :::valuated terminals during the first eight mon:ns of 1 )82 :lr:d Ln.:illy 
selected the T.CLRA't Model 16 because of the features it had available. 
Therefore, this version of our screen processor conforms to their implementation of 
ANSI X3.64. 

Though we do not use V /3000 and our routines use different calling 
arguments, it would be possible to write a V /3000 interface such that V /3000 
programs would merely need to be recompiled to use this screen processing system. 
To that end, we have included a program to allow a V /3000 form to have a 
migration path to our system, VIEWCOPY. 

1.1 OVERVIEW 

FREEDOM/SCREEN uses the chain concept of linking forms together. 
For each form chain there is one form defined as the MASTER form; i.e., the chain 
head. Each form contains linkage to the master form, the previous form in the 
chain, and the next form in the chain. A form should only belong to one chain. A 
chain may consist of only one form, in which case all links point to that form. 
There may be. more than one chain per forms file. See Section 1.5, Advanced 
Concepts, for a discussion of chain structures. 
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A forms file may contain up to 85 forms. Each form may contain up to 
400 fields. A field consists of one to 80 characters. A form does not have to 
contain any fields; i.e., a form may contain only instructions or other 
documentation. 

The first record in the forms file is the file directory. Each form in the 
file requires three records. The first record contains the text portion of the form. 
The second record defines each field on the form. The third form contains the 
initial values for each field. 

1.2 BUll.DING A SIMPLE FORM 

The program is executed either by the MPE command "RUN 
EZBUll.D.PUB.SYS" or by a UDC command defined for this purpose. 

After entering execution, the program asks a series of questions about the 
form and the forms file. 

1.2.1 Enter the FORMS FILE NAME 

Enter the name of the forms file. If no name is entered, execution is 
terminated and control is. returned to MPE. The name of the forms file may consist 
of up to 35 characters following the MPE file naming conventions. If your file has 
a lockword, it may be entered at this time, otherwise the system will prompt for it 
later. If this file exists, it will be "opened" and exeC:ution continues, else the 
folowing message will appear: 

File "name as input" is not found! 
Should this file be created? (Y or N) 

If this file should NOT be created, answer N and execution will return to 1.2.l 
allowing you to reenter the file name or exit. Answer Y to create the file. 

1.2.2 Do you want to s~ th~ FORM DIRECTORY? (Y or N) 

If. you answer N, execution continues at 1.2.3. If you answer Y, the number 
of entries in the directory is displayed as well as the. name, record location number, 
batch file record length, and form length in rows. for each form in the forms file. 
The batch file record length will be non-zero only for MASTER forms, in which 
case it will be the maximum length of a batch record of the· chain. This record 
length will be automatically adjusted upward, as necessary, if a form is·added to 
the chain or a form in the chain is altered. At the end of the directory display, you 
will be asked: · 

Do you need to ,reconstruct the FORMS DIRECTORY? (Y or N) 

If you answer N; execution continues at 1.2.3. If you answer Y, you will be asked 
to: 

Enter the FORM NUMBER 
Enter the new FORM NAME 



Enter the RECORD LOCATION 
Enter the RECORD LENGTH 
Enter the new MAXIMUM NUMBER OF ROWS 
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The FORM NAME and RECORD LOCATION may be left blank. If so, they will not 
be changed. The RECORD LOCATION begins at record two (2) for the first form 
in the file; the directory is in the first record. The RECORD LOCATION is 
computed as follows: 

RL = 2 + (FN - I) *3 
Where: RL is the RECORD LOCATION 

FN is the FORM NUMBER 

The RECORD LENGTH and MAXIMUM NUMBER OF ROWS must be entered or 
they will be set to zero. They may have a value of zero. This procedure is the only 
way to lower the maximum values for a chain. The sequence of questions will be 
repeated until a FORM NUMBER of zero is entered. The directory will be 
redisplayed and you wiJJ be asked: 

Do you neP.d to reconstruct the FORMS DIRECTORY? (Y or N) 

If the directory is empty, a message to that effect will be displayed and execution 
will continue at 1.2.3. 

1.2.3 Enter the FORM NAME 

The form name may be up to eight (8) characters long. 

If no form name is entered, execution returns to 1.2.1. 

If the form cannot be "found," i.e., it is not a preexisting form, you will be 
asked: 

Ar.e you sure you want to ADD this form? (Y or N) 

If you answer N, execution returns to 1.2.3. If you answer Y, you will be asked: 

Is this FORM to be COPIED from a SCREEN FILE? (Y or N) 

If you answer N, execution skips to 1.2.4. If you answer Y, you will be asked: 

Is this FORM to be COPIED from an INTERIM VIEW FILE? (Y or N) 

If you answer N, execution skips to 1.2.5. If you answer Y, execution continues at 
1.2.6. 

If this form can be "found," you will be asked: 

Do you want to DELETE this form? (Y or N) 
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If you answer Y, the form will be removed from its chain and execution will return 
to 1.2.3. The form will NOT be deleted from the forms file, only from its form 
chain. If you answer N, you will be asked: 

Is this FORM to be REPLACED from a SCREEN FILE? (Y or N) 

If you answer Y, execution skips to 1.2.7. If you answer N, execution skips to 1.2.8. 

1.2.4 Adding a New Form 

As each form is added to the forms file, it must be correctly positioned in 
the forms chain. If the form is a chain containing only itself, all links still must be 
set. If the form is being add~d to an existing chain, the links must be set to 
correctly insert or append the form. If a new chain is being formed, the links must 
be correctly initialized. EZBUILD attempts to correctly set all linkage for you by 
asking a series of questions. 

Is this FORM one of a CHAINED series of forms? (Y or N) 
What is the name of the MASTER FORM for this dtain? 
Which FORM PRECEDES this form in the chain? 

If you answer the first question N, the rest of the questions will not be asked and 
all links will point to the current form. 

After the linkage is created, you will be informed that you may design your 
form. The function key designations are quite different from those defined by 
V/3000 (see Figure 1). You will note that at this point you are unable to assign area 
qualifiers to a field; this will be handled later. Forms are designed as in V /3000, 
but fields are unnamed. Any value placed into a field will be assumed to be that 
field's initial value. Line drawing and mosaic character sets may be used to 
enhance the forms appearance. Inverse video, dim, blink, and other visual 
attributes of the text portion of the form are supported. There is a limitation of 
400 fields per form and 80 characters per field. The only limit to the number of 
lines per form is the amount of terminal memory. The form is limited to 6000 
characters, including escape sequences. 

If you wish, for any reason, to start over with the screen cleared and set to 
default condition, depress function key F5. 

When you are finished designing your form, depress the "ENTER" key. This 
key is on the numeric keypad. 

The form will then be analyzed by the program. The form will be separated 
into three parts; the text portion of the form, the field definitions, and the field 
initial values. 

The program will ask: 

Do you want to modify field characteristics? (Y or N) 
At which field do you wish to begin modifying? 
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If you answer the first question N, the second question will not be asked. See 
Figure 2 for the characteristics which may be changed. You will loop to the second 
question until you enter a field number of zero (or blank). You may use function 
key F5 to position to the previous field or function key F6 to position to the next 
field. You may change any characteristic except the ROW the field is in. Care 
should be taken when changing the length of the field. Combinations of visual 
attributes and area qualifiers are allowed. The combinations are not checked for 
validity. Depress the "ENTER" key when you have made all of the changes for a 
given field. If you wish to get out of the modification process before handling all 
fields, depress function key F8. 

When all fields are modified as required, the program will ask: 

Do you want this screen analyzed? (Y or N) 
Do you want a print of this analysis? (Y or N) 

If you answer Y to both questions, the analysis will be displayed on your CRT and 
printed on the system printer. If you answer Y only to the first question, the 
analysis will be displayed on your CRT but no print will be produced. If you answer 
N to the first question, processing continues by storing the form on the forms file 
and returning to 1.2.3. 

1.2.5 Copying a Form from a Screen File 

Sometimes it is easier to alter an existing form than it is to create a form 
from scratch. You may copy a form from a different forms file or from the 
current forms file. The program will display: 

Enter the FORMS FILE NAME 
Enter the NAME of the FORM to be COPIED 

The name of the forms file may consist of up to 35 characters following the MPE 
file naming conventions. If the file has a lockword, it may be entered at this time, 
otherwise the system will prompt for it later. The form name may be up to eight 
(8) characters long. 

As with adding a new form from scratch, the positioning of the form in the 
chain is handled through the program asking: 

Is this FORM one of a CHAINED series of form? (Y or N) 
What is the NAME of the MASTER FORM for this chain? 
Which FORM PRECEDES this form in the chain? 

After the linkage is created, you will be informed that you may design your 
form. The program will "open" the specified forms file and display the form to be 
copied. You may now make any alterations to the form. If you wish, for any 
reason, to start over with a fresh, unaltered copy of the form, depress function key 
F5. 

When you are finished designing your form, depress the "ENTER" key. This 
key is on the numeric keypad. 
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The form will then be analyzed by the program. The form will be separated 
into three parts: the text portion of the form; the field definition; and the field 
initial values. 

The program will ask: 

Do you want to modify field characteristics? (Y or N) 
At which field do you wish to begin modifying? 

If you answer the first question N, the second question will not be asked. See 
Figure 2 for the characteristics which may be changed; You will loop to the second 
question until you enter a field number zero (or blank). You may use function key 
F5 to position to the previous field or function key F6 to position to the next field. 
You may change any characteristic except the ROW the field is in. Care~ be 
taken when changing the length of the field. Combinations of visual attributes and 
area qualifiers are. allowed. The combinations are !!21 checked for validity. 
Depress the "ENTER" key when you have made all of the changes for .a given field. 
If you wish to get out of the' modification process before handling all fields, depress 
function key F8. 

When all fields are modified as required, the program will ask: 

Do you want this screen analyzed? (Y or N) · 
Do you want a print of this. analysis? (Y or N) 

If you answer Y to both questions, the analysis will be displayed on your CRT and 
printed on the system printer. If you answer Y only to the first question, the 
analysis will be displayed on your CRT but no print will be produced. If you answer 
N to the first question, processing continues by storing the form on the forms file 
and returning to 1.2.3. 

1.2.6 Copying a Form from an Interim V /3000 File 

To avoid having to build forms that are already existing as V /3000 forms, 
we have provided a two-stage process to copy these forms. 

The first step requires a HP 264X terminal or emulator. Execute 
YIEWCOPY, a program which displays the V /3000 form on the 264X terminal and 
copies it to an interim V /30-00 file. Then execute EZBUILD to copy the form from 
the interim file, display it on the screen, allow it to be altered, then store it in the 
current forms file. The procedures to be followed are the same as those explained 
in 1.2.5. 

1.2.7 Replacing a Form from a Forms File 

On rare occasions you may wish to replace an existing form with one from 
another forms file. The procedures to be followed are· the same as those explained 
in 1.2.5. 
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1.2.8. Updating a Form 

The most common activity of form manipulation will be form modification. 
A form may have its position in the chain altered, the text portion of the form may 
change, the field characteristics of one or more fields may be modified, or any 
combination of the above may occur. 

This process may be followed with no changes made, if all you want to 
obtain is an analysis of the form. 

The program will ask the following questions to allow the position of the 
form in the chain to be altered: 

Do you want to CHANGE this screen's order in the chain? (Y or N) 
What is the NAME of the MASTER FORM for this chain? 
Which FORM PRECEDES this form in the chain? 
Which FORM FOLLOWS this form in the chain? 
Are you changing the MASTER FORM for this chain? 

By carefully answering these questions, two chains may be joined, a form may be 
used only for entering or exiting a chain, or a form may be moved within the chain • 

. Please refer to Section l.5, Advanced Concepts; for a further discussion of form 
chaining. · 

After the linkage is hahdled, the program will ask: . 

Do you want to MODIFY this screen as displayed? (Y or N) 

If you answer Y, the screen will be displ~yed and may be modified. If you answer 
N, the form will immediately be analyz.ed by the program. - The form will be 
separated into three parts: the text portjon of the form; the field definition; and 
the field initial values. 

The program will ask: 

Do you want to modify field characteristics? (Y or N) 
At which field do you wish to begin modifying? 

If you answer the first question N, the second question will not be asked. See 
Figure 2 for the characteristics which may be changed. You will loop to the second 
question until you enter a field number of zero (or blank). You may use function 
key F.5 to position to .the previous field or function key F6 to position to the next 
field. You may change any characteristic except the ROW the field is in. ~ 
~ be taken when changing the length of ~ ~· Combinations of visual 
attributes and area qualifiers are allowed. The combinations are !!2! checked for 
validity. Depress the ''ENTER" key when you have made all of the changes for a 
given field. If you wish to get out of the modification process before handling all 
fields, depress function key F8. 



When all fields are modified as required, the program will ask: 

Do you want this screen analyzed? (Y or N) 
Do you want a print of this analysis? (Y or N) 
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If you answer Y to both questions, the analysis will be displayed on your CRT and 
printed on the system printer. If you answer Y only to the first question, the 
analysis will be displayed on your CRT but no print will be produced. If you answer 
N to the first question, processing continues by storing the form on the forms file 
and returning to 1.2.3. 

1.3 USING EZENTER 

Using EZENTER is similar to using V /3000's entry. The major difference is 
in using the BROWSE mode. EZENTER allows you to position directly to any record 
in the batch file. The function keys retain their same meaning as in V /3000, with 
one exception. In BROWSE mode, Fl does not return the first record of the batch 
file; instead it allows you to reposition to 911y record in the batch file. See Figure 3 
for the function key definitions. 

The batch file created by EZENTER is compatible with those built by 
V /3000. Application programs using these batch files require NO modification to 
use a file created by EZENTER. · 

1.4 USING THE LIBRARY 

As part of our screen package, we have provided a library o.f over 100 
routines in the form of an RL. These routines are self-documenting as to purpose 
and use. All are written in FORTRAN. 

Routines beginning with the letters BAS provide an interface for BASIC 
programs. These routines were necessary because BASIC cannot take advantage of 
the alternate return path option of a FORTRAN subroutine. 

Routines of particular interest are: 

Linking 

Paging 

Positioning 

MASTERFORM 
NEXTFORM 
PREVFORM 
REFRESHFORM 

GETPAGE 
LOADPAGE 
NEXTPAGE 
PRE VP AGE 
SETUPPAGEMODE 

CURSOR 
HOME 
POSFIELD 



Reading 

Writing 

Message 

Editing 

Macrokeys/Function Memory 

Printing Screens 

Dynamic Form Redefinition 

1.5 ADVANCED CONCEPTS 

DEMANDBLOCKREAD 
GETFIELD 
GETFIELDASCII 
GETFIELDDINT 
GETFIELDDP 
GETFIELDINT 
GETFIELDREAL 
SCNB UFFERLOAD 
SCREEN READ 
SCURSOR 

DISPLA YBUFFER 
EDITSCREEN 
FRAMESCREEN 
PUT FIELD 
PUTFIEL DASCH 
PUTFIELDDINT 
PUTFIELDDP 
PUTFIELDINT 
PUTFIELDREAL 

CLEAR WINDOW 
HILITEFIELD 
PUT WINDOW 
RESETST ATUSLINE 

CHECKFIELDS 
CONVERROR 
REQFIELD 
UNDEFINE.DKE Y 

RESETMACROKE YS 
RESETSOFTKEYS 
SETMACROKEY 
SOFTKEY 

PRINTSC 
PRINTSCREEN 
PRINTSCRNCLOSE 

GETFIELDDEF 
REDEFINEFIELD 
REDEFINEFORM 
REDEFINESCREEN 
REDISPLA YFORM 
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There are four points that need discussion here: field mapping; form 
linking; paging; and dynamic redefinition of the currently displayed form. 
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1.5.l Field Mapping 

Fields may be mapped from a master form to a detail form. This is 
similar to a SAVE field in V /3000. The receiving field should be large enough to 
hold the data transferred from the master form. A field may be "mapped" to more 
than one field on the detail form. Mapping is enabled by indicating the master 

- form field number to be mapped to the detail form when altering the detail form's 
field characteristics (see Figure 2). Mapped data replaces the field's initial value. 

1.5.2 Form Linking 

A form is linked in three directions: forward; backward; and to the 
master form. Normally the program checks to insure that all links are in the same 
chain. However, when you update a form using the procedure in Section 1.2.8, you 
may have the links point to different chains by answering Y to the question: 

Are you changing the MASTER FORM for this chain? (Y or N) 

Be careful when doing this. You will have to check each form involved to insure all 
links are as you intended. This technique, while possible and sometimes necessary, 
is difficult to imp~ement. A better way to solve this problem is through the 
multiple pages handling capability available in the terminal. 

1.5.3 Paging 

The standard TELRA Y Model 16 includes four pages of volatile display 
memory. Optional configurations are eight pages of volatile, or four pages of 
nonvolatile, or eight pages· of nonvolatile display memory. The memory can be 
logically subdivided by the programmer. A "standard" page consists of 24 lines of 
80 characters. The logical line length can be reset to any integer number from 20 
through 255 i_nclusive. The logical page length can be reset to any integer value 
from 4 to 255 inclusive; however, it cannot be set to a number that would exceed 
the ~memory capacity of the terminal. If this is attempted, the terminal will 
automatically reset the logical page length to the maximum allowed by the memory 
available. The number of pages can be reset to any integer number from 1 to 255 
inclusive; however, it cannot be set to a number that would_ exceed the memory 
capacity of the terminal. If' _this is attempted, the terminal will automatically 
reset the number of pages to the maximum allowed by the memory available. 

The library contains _several routines _that will allow the programmer to 
configure the terminal-_ memory (SETUPPAGEMODE)t · t0ad ·forms into specific pages 
of terminal memory (LOADPAGE), position specific pages of memory on the 
display (GETPAGE), and position among the pages of memory (NEXTPAGE and 
PREVPAGE). 

Each page of memory may contain a different form chain. NEXTFORM, 
PREVFORM, REFRESHFORM, and MASTERFORM operate on the page of memory 
currently displayed. By using the paging facility provided in the terminal, complex 
chaining sehemes should not be necessary. · -· ' · -- . 
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1.5.~ Dynamic Redefinition of the Currently Displayed Form 

In an effort to minimize the apparent delay in. terminal response, 
FREEDOM/SCREEN "paints" each form in one pass. The text portion of the form 
is combined with the field definitions and written to the screen when the form is 
first displayed or when the form is refreshed. If a form "repeats," the text portion 
is not rewritten to the screen; instead, all fields are cleared to their initial values. 

For a given application, multiple forms may differ only by column 
headings or row descriptors. These differences are generally thought of as being 
part of the form text. If these areas could be made protected fields and if there 
were a method of dynamically changing their initial values, multiple forms would 
not be necessary. This concept is called FRAMING. 

The programmer; by using routines provided in the library, has the ability 
to dynamically control the nontext portion of the form. 

FREEDOM/SCREEN uses three buffers to assign initial values to a field. 
SBUFFER contains the initial value defined when the form was created. MBUFFER 
contains data to he "mapped" from the master record to the field. FBUfFER 
contains data provided by the programmer to replace the initial value of the field. 
The data in FBUFFER, if nonblank, replaces the data in SBUFFER. When a field is 
"mapped," the data in MBUFFER replaces the data in SBUFFER, no matter what 
data is in FBUFFER. SBUFFER is written to the screen when the form is initially 
displayed or when it is refreshed. FBUFFER is used to change the subsequent field 
values. FRAMESCREEN is called to refresh the nontext portion of the form. 

Sometimes it would be helpful if a field's characteristics, visual 
attributes and/or area qualifiers, could be dynamically altered during program 
execution. For example, have a date field change from unprotected to protected 
once the date was entered. Again, the library provides routines to allow this. 
GETFIELDDEF returns the current form's current field characteristics. 
REDEFINEFIELD and REDEFINESCREEN redefine the field characteristics 
currently being displayed. REDEFINEFORM redefines the current form's field 
characteristics. REDISPLA YFORM provides the same function as 
REFRESHFORM, but without rereading the form's file, thus allowing the redefined 
field characteristics to remain in effect. 

1.6 Configuring the Teleray Model 16 

The manufacturer has provided two means of resetting to the initial 
state: 

escape c 
escape ( 255;255 space y 

Neither do exactly what we need. The escape c merely clears internal buffers. 
Escape (255;255 space y resets to the manufacturer's default conditions, NOT the 
conditions specified by the user. 
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We have evolved a procedure to configure the terminal for use on the 
HP-3000. First, reset to default conditions, escape (255;255 spacey, then.execute 
CONFIGUR.PUB.SYS. 

This configuration process totally redesignates the 61/. macro keys 
provided by the manufacturer (see Figure 5). A "soft" reset is provided by 
depressing key 33; i.e., line local. This "soft" reset essentially returns the terminal 
to unprotected, character mode operation and is an adequate reset after "aborting" 
from block mode. 
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FUNCTION KEY DEFINITIONS DURING FORMS DESIGN 

f I Beginning of Field 

f2 End of Field 

f3 Line Drawing Character Set 

f4 Normal Character Set 

fS Panic Escape When an Error Is Made During Forms Design 

f6 Undefined 

f7 End Area Visual Attributes 

f8 Undefined 

f9 Undefined 

flO Dim On 

fl I Undefined 

f 12 Underscore On 

fl3 Blink On 

f 14 Undefined 

flS Inverse On 

f 16 Blank (i.e., No Echo) 

fl7 Undefined 

fl8 Undefined 

Figure I 



Field --

FIELD CHARACTERISTICS DEFINITION FORM 

Field Length in characters 

Type of field 

Field position 

Mapping 

Visual Attributes 

Dim (half bright) -
Underscore -
Blink -
Inverse video -
Blank (no echo) -

Figure 2 

1 - Transmit only 
2 - Unprotected 
Row 
Column 

Area_Q_ualifiers 

Numeric only -
Alphabetic only -
Right justified -
Left justified -
Zero filled -
Must fill --
Entry required -
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Key 

MASTER 
FORM 
fl 

f2 

PRINT 
f3 

REFRESH 
f4 

f5 

NEXT 
FORM 

f6 

BROWSE 
f7 

EXIT 
f8 
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Entering Data With EZENTER 

Data Collection Mode 

Display the master form 
for this chain 

Key 

BROWSE 
MODE 
fl 

DELETE 
REC 

f2 

Print current form on PRINT 
line printer. Prints f3 
form with current data 
(but not any values typed 
on screen and not yet 
entered by ENTER). 

Clear screen; initialize REFRESH 
terminal; and redisplay f4 
with initial values. (Can 
be used to restore form 
should it accidentally be 
cleared from the screen by 
a local RESET or terminal 
power failure. If terminal 
power fails, a colon prompt 
is issued when power returns 
and you must type RESUME 
before pressing REFRESH.} 

Display next form 

Enter browse/modify mode 

Exit from EZENTER; return 
to MPE control. 

PREVREC 
f5 

NEXT 
REC 

f6 

COLLECT 
f7 

EXIT 
f8 

Figure 3 

Browse/Modify Mode 

Allows the user to 
position to any record 
in the batch file 

Delete current batch 
record from the batch 
file. Note that you 
cannot insert a record 
in place of a deleted 
record; any new records 
are added to the end of 
the batch file. 

Same as in Data Collection 

Same as in Data Collection 
except that previously 
entered data is displayed. 

Display previous record 
in batch file on form 
used to enter data. 

Display next record in 
batch file on form used 
to enter data. 

Return to data collection 
mode. 

Exit from EZENTER; 
return to MPE control. 



FIELD DEFINITION OF EACH FIELD 

I Field Length in Characters 
2 Type of Field 

I - Transmit Only 
2 - Unprotected 

3 Row Field Is In 
4 . - Column Where Field Begins 
S Mapping Indicator 

If this form is a detail (i.e., not a master) form and there is a 
relationship between this field and a field on the master form, 
this word contains the field number of the field on the master 
form 

6 Field Visual Attribute 
Bit Definition Decimal Octal 

_____ g_ _______ l}_Q~§~.Q...----------------------~-~I2!1 _______ 1 ______ _ 
I Unused 16384 4 
2 Unused 8192 2 

----~--------ld..IJ.~~--------------------------1±112.2. ______ !_ _____ _ 
4 Unused 2048 4 
S Unused I 024 2 _____ § ________ '::J.!l~~.Q. __________________________ ~Jl. ______ !_ ____ __ 

7 Unused 2S6 4 
8 Blank 128 2 
9 Inverse Video 64 I 

------------------------------------------------------------------
10 Unused 32 4 
11 Blink 16 2 

__ __11 __ Un~!§.£.OL~----------------------..!l------1---
13 
14 
IS 

Unused 
Dim (half bright) 
Unused 

7 Field Area Qualifiers 

4 
2 
I 

4 
2 
I 

Bit Definition Decimal Octal ___ --q:_ ______ l}.!l~§~S!. ________________________ J_:{I68 ____ .::::C:::::-__ _ 
I Unused 16384 4 
2 Unused 8192 2 

_____ J ________ '::J_Q~~~---------------------------1!Q2§ _______ ! _____ _ 
4 Unused 2048 4 
S Unused 1024 2 

_____ § ________ ~.!1-trJ!...'3~~i~fl_ __________________ ~J.f _______ ! ______ _ 
7 Must Fill 2S6 4 
8 Transmit Only 128 2 ___ __2 ________ '::J_Q~~_g_ ___________________________ §!t ______ ! ______ _ 

10 Zero Fill 32 4 
11 Right Justify 16 2 __ __i2 ________ ~J.PJl<;!Q_!ttJs:_~!)Jy ____________________ 13 _______ 1 _____ _ 

13 Numeric Only 4 4 
14 Unused 2 2 
IS Left Justify I I 

8 Character Number Where the Field Begins 

Figure 4 
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r-... -
For the macro key locations see the figure on page 3-4 of the TE LERAY MODEL 16 Instruction Manual 

<O 
LO 

Key Value Key Value Key Value Key Value 

01 ?p 19 7 33 reset 51 one upper left 

D2 ?q 20 8 34 insert character 52 one up 

03 ?r 21 9 35 delete character 53 one upper right 

04 ?s 22 roll up 36 insert line 54 unused 

05 ?t 23 4 37 delete line 55 one left 

06 ?u 24 5 38 erase page 56 home 

07 ?v 25 6 39 erase line 57 one right 

08 ?1~ 26 roll down 40 unused 58 unused 

09 ?x 27 1 41 unused 59 one lower left 

10 ?P 28 2 42 unused 60 one down 
"' 

11 ?Q 29 3 43 unused 61 one lower right QJ 
s... 

12 ?R 30 0 44 unused 62 unused ::I 
r:n ..... 

13 ?S 31 45 unused 63 calculator mode LL. . 
14 ?T 32 CR 46 unused 64 block transmit 

15 ?U 47 + 

16 ?V 48 

17 ?W 49 * 
18 ?X 50 I 

Note that the function keys (01-18) are never used to enter data; data is entered only with the ENTER key. 
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Your database design is finished. Whew. You breath a sigh of 
relief, relax, and think of all the work that has been done. 
You have taken the IMAGE/3000 training, evaluated the 
application requirements, spoken to the end users, spoken to 
management. You have arranged the data to sat.isfy the needs of 
all these people. Result: A schema. This morning you 
corrected the last syntax error in the schema, ran it 
successfully through the schema processor (DBSCHEMA), and 
created the database for the first time. All you have to do 
now is give the go ahead to begin the application development. 

STOP! W<Ut. What have. you 11.RA.il.y doY!ll? 
Designed a database of course. 
Will the.. u.6e!L6 ge.:t what they <L&lwf. 6011..? 
Yes, of course. 
W.i.U tM u.6e/L6 ge.:t what they e:x.pe.ct? 

It turns out that users have high expectations from database 
applications. It's no wonder, they are continually being told 
how wonderful databases are. Databases certainly ARE 
wonderful, but NOT foolproof, not yet anyway. Your database 
design can result in your company's enjoying the benefits of 
database, or not. 
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So what do the users EXPECT? 

End users will usually expect 'user friendly' software and 'all 
the data at their fingertips' , whatever that means. If you 
probe further you will probably get someone to admit that they 
expect the Data Processing Department to become more receptive 
to changing requirements because it is going to be so easy to 
accommodate. (Take this person aside and make sure they tell 
you what they're planning to change!) Your management have been 
reading TIME, Business Week, etc. and will probably think that 
all data will magically be transformed into INFORMATION, 
whatever they define information to be. Your programming staff 
will be looking forward to programs that are easy to write and 
maintain, and, to 'not thinking about how the data is stored'. 
Everyone will expect good performance now, and in the 
foreseeable future. 

High expectations indeed. 

Are you getting worried? I would be. 

The most difficult step is the database design. The key to 
success is a good database design, the first time. ''Ve.tvun.in.ing 
how the da..t.a.fxUe. .tihoul.d be. .ti:tlw.c.:tUlte.d .tio that .i.:t. me.e..U the p!Wlen:t 
.in6olUllr:ttion Jte.q~ and. a.l6o -i.-6 6le.U.b£e. e.nough to llJ.i.:t.h6:ttind. the 
.ine.vlia.b!e. cJia.nau caLU.ed by the bu.6.inu.ti e.nv.iltonme.nt -i.-6 mo1te. 06 an aJLt. 
than a .tic.le.nee.. (Reference l) An ART? Yes, that about covers it. 
There just aren't 20 fixed rules you can follow to guarantee 
success, only guidelines, experience, and talent. 

Get out that copy of the schema and write on it in big letters; 
PRELIMINARY. 

Finalizing a schema and giving the go-ahead to start 
application development is kind of like getting married. The 
minute you do it, it becomes very difficult and very expensive 
to change your mind. You want to make sure that your design 
will satisfy your end users needs and expectations. You want 
to make sure you haven't made any design decisions that, 
unbeknownest to you, will cause problems somewhere down the 
line. 

Okay, what now? How about reviewing the data base design. 
Invite the design team (if there's more than just you) and a 
few other interested parties who haven't seen the design 
lately. (You've been looking at that design for so long, you 
are probably the worst candidate for finding problems. ) Make 
sure one of the people reviewing the design has a sound 
technical knowledge of IMAGE/3000 and is up to date on. 
enhancements, etc. If not, invite a consultant from Hewlett 
Packard. The cost of consulting upfront is probably 
insi~ificant compared to the cost of fixing a problem that you 
didn t catch later on in the development cycle. 
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Review the design, consider performance (everyone seems to 
ignore performance until they don't get any), then send the 
schema and related procedures on to program development. 

The remainder of this paper is a list of guidelines that should 
be considered during a database design review. For each topic, 
my objective is to point out what factors should be considered, 
pros, cons, and alternatives. The outcome should be a database 
design which is both functional and will provide a solid basis 
from which to write efficient and maintainable applications. 

GUIDELINES FOR REVIEWING AN IMAGE/3000 DATABASE DESIGN: 

SECURITY 

A good place to start is the database security, passwords, 
access types, etc. (If you haven't done the security better 
postpone the design review and do it.) It is an excellent way 
to review the functionality of the database and spot problems. 

If User Type One needs access to eight different data sets to 
get at the eight data items needed to do the function, the data 
locality in the database needs work. You want a single 
functions' data in as few sets as possible. 

If you have given an online function WRITE access to a detail 
dataset which is linked to eleven masters, you have Just 
created a potential performance problem. (I'll discuss paths in 
more detail later.) 

Reviewing the security reminds us of what the individual 
functions will be doing. 

Is there a password for every user type or function expected on 
the database? (Not too many passwords, wouldn't want that to 
prevent you from changing them regularly ... ) Setting up 
separate passwords for batch processing is also a good idea. 

For each password give 
security reasons) at 
performance reasons). 

the minimum access necessary 
the highest level possible 

Use item level security only 
necessary. 

(for 
(for 
when 
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LIMITS 

If the schema passes through DBSCHEMA without errors then you 
haven't REACHED any limits, but, are you approaching any? Check 
for potential problems where you are NEAR to a limit. 
Following are some of the current upper limits in IMAGE/3000 
that you should watch out for: (as of version 03.05) 

Data Item Names per Data Base 255 
Data Item Names per Data Set 127 
Data Sets per Data Base 99 
Detail Data Sets per Master : 16 
Search Items (keys) per Detail: 16 
Maximum entry size : 4094 b~tes 
Maximum # of entries per Data Set: 8,388,607 
Maximum # of entries per chain : 65,535 

Make sure that now, and in the future, it does not appear that 
these limits will cause a problem with your data base design. 
(If you would like to see any of these limits increased, just 
fill out a Service Request for the enhancement and send it in. 
The more the merrier!) 

For every path in the data base you should have a reason. 
A good reason. 

The cost of a path is in the maintenance of the pointers (and 
in disc storage, but that is minor). This cost is incurred on 
adds (DBPUT) and deletes (DBDELETE). 

Ask yourself the following questions for each path: 

l . How rruc.h will U be. 1Ued? 

All the time? G1tea.t! 
Most of the time? Good! 
Overnight batch runs? A~ IJOU .6Wte. u· .6 r.ooltth U? 
Monthly? You ll'U6t be. jolUn.g .•• 

2 . Will :it mean 6a.6te!t ac.c.e..6.6? 

I hope so! Ideally you are putting the path in for this reason. 

3. How 06.te.n a.tte. a.dd.6 and de.ee.tu done? 

If the data never changes you only incur the overhead of the 
path when loading the data. If adds and deletes are done, what 
is the volume? Consider putting in a data item to be used as a 
delete flag. The program could 'logically' delete the record 
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by setting the .flag ON, then the actual deletes could be done 
either in a background processing or at night. 

4. Will :tM. k,ey vafue. eveJt change? 

If YES, then watch out. You will be doing a DBDELETE and a 
DBPUT to satisfy this requirement. 

5. Will :tM. .tonge..&t c.haA.n be. .te..6.6 than 10% 06 :tM. total. nwnbe!t 06 e.nVt.ie..6 
~ :tM. (de.tail) d.a.ta .6et? 

I.f your chains are going to be a signi.ficant portion o.f the 
total entries in the set, then perhaps you should read the set 
serially instead o.f maintaining a chain. 

The general rule is the simpler the better. Avoid the 
temptation of putting in alot o.f automatic masters because it 
'm.i.ght be. n.iu' to have that path. For good performance, you 
want just a many paths as you really need, no more. 

SORTED CHAINS 

Yes, there are good reasons to have sorted chains, and there 
are good reasons not to. 

The di.fference between a sorted and an unsorted chain is the 
method used to do the DBPUT. 

On DBPUT to an unsorted chain IMAGE will always add the entry 
at the end of the chain. For sorted chains, IMAGE starts at 
the end o.f the chain and works backwards through the chain 
until it .finds the correct location based on the value of the 
sort item, then IMAGE inserts the entry. If IMAGE finds a 
duplicate sort item value, it then extends the sort .field to 
the end o.f the entry and e.f.fectively does a multi.field sort·. 
(I.f you want IMAGE to do this unsolicited 'multi.field sort', 
great, else it's good idea to make the sort item the last item 
in the data set to supress this.) 

For these reasons, the cost o.f a DBPUT to an unsorted chain is 
fairly constant, but, for a sorted chain it depends on where 
the entry will be put. 

The worst case would be a long sorted chain with lots of 
additions in random places in the chain. On the other hand, if 
the sort value always increases (IE. date:time) then there is 
almost no additional overhead involved in having the chain 
sorted. 

Some good reasons to use sorted chains: 

1. Whe.n you. llU.6t maA.n:ttUn. an olf.li.vt. 
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NEVER depend on being able to do a DBUNLOAD, CHAINED. Many 
people have !'all en into the trap 01' saying; 'IMAGE adtL6 my da;ta. .i.n 
CM.ono£.og.i.c.al o!Ui.vt .60 I don't ne.ed to wolf!Uj about ma.i.n:t.a.i.n.g the. o!Ui.vt 
my.6e.!6.' The day will come (says Murphy) that you will be 
looking at a Serial DBUNLOAD and saying 'but I can't a.66011.d to £.Me. 
the. o!td.<iJt ... '. Ii' you must maintain an order and don't want to 
use a sorted chain, at least keep the data needed to re-create 
the order in the data set. Then, ii' Murphy comes to visit, you 
can write a program to re-create the order. 

2. When you. 1.eid.om (olt ne.ve.1t) add. 

3 . When the. .6oltt va.£.u.u. a.1te. a.£.way.6 a.6c.e.nd.i.ng. 

4. When the. cJuLi.n -i..-6 .6holtt. 

5. When an ~ve. pltoc.eA.6 lte.q~ U. 

6. IJ(lf 601t !te.poltt.i.ng ! 

Ii' you have decided to use sorted paths pre-sort the data 
bei'ore loading the database, and !'or batch processing. 

PRIMARY PATH 

Always choose a primary path !'or each detail data set. 

By dei'ault, IMAGE will select the i'irst unsorted path, as shown 
in the schema. Ii' all paths are sorted, IMAGE selects the 
i'irst sorted path. Even ii' the dei'aults are satisi'actory, 
indicate the primary path (with an !) in the schema so others 
know you have selected that particular path. 

Then what ha.ppe.n-6? 

Nothing. 
Unless you do DBUNLOAD/DBLOAD' s periodically. When you do a 
DBUNLOAD,CHAINED (dei'ault), the detail entries are unloaded in 
primary chain sequence. The DBLOAD then puts the entries back 
in this order. Result: The primary chain entries are together 
on disc. . . in the same blocks. . . read in more than one at a 
time. . . great stuff' !'or peri'ormance when reading down the 
primary chain! Ii' the chains are long you get a signii'icant 
peri'ormance improvement!! Go !'or it!!! 

WhA.c.h pa.th .6hou.£.d I .6e.lec:t.? 

The most benei'it will come i'rom selecting a path that is 
accessed i'requently, by interactive. users, and has whose 
average chain length is fairly long. There is little benei'it 
in selecting a path whose chains are only one or two entries 
long. 
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KEY SELECTION 

IMAGE/3000 uses primary address calculations to place entries 
in master data sets. If two different key values have the same 
primary location they are called 'synonyms'. When a synonym is 
encountered, IMAGE finds the closest available location in the 
dataset and places the record there, linking it to the record 
in the primary location. This is called a 'synonym chain'. 
The more key values that have the same primary address, the 
longer the synonym chains, and the more overhead for chain 
maintenance (on the DBPUT). 

When a program calls DBFIND for a key value, IMAGE does the 
primary address calculation and reads in the block containing 
the primary location. If the requested entry isn't in the 
primary location IMAGE uses the synonym chain to find the 
entry. Long synonym chains can result in several blocks being 
read in to find a single entry instead of just one. 

All this happens behind your back. 

For best performance, master data sets should have as few 
synonym chains as possible. The factors affecting this are the 
data type of the key, the key values, and the capacities 
selected for the master data sets. 

The data type you select for each key determines what type of 
algorithm IMAGE/3000 will use to calculate the primary 
addresses. 

For master data sets with keys which have data types U, X, Z, 
or P, IMAGE/3000 uses a hashing algorithm which approximates a 
uniform distribution of primary addresses in the master data 
sets, regardless of the bias of the search item values. To 
achieve the minimum number of synonyms the capacity of the data 
set should be a prime number, and should be large enough that 
the set will be, at most, 80~ full. 

For master data sets with keys which have data types I, J, K, 
or R, IMAGE/3000 uses modulo arithmetic, based on the data set 
capacity, to calculate the primary address for the key. (This 
algorithm is described in the IMAGE/3000 Reference Manual, 
Reference 2. ) The number of synonyms that will be generated 
using this algorithm depends heavily on the search items values 
and the data set capacity. 

EXAMPLE ONE: If you have a numeric key, Order Number, whose 
values range from 1000 on up ( 1000, 1001, 1002, ... ) , and a 
capacity of 1001, there will be !!2. synonyms! 
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EXAMPLE TWO: If you have a numeric key, Part Number, whose 
values range from 1000 on up (1000,1001, 1002, ... )for Product 
Line A, and from 2000 on up (2000, 2001, 2002, ... )for Product 
Line B, with a capacity of 1001, the second group of key values 
will have the same primary locations as the first! Terrible for 
performance! 

If you are using numeric keys, check the algorithm described in 
the manual so that you can avoid situations as described in 
Example Two. Often, by selecting the right capacity, you can 
prevent groups of key values from generating the same primary 
addresses, although you may end up with a much larger capacity 
than you planned. Other alternatives include changing the data 
type and changing the data. These may (or may not) be 
realistic alternatives depending on the customer. 

CAPACITIES 

When selecting capacities for data sets remember that: 

1. IMAGE allocates ALL disc space when you create the data 
base. 

2. Changing the capacity normally requires a DBUNLOAD/DBLOAD 
which can't be done at a moments notice. 

For master data sets, follow the guidelines presented in the 
previous section. 

In detail data sets IMAGE will take the capacity specified and 
change it slightly to make most efficient use of disc space, 
based on the blocking factor. Space occupied by deleted 
entries is re-used. For detail data sets there are no 
performance considerations for capacity, just pick a capacity 
large enough so that you don't force an unscheduled 
DBUNLOAD/DBLOAD. 

IMAGE/3000 uses a default maximum blocksize of 512 words to 
select the blocking factors for each data set in the data base. 
In general the blocksize selected by IMAGE is a GOOD CHOICE! 

If you decide to optimize the blocking, set out to improve the 
main activity on the database. If most activity is random, 
consider smaller blocks. If most activity is sequential, 
consider larger blocks. Remember that IMAGE uses the largest 
block size in the data base to determine what the buffer size 
will have to be'. Having one data set with a very large block 
size will force large buffers, and waste main memory. 
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The maximum block size is overridden using the $CONTROL 
BLOCKMAX= command. To set a different maximum for each data 
set, just put a $CONTROL statement before each set definition 
in the schema. 

TRANSACTIONS 

Here it is. 
The real test of your dedication. 
To get a feeling for the performance 
application, you must define the different 
that will be used, and exercise them. 

of the data base 
logical transactions 

What. -l6 go..i.ng to happen when the. o!UWt en.Vty c1eJtk h-i.:t6 'ENTER'? 

The application program will execute a series of CALL 
statements to IMAGE Intrinsics to process the order. 

How many CALL ~.:ta.tement&? 
To ~ -i.nt!U..n.6-i.c..o? 

Walk through each type of transaction and see how it works with 
the data base design. Watch out for transactions that do a 
large number of DBPUT's and DBDELETE's. (To be most effective, 
locking and recovery strategies should be completed, and the 
necessary intrinsic calls included in the transactions. ) If 
there are any areas of concern, consider testing the 
performance of the transactions against the data base design. 

There are some utilities available to help with the transaction 
testing: 

DBDRIVER: This utility is part of the IMAGE/3000 product, and, 
unfortunately, undocumented. Documentation is available from 
the Users Group (Reference 11), or, try calling your friendly 
Account Systems Engineer! The DBDRIVER utility allows you to 
set up intrinsic calls to any IMAGE/3000 data base, executes 
the calls, and gives you the elapsed time (along with other 
interesting information). ~~ 

IMAGE Database Evaluative Analyzer (IDEA): IDEA is available 
through the Users Group Contributed Library. This utility 
allows you to define transactions, number of processes, and 
think time, and develope a script that simulates the data base 
activity of your application. The results include estimates of 
response time and transaction throughput. (Reference 13) 

These types of tools assist in comparing different types of 
transactions, estimating minimum response times, and comparing 
the performance of various data base designs. Once these types 
of tests are set up, they can be run several times. A good way 
of estimating the impact of a design change (example: adding an 
extra three automatic masters) is to run a simulation with and 
without the change. 
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DATA BASE CREATION 

Most people will say that the creation of an IMAGE/3000 data 
base is a simple two step process: 

1. Run VBSCHEMA. to CJte.a.te. the !toot 6.<.&. 
2 • Run 1JBUTI L, CREATE to CJte.a.te. the data .tie.t.6. 

That's all there is to it. No problem. Except, for performance 
reasons, add two more simple steps to. the procedure, and do 
them every time you create a data base. 

3. Run 1JBUTIL and. .tie.t the bu66e.1t. .tipe.ei6..i.ca:tA.on.ti aeco!UU.ng to the 
appUca;tlon.ti ~-

The buffers for an IMAGE/3000 data base are kept in the Data 
base Control Block (DBCB) and shared among the users accessing 
the data base. The default buffer specifications that IMAGE 
uses have changed over time so it is very important that you 
set them yourself, to ensure you get the correct number. 

To set the number of buffers, use the >SET BUFFSPECS= command 
in DBUTIL: 

EXAMPLE: >SET. BUFFSPECS=32(1/120) 

This will instruct IMAGE to create the DBCB with 32 buffers for 
anything from 1 to 120 users accessing the data base. 

EXAMPLE: >SET BUFFSPECS=8(1/2),9(3/4),10(5/6),11(7/8),12(9/120) 

This will instruct IMAGE to start out with 8 buffers, and for 
every two additional users add a buffer. Terrible tor 
performance! Every time the number or butters has to D'i 
changed, the DBCB size has to change, causing a SWAP. 

GENERAL RULE: 

BUFFSPECS=20(1/120} 
BUFFSPECS=32(1/120} 
BUFFSPECS=64(1/120} 

tor small memory, or small number or users 
tor average application 
for DBLOAD type programs 
(yes, it will run faster II) 

For very large applications, running on large memory systems 
use the formula in the IMAGE Reference Manual (Reference 2) to 
calculate the approximate size of the DBCB, and then estimate 
the maximum number of buffers and set based on that. (Remember 
that the DBCB can be, at most, 32, 767 Words, and leave some 
room for the trailer area.to expand.) 
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IMAGE/3000 will build the data base using the default device 
specification of 'DISC' . This will result in the data sets 
being spread accross all those devices which have device class 
DISC. 

For best performance, separate masters and related details, and 
spread the heavily accessed data sets over the available 
devices. To do this, STORE the data base, and then do 
selective RESTORE' s using the DEV= parameter. Once this has 
been done, future RELOAD, SPREAD' s and RESTORE' s will put the 
data sets back where you requested. 

CAUTION: If you are planning to do IMAGE transaction logging 
(glte.at .ideal) to disc, DON'T put the transaction log file on the 
same disc{s) as the data base!!! If you have a disc hardware 
problem, you are going to want to recover at least one or the 
other. 

DATA BASE MAINTENANCE 

Once the data base is loaded and the applications are up and 
running, priorities shift to maintenance. 

Maintaining the integrity of a data base: 

!.6 the data. .6.ti.U coltlte.C.t? 
!.6 the ~ .6.ti.U co/f/W!t.1 

The design stage should include putting in place procedures to 
ensure that if the data base developes an integrity problem, it 
is detected as soon as possible. (For an excellent discussion 
on this subject see Alfredo Rego' s article; fJATA BASE THERAPY: A 
Pl!a.Ct<.:tlorwr. '.6 E~.) Procedures should also be developed 
to detect potential performance problems (example: long synonym 
chains in Master data sets). 

Some of the available utilities to help in these areas include: 

DICTDBA: This utility is included as part of the 
DICTIONARY/3000 product. DICTDBA (Data Base Audit) reports on 
the usage statistics and checks internal linkages of a data 
base. Statistics include information on synonyms (master data 
sets) and chains (detail data sets). (Reference 12) 

DBLOADNG: This utility is available through the Users Group 
Contributed Library. DBLOADNG produces a report including 
information on synonyms and chains. (Reference 5> 

DBCHECK: This utility is available through the Users Group 
Contributed Library. DBCHECK checks the internal structure of 
a data base. 

The other major part of data base maintenance is keeping up 
with changing requirements. Things do change, requirements 
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change, ~riorities change, business practices change, and data 
base designs should change along with them. Structural changes 
to data bases are a natural part or the maintenance or a data 
base application. 

There are a number of different ways to make structural 
changes. Which you choose will depend on what it is you want 
to change, time constraints, and, of course, money constraints. 
Some techniques for making structural changes include: 

DBUNLOAD/DBLOAD: These utilities are included with the 
IMAGE/3000 . product. The allowable structural changes are 
clearly detailed in the IMAGE/3000 Reference Manual. (Reference 
2) Read them carefully! 

CUSTOM PROGRAM: You can always decide to write a program to 
unload your data base (or a portion of it) and load it back up 
just the way you want it! 

DICTDBU/DICTDBL: These utilities are included with the 
DICTIONARY/3000 product. The data base load utility (DICTDBL) 
~ompares the old schema with the new schema and, if necessary, 
transforms the data field formats or the old data base to the 
format of the new data base. (Reference 12) 

ADAGER/3000: ADAGER/3000 (The Adapter/Manager for IMAGE/3000 
Data Bases) is a proprietary software system available from 
Rego Software Pty {Reference 14) which provides facilities to 
make structural changes. (Reference 10) 

The subject of data base design is an ongoing one. IMAGE/3000 
and related products change over time. Opinions change over 
time (mine certainly have!). 

Remember· that everything has a cost and a benefit. It is 
important to consider all factors and get the most up to date 
information available when designing a data base (or when doing 
anything else, for that matter) . Several good articles have 
been written on this subject and several opinions presented. I 
am looking forward to many lively discussions on this material 
at the Users Group Meeting! 

Thank You. 
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Hewlett-Packard allows, expects, and encourages individual 
initiative. The existence of this paper exemplifies that 
philosophy in action. Hewlett-Packard has completely 
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Interactive Formating System software. Textual data, 
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printing was done on the 2680 Laser Printer. A COBOL 
using IFS intrinsics generated input to the printer. 
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I -----SECTION I GENERALINTRODUCTION I 

-- SEQUENTIAL PROCESSING 

LIMITED BY DISC 

-- FORTRAN OUTPERFORMS 

COBOL 

-- V /3000 TOO INEFFICIENT 

-- IMAGE IS TOO SLOW 

-- HP3000 INEFFECTIVE 

BATCH PROCESSOR 

-- MOON IS MADE OF 

GREEN CHEESE 

Figure 1 

_TRADITION (Figure I) 

-- SEQUENTIAL PROCESSING IS LIMITED BY DISC ACCESS 

This is one of those generally accepted truths that all of us 
have been taught from the beginning of our careers. In most 
cases, on most machines, this is probably a valid generality. 
Because HP h~s concentrated on transaction processing, 
certain defaults built into the file system often make this 
assumption invalid when evaluating batch processing 
performance. 

Pagel-1 

FORTRAN OUTPERFORMS COBOL. 

In typical business applications, this is generally untrue. 
The FORTRAN compiler is admittedly superior in handling 
numeric data if we limit the definition of numeric data to 
binary and real data formats. The COBOL compiler, however, 
does a much better job with ASCII numeric data and is quite 
effective when dealing with files, records, and ASCII 
character fields. The net effect is that COBOL usually 
outperforms FORTRAN in the average commercial application. 

-- V/3000 IS TOO INEFFICIENT. 

Considering the powerful, highly generalized capabilities 
provided within V/3000, this statement is not acceptable. 
The original V/3000 did have design characteristics, 
particularly the use of KSAM and the prohibitive form file 
recompilation techniques, that left a bad taste in our 
mouths. The new V/3000 has corrected these shortcomings. In 
any particular application, a good programmer could probably 
outperform V/3000; even so, V/3000 is a highly efficient 
subsystem that deserves the chance to earn our confidence. 

-- IMAGE IS TOO SLOW. 

IMAGE is not at all slow but it is easily abused. IMAGE is 
an excellent example of a network data base and as such is 
inherently very rapid when used for record retrieval. 
Unfortunately, the price of rapid random retrieval is 
relatively slow structure maintenance, particularly when the 
structure becomes complex. Add to this the overhead for 
sophisticated internal security, multiuser update access, and 
extensive chain sequencing and you have a heavily burdened O"I 

environment. In effect, the demands of our applications lead ex> 
to slow performance; IMAGE itself is not inherently slow. ' 

w 
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-- HP 3000 IS INEFFECTIVE IN BATCH PROCESSING. 

The HP 3000 running MPE is admittedly biased towards 
transaction processing. The defaults built into MPE have not 
been chosen to maximize batch processing; the programmer who 
attacks a batch application without taking this into 
consideration may be displeased with the results. An 
informed programmer will know which override options to 
invoke in order to bring out the batch processing strengths 
of the machine. When handled properly, the HP 3000 is 
capable of surprising batch performance. 

-- THE MOON IS MADE OF GREEN CHEESE. 

I finally stopped believing· this in 1969. 

PROGRAMMING 

-- Programmer is 

problem solver 

-- Programming is 

problem solving 

- Entire problem is 

fair game 

- Entire solution is 

fair game 

FOR 

Figure 2 

PERFORMANCE 

- Measured by your 

MANAGEMENTH 

- Compromise between 

elements 

-Doing job 

-on schedule 

-within budget 

~ Response (TP & B) 

-Throui;hput (TP & B) 

PROGRNfo!ING AND PERFORMANCE (Figure 2) 

-- PROGRNfo!ING 

Page 1-3 

0 0 

A programmer is much more than a technican who encodes a 
problem solution in machine readable form. A true programmer 
is deeply involved in formulating the solution to the 
problem and. in some cases. may even identify and define 
the problem prior to compounding a .solution. 

No disc.ussion of programming, therefore.. can be limited 
strictly to an examination of computer coding techniques. 
The subject must be broadened to include all aspects of the 
problem and all details pertinent to the problem solution. 

PERFORMANCE. 

We technicians often forget that the criteria for performance 
measurements are defined by management and may differ greatly 
between organizations and even between functional areas 
within an organization. In too many cases we refuse to 
accept the fact that the only satisfactory solution may 
require compromise. most often a sacrifice of technical 
elegance, in order to meet a management objective. A 
technically advanced solution finished too late may be 
worthless; one that exceeds the planned cost may be even 
worse. 

Fortunately for us technicians. this discourse will 
concentrate on technical performance. We will be concerned 
with traditional indicators. response and throughput, in both 
batch and transaction processing environments. Many times. 
one can be gained only at the expense of the other. Luckily, 
some techniques can improve performance in all instances. 

PERFORMANCE CURVE (Figure 3) 

A generally acceptable graphic depiction of a machine's 
performance is a curved line, the "performance curve•, 
showing the gradual performance degradation for the average 
program as the machine is progressively loaded. In typical 
transaction processing environments. the curve shows a 
definite pattern (Curve 11). At first. performance degrades 
very little as the first few interactive jobs compete with 01 

one another. As more jobs are added, each tends to have a 00 
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Figure 3 

greater negative impact and the curve begins to climb more 
rapidly. Eventually the "knee in the curve" is reached where 
each added job causes a disproportionate degradation. At the 
knee the machine has usually reached the point where the 
aggregate useful work done by the machine drops for each job 
introduced. 

If the real memory in the machine increases, performance 
normally improves as shown by Curve #2. On the low load end, 
the performance improves only slightly if at all since low 
load performance is not generally memory limited. Mid-range 
performance improvement is more noticeable and the mid-range 
itself is extended. The knee still occurs but does not show 
up until the machine is more heavily loaded. The usual 
impact of additional memory shows up more in improved 
throughput rather than in improved individual program 
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response. 

Increasing the raw execution power of the machine affects 
performance differently from increasing its memory. 
Improvement shows up immediately on the low end of the curve 
and the knee shows up later. Similar improvement can also be 
attained by improving mass storage access even without 
increased raw execution power. _Curve #3 shows a typical 
example of such improvement. 

Improved programming exhibits characteristics similar to 
those of Curve #3. We could expect this since improved 
programming usually causes less code to be executed or less 
disc accesses to be made. This, in fact, becomes a basic 
guideline for improving programming. Most effective 
performance improving techniques center around reducing 
executed code and reducing disc access. Since improvements 
in disc access are more practical to accomplish and will 
reduce code execution as a byproduct, disc access reduction 
usually assumes first priority. 

TRANSACTION PROCESSING PERFORMANCE (Figure 4) 

Batch performance is fairly easily measured. We can easily 
time how long a job runs, what resources it seems to be 
absorbing, and how much competing batch jobs inhibit one 
another. TP performance is much more difficult to quantify. 

TP performance is measured by two yardsticks, throughput and 
response. Throughput is the objective count of the number of 
transactions that can be processed in any given time period. 
Response is more difficult to measure because it is a 
subjective evaluation. 

A programmer 
throughput. 
make little 

has more influence on response than on 
Additionally, dramatic changes to response may 
change to throughput. This paper will 

concentrate on response. ui 
co 

TP is too complex to try to examine as a single entity. For ' 
simplicity, I am limiting this overview to an evaluation of ui 
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TRANSACTION PROCESSING PERFORMANCE 

BAD NORMAL GOOD 
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THINK THINK THINK 
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ENTER A 

ENTER i 
ENTER t TRANSFER B 
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+ PROCESS C 
TRANSFER i 
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TRANSFER PROCESS 

+ --f 
RESET 

__! 
PROCESS 

A = System Load 

B =Baud Rate 

C = System Load + RESET D = Baud Rate + Load 

! B, C, AND D also = Program 

Figure 4 

the processing of a simple transaction. 
into S distinct pieces of time. 

I. Think Time. 

This can be broken 

The time for the user to fill a screen. Think time is 
normally the longest item in TP and is application dependent. 
I Will arbitrarily disregard think time in this paper. 
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2. Enter Time. 

The time from the hitting of the enter key to the beginning 
of actual data transfer to the machine. This time is mostly 
determined by the hardware, the operating system, and the 
overall machine load. Although a programmer may impact enter 
time, we will not discuss it. 

3. Transfer Time. 

The time from the start of data transfer from the screen to 
its completion. This is mostly a hardware function. 
instances the programmer can change this item. 
address transfer time briefly. 

4. Process Time 

In some 
We will 

The time your program spends actually processing the screen 
input. By definition this is under programmer control. We 
will concentrate on improving process time. 

5. Reset Time 

The time required to prepare the terminal for the next user 
interaction. In pure data entry this time might be trivial. 
In other applications it might involve screen switches, 
response transmission or similar lengthy activities. We will 
examine some cases involving reset time. 

Traditional measurements of system response times tend to 
emphasize the measurement of enter time. For system 
evaluation this is a valid point of reference. We 
programmers must concern ourselves with application dependent 
factors over which we have some control. 

Programmers deal most directly with transfer, process, and 
reset times. These three items are the primary criteria used 
by users in measuring how responsive a system is. 

The user who waits fifteen seconds for the computer to digest 
a screen of data and prepare the terminal tor next input 01 

feels that the machine is not responsive. Our job is to make oo 
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the machine responsive in the eyes of the user. 

PERFORMANCE DELIMITERS 

DATA LANGUAGES V/3000 

Stack sizes COBOL Edits 

Stack util % FORTRAN Enhancements 

EDS sizes SPL Form sizes 

CODE IMAGE 
Downloading 

SYSTEM TABLES 
Segment sizes Capacities 

Segmentation MAST vs. DET OTHER FACTORS 

Seg-seg trans MAN vs.AUTO 

Libraries 

Figure 5 

PERFORMANCE DELIMETERS (figure 5) 

Almost anything can impact performance. I have consciously 
oversimplified the situation by dividing the subject into 
seven groupings. Each of these groupings could be considered 
most important by any individual. This would be. influenced 
considerably by a person's experience and background. A 
quick overview of each will set the tone for the presentation 
of my views on the subject. 

GROUPS 1 AND 2 -- DATA AND CODE. 

These related 
performance. 
people. 

items are very important factors influencing 
They have also received much attention by many 

This is fortunate in that the programmer has definite 
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guidelines to follow to try to avoid creating totally 
unacceptable programs. It is unfortunate in that we often 
assume that the volume of verbiage on a subject indicates its 
relative impact on our work. I feel this is not always true 
and that some of us have become entirely too concerned with 
data and code considerations. 

I am almost certain that neither data nor code are the 
primary culprits when the first questions I am asked about a 
program are "Do I have my stacks small enough?" or "Have I 
segmented the program properly?". All too often these are 
dead giveaways that the programmer has become intimidated by 
the massive documentation about code and data and has failed 
to get a good perspective on the whole situation. How, for 
example, could code and data be causing 10 second response 
delays in a program that makes 250 data base accesses per 
response? 

I firmly believe that code and data can significantly impact 
performance. I believe even more firmly that they should be 
held suspect only after many of the other possible 
contributors have been reviewed and evaluated. 

GROUP 3 -- LANGUAGES. 

This is another area where I feel we have all expended too 
much effort. Except for special cases in which specific 
capabilities of a language are required. I have yet to find a 
program which would be meaningfully more efficient in one 
language than another. The one rule I would accept would be 
the prohibition of interpretive BASIC in a production 
environment. 

I have seen many instances where the absolute requirement to 
have a "COBOL shop" has denied a programmer access to 
efficiencies available in other languages. particularly SPL. 
I have seen even more cases where the fear of the assumed 
inefficiencies of COBOL has resulted in FORTRAN or SPL 01 

programs which quite often run slower than a COBOL version. 00 

Although this may represent a minority viewpoint. I claim -...i 
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that COBOL will often be the most efficient and the most 
effective language in the typical commercial application, 
And even if this may not be true, I further claim that the 
choice of languages does not have a meaningful impact either 
way. If you like COBOL, use it. If you hate COBOL, use 
FORTRAN or perhaps SPL. In any case, use whatever helps you 
as an individual to get your job done. 

GROUP 4 -- IMAGE 

By now, everyone should be wondering just what I think are 
the important performance delimiters. We've finally hit one. 
IMAGE has a big effect on performance. 

The factors sublisted in this group are the ones usually 
quoted as being critical. These and the use or non-use of 
sorted chains have been discussed to death. In addition. 
with the probable exception of the constraints on sorted 
chains, their importance is generally blown all out of 
proportion. 

We will cover the impact of IMAGE but it will be done from a 
-different vantage point. Our primary concern will be 
centered around the ways we have structured our data bases 
and the effects those structures have on performance. 

GROUP 5 -- V/3000. 

V/3000 is very good but it is not perfect. As with any 
highly generalized package, V/3000 can probably be "beaten" 
in any given application by a highly skilled programmer. In 
some applications, V/3000 may also be a less desirable choice 
because more performance oriented but less generalized 
techniques are available. A case in point might be the data 
capture environment where we would want to consider using the 
more efficient data capture intrinsics. 

Just because V/3000 may not always be the best solution in 
all instances should not become a rationale for avoiding 
V/3000 altogether. V/3000 simply has too many capabilities 
to be ignored. It is also more efficient than most of us 
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probably realize. 

V/3000 was introduced with two specific faults which gave 
some of us some bad memories. Both of these have been 
corrected. The KSAM oriented forms file structure has been 
replaced by a vastly superior file access method. The 
ability to recompile only modified forms has greatly reduced 
development and maintenance overhead. If we have not reviewed 
our evaluation of V/3000 since its introduction we may be 
cheating ourselves. 

There are some capabilities still suspect within V/3000. I 
claim that in most cases, the culprit is the heavy demands we 
build into our applications rather than the way V/3000 
handles those demands. I strongly suspect that most of us 
would be pleasantly surprised at the performance V/3000 gives 
compared to that provided by user written code performing the 
same functions. We would also probably be appalled by the 
volume of code we would have to write and maintain to replace 
standard V/3000 capabilities. 

There is much potential benefit for us if we closely 
evaluate our techniques of using V/3000. In many cases we 
can improve performance by using V/3000 differently. In the 
average application, however, we would probably do much harm 
by trying to avoid or replace V/3000. 

GROUP 6 -- SYSTEM TABLES. 

Let's handle this fast. 
overall system point of 
applications programming. 

GROUP 7 -- OTHER FACTORS 

Look at system tables 
view. Forget about 

from an 
them in 

When somebody ends a list of items with a group called "other 
factors", they probably plan to quickly dismiss those same 
factors as relatively unimportant. In our case, I have 
deliberately placed them last for emphasis. What many might 
consider relatively unimportant are the very items experience 01 

has taught me to look at more carefully. I think that look co 
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will be most revealing. 

SPECIAL USER SUBPROGRAMS 

-SUBSYSTEMS MACHINE 

-INTRINSICS INSTRUCT 

-COMPILER 

SUBROUTINES MICRO 
INSTRUCT 

-MPE 

USER APPLICATION PROGRAM CODE 

USER CODE -- vs -- INTRINSICS, ETC. 

NO 1/0 -- vs -- ALL 1/0 

5-20% CPU -- vs -- 80-95% CPU 

DIMES -- vs -- DOLLARS 

Figure 6 

PROGRAM CHARACTERISTICS (Figure 6) 

How we visualize our programs can have a great influence on 
our attempts to improve their performance. A reasonably 
accurate picture of a typical commercial application program 
might surprise some of us. It might also help explain why 
two programs, one written by a highly technical programmer 
and the other written by an experienced but relatively non­
technical programmer, can have maddeningly (to the technical 
programmer) similar performance characteristics. 

The most important fact to 
application program written 

be realized is that the normal 
on a typical modern commercial 
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computer is a "driver•. Whenever we write a program, 
particularly in a high-level language, we do not generate 
computer instructions. We are actually writing compiler 
instructions which will be converted into computer 
instructions. Our choices of coding techniques can have 
significant influence on some of the code generated. In 
general, however, the problem being coded has a far greater 
effect than our choices of how wa code our solution. 

A consequence of the "driver" aspect of our programs is that 
our program code (that is, the portion controlled by our 
coding techniques) never performs I-0. Except for rare. 
highly specialized. privileged mode applications, all I-0 is 
performed by MPE Intrinsics. Once we have designed our 
application characteristics, the I-0 required is essentially 
independent of our programming language or our programming 
techniques. 

Some programmers could be somewhat discouraged at being told 
their coding techniques have relatively little effect on a 
program. Others will be relieved on hearing the same message 
because it allows them to code without fearing that they 
might mess up a program through "poor• programming. Both of 
these types of programmers have missed the boat on 
performance. 

Better programmers reprioritize their efforts away from mere 
technical coding competence and concentrate on design. They 
realize that the characteristics designed into an application 
are the major determinants of performance. 

Being better programmers, we will concentrate on design in 
our search for improved performance. Even relatively small 
changes in design can have more effect than massive changes 
in pure coding. Wise decisions during application design can 
have immense impact on eventual performance. 

SUBPROGRAMS (Figure 7) 

Utilizing subprograms allows us to program for performance. 

01 
co 

Period. End of sentence. '° 
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I UTILIZE SUBPROGRAMS ! I 
- SPEEDS DEVELOPMENT 

- SPEEDS TESTING 

- SPEEDS MAINTENA~CE 

[
EVALUATION 

- PERMITS AND 

MODIFICATION 

Figure 1 

A non-trivial program written using subprograms will be 
faster to develop and test than an equivalent program written 
as a single unit. This is not prejudiced conjecture by me; 
it is a widely recognized fact. Since development and test 
time for a program are included in the broad, definition of 
performance, programs written in subprogram form give 
improved performance. 

Maintenance is also simplified for programs built from 
subprograms. It is easier to determine where to modify a 
subprogram than where to modify a unit program. The validity 
of the change is more easily tested in a subprogram. 
Subprograms even require less expense to test than do unit 
programs. Smaller listings, shorter compilations. and more 
controllable logic give us tremendous return for our 
investment. 

Subprograms 
claimed up 
Subprograms 
application 

() 

would justify 
to this point. 

can be powerful 
performance. 

themselves solely on the merits 
but we should look deeper. 

tools in the attempt to improve 
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Subprograms are prime examples of modular program and 
application architecture. Modularity isolates functions so 
that modifications affecting, those functions can likewise be 
isolated. Isolation of modifications allows more accurate 
evaluation of the effects of those modifications. The more 
accurately we evaluate our modifications, the more effective 
our modifications can become. 

NORMAL 

100 CPU UNITS 

BIG PROGRAM 

vs MODULAR 

IOI CPU UNITS 

A= 8 units 
B .. 1Q units 

C • 30 units 

D • 10 units 

E • 12 units 
-y .. ~umts 

G .. 25 units 

PROBABLE PAYBACK" WHERE?? 

RESULT OF CHANGE .. WHAT?? 

Figure 8 

MORMAL vs MODULAR (Figure 8) 

Subprograms do not give us more efficient programs. All 
factors being equal, a unit program will execute more 
efficiently than one written in subprogram form. 
Subprograms, however, give us the means to improve 01 

performance and efficiency in ways generally unavailable in oo 
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unit programs. 

Improving performance comes only partly from improving 
programming. Far more important than how much we improve 
programming is where we decide to try to improve programming. 
I would much prefer to reduce a high overhead item than a low 
one. 

Intelligent attempts to 
disciplined plan of action. 
four discreet items: 

improve performance require a 
That plan must include at least 

Evaluation of existing performance 
Identification of candidates for alteration 
Selection and implementation of changes 
Evaluation of resultant performance 

To get a feel for the potential importance of subprograms for 
performance improvement, we can review two· hypothetical 
cases. The first involves a unit program; the second, a 
modular program. In both cases, someone with clout has 
decided that the performance needs improvement. 

CASE I -- THE UNIT PROGRAM. 

The programmer follows a rational plan: 

Measures performance of unmodified program. 100 CPU units 
are needed for control run. 
Uses past experience to identify probable bottlenecks 
Program changes, all quite valid. to improve performance 
at selected areas 
Measures performance of modified program. 
are needed for test run. 

Now we have a few questions to answer: 

75 CPU units 

Q. Was 25 CPU unit improvement good, fair, or poor? 
A. Can't tell. 

Q. How much of the potential improvement was realized? 
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A. Can't tell. 

Q. Did every change improve performance? A. We don't know. 
We couldn't make evaluations of each change because the 
compile cost was too high. 

Q. What do we try next? A. Whatever the boss says. 

This would have been so easy had the original changes taken 
us from 100 CPU units to 20. That type of improvement gets 
praised, not questioned. But who said everything was easy? 

CASE II -- THE MODULAR PROGRAM. 

This programmer also follows a rational plan: 

Measures performance of unmodified program. 101 CPU units 
are needed for control run. Usage per module ranges from 
6 to 30 units. 
Decides that most probably payback is in modules C and G 
with 30 and 25 unit loads, respectively 
Uses past experience to decide that module G is most 
likely candidate. 
Program changes to module G 
Measures performance of modified program. 86 CPU units 
are needed for test run. Module G has gone from 25 
units to 10 units. 

This programmer also must answer some questions: 

Q. Was a 15 CPU unit improvement good, fair, or poor? 
A. Quite good. The portion changed showed a 60% (from 25 
units to 10) reduction. 

Q. How much of the potential improvement was realized? 
A. For module G. probably most of it. But we only changed 
25% of the program. 75% still merits evaluation. U1 

00 

Q. Did every change improve 
probable. 

performance? A. Looks 1 
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Q. What do we try next? A. Module C is a likely candidate 
because it absorbs 30 units during execution. That's more 
than a third of the remaining overhead! 

We may require a number of iterations before we reach the 
point of diminished returns. At least we have a better way 
to tell where we have probably reached it. In addition, we 
have begun to build a body of experience to help us optimize 
our next program more easily. 
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1 SECTION , BIG ITEM CHECKLISTS 1 

Talking about techniques to use in isolating performance 
problem areas is valuable. Knowing what to do next is 
equally important. This paper will attempt to identify some 
of the most frequent "next steps". 

Sometimes. of course, the "next step" becomes the only step. 
This occurs most often when we are called upon to help 
optimize a unit program whose performance is suspect. We 
can't waste time wishing the program could be more easily 
analyzed. After all, if it were easily analyzed, we wouldn't 
have been called in. So we take it as we find it. 

Every experienced performance 
checklist of potential problem 
includes specific techniques found 
the expected benefits for each. 

consultant 
areas. 
helpful in 

has a mental 
This checklist 

the past and 

Each checklist is different. The differences depend upon the 
consultants background, track record, and personal biases. A 
specialist experienced in commercial applications has a 
different checklist from a specialist who has worked with 
technical applications. Similarily, checklists based on 
batch applications will differ from those written for on-line 
systems. 

My background is in 
on-line. I would 

commercial applications, both batch and 
like to share part of my checklist with 

you. The sequence is for convenience and continuity; 
no priority implications. For each major item, 
organize its analysis this way: 

A header visual showing: 

it has 
I will 

- TASK: The description of the checklist item. 

- PLAN: The proposed corrective action most 
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likely to succeed. 

- GOAL: The expected benefits. 

One or more subordinate visuals showing. 

- Why the item might be degrading performance. 

- Detail examination of the proposed action. 

- Why the proposed action should improve performance. 

TASK: REVIEW SEQUENTIAL 

FILE PROCESSING 

PLAN: REBLOCK FILES 

USE NOBUF 1-0 

GOAL: REDUCE DISC ACTIVITY 

REDUCE CPU CYCLES USED 

Figure 9 

SEQUENTIAL FILE PROCESSING (Figure 9) ~ 

00 

Almost every shop 
sequential files. 

has batch programs that process large ' 
Quite of ten they are programs originally ~ 

w 
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written for Brand-X and converted to run on the 3000. They 
frequently run much slower than we think they should. 

We keep reminding ourselves that most commercial applications 
are 1-0 bound. not CPU intensive. We begin wondering about 
the power of the 3000 when our "1-0 Bound" programs run at 
close to 100% CPU utilization. It's time we found out why 
this happens. 

TASK: Check out sequential 
volumes. low blocking 
access. 

files looking for high record 
factors. and default file 

PLAN: Increase blocking factors and 
access with nobuf 1-0. 

replace default file 

GOAL: Reduce disc activity (blocking factors). Reduce CPU 
load (nobuf 1-0). 

I-0 -- BUFFERED vs .. NOBUF (Figure 10) 

Those of 
know how 
are set 
to keep 
to us by 

us who learned programming on a Brand-X machine, 
sequential files are processed. A pair of buffers 

up in the program and the physical I-0 system tries 
them full. The logical I-0 system provides records 
indexing through the buffers as I-0 is requested. 

This indexing through internal buffers is extremely efficient. 
Machines using this approach to sequential processing usually 
handle batch processing better than on-line processing. 

Every operating system on every computer is optimized for a 
particular environment. This includes both the internal 
architecture of the I-0 system and the choice of standard 
defaults for its user interface. HP emphasizes on-line 
processing and has designed its I-0 system accordingly. 
Batch processing is performed well but suffers somewhat to 
benefit on-line work. 

On-line processing emphasizes 
retrieval implies retrieval of 

random retrieval. 
a record from a 
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Random 
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BUFF vs NOBUF 1-0 

BUFFl 

READ or WRITE 

2.5 - 5 MS/REC BUFF2 

(User must block/deblock) 

READ or WRITE+-+! FULL BLOCK BUFFER I 
4 - 6 MS/BLOCK 

Figure 10 

well-defined location on disc. Knowing a records location 
eliminates most of the benefits of large blocking factors. 
Therefore. HP has set up relatively small default blocking 
factors. These utilize disc space well but are usually 
comparatively small for batch processing. 

On-line processing also requires effective file sharing 
capabilities. Files are quite difficult to share when the 
I-0 system puts the buffer inside programs. HP simplifies 
file sharing by isolating the buffer from the program. This 
is excellent for on-line activities but increases overhead 
when doing batch. 

File buffers 
Logical I-0 

reside in 
requires the 

extra data segments under MPE. 01 

file system to expend considerable co 
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effort to transfer records back and forth between the user 
stack and these extra data segments. This explains the high 
CPU load during sequential file access. 

Once we know how the defaults in MPE increase overhead in 
batch applications we can make intelligent adjustments. The 
rewards are well worth the effort. In typical cases. we can 
reduce overhead by 70 to 90 percent. 

Blocking factors are easily changed by coding the "REC" 
parameter in the "BUILD" command. I can't tell anyone what 
factors to use but I would probably choose between 7 and 30 
depending on record size. 

Conversion to nobuf I-0 is not so simple but contributes most 
to CPU load reductions. There are two basic ways to do this: 

Code your routine directly into your program. Although 
this is how I coded my sample program. I pref er the second 
technique. 

Code your 
technique. 

routine in a subprogram. I 
It suits my mode of operation. 

RECORD SORTING (Figure 11) 

prefer this 

Every shop needs sort capabilities. Batch applications are 
particularly heavy users of sorts because they are inherently 
sequence dependent. 

Sorting places heavy demands on the machine. 
cannot reasonably eliminate sorting from our 
have techniques to reduce their overhead. 

Although we 
programs, we 

TASK: Review our use of the sort capability in our 
environment. 

PLAN: Avoid file-to-file sorts and the use of the stand­
alone sort subsystem. 
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TASK: REVIEWUSEOF 

SORT SUBSYSTEM 

PLAN: AVOID SORT.SUBSYSTEM 

AVOID FILE-FILE SORTS 

GOAL: REDUCE DISC ACTIVITY 

REDUCE CPU CYCLES USED 

Figure 11 

GOAL: Reduce I-0 activity in sort functions. As a secondary 
benefit, reduce CPU load on the system. 

BRUTE FORCE (Figure 12) 

When you had a small machine and tape was your primary 
storage.media you learned how to drag data through programs 
using brute force. The standard mode for sorting was to read 
a tape into the sort and write sorted records back to tape. 
Sometimes this had to be done in multiple passes with 
multiple tapes. It wasn't much but it certainly beat loading 
and unloading card hoppers. 

Modern computer systems support and use tape but they rely 
more often on disc for primary storage. Modern programmers 
have also begun to rely on disc. They have finally gotten 
rid of their little drawers full of punched cards. Why, 
then, do they still do their work, particularly their sorts. 
by brute force. 

~ 

The stand-alone sort is useful and necessary. It is also a 00 

resource hog. The I-0 required for a sort is extensive, ' 
especially when added to the I-0 to read and write output ~ 

Page2-6 



==1 
FIRST 
USER 
FILE 

I 

-1 
SECOND 

USER 
FILE 

I 

--1 
THIRD 
USER 
FILE 

I 
Etc. 

Etc. 

Etc. 

files. 

I 

I 

I 

I 

I 

I 

BRUTE FORCE 

t 
STAND-ALONE 

SORT 

I 

t 
USER WRITTEN 

PROGRAM 

I 

t 
STAND-ALONE 

SORT 

Figure 12 

SORT 
WORK 
FILE 

SORT 
WORK 
FILE 

Disc availability is a prime constraint on performance. 
Sorts, particula~ly the stand-~lone file-to-file sort, eat 
deeply into this availability. In the interest of 
performance we should try to reduce these activities whenever 
practical. 

FANCY BRUTE FORCE (Figure 13) 
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FANCY BRUTE FORCE 

USER 
(COBOL) 

PROGRAM 

SORT ... 

USER 
FILEIN 

! 
SORT 

USER 
FILEOUT 

USING FILEIN 

GIVING FILEOUT 

Figure 13 

SORT 
WORK 
FILE 

Programmers have learned how to invoke the sort programmati­
cally. They have effectively used this to replace two or 
more programs and one or more sorts with single programs. 
Then they have held back from using the true capabilities of 
programmatic sort access. 

Programmatic file-to-file sorts are not necessarily bad but 
they usually have a negative effect on performance. They use 
up disc resources at at least the same rate as stand-alone 
sorts. Except for very small data volumes, programs written ~ 
with file-to-file internal sorts usually run slower than the 
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individual programs and sorts they replaced. 

Some shops will not allow programmers to use sort capabili­
ties programmatically. I think they are missing a good 
opportunity by this blanket condemnation. On the other hand, 
if they are only avoiding "fancy brute force". they can be 
partially excused. 

VIABLE ALTERNATIVE #1 

RELEASE ... 

{WRITE) 

h. ~ 
USER 

(COBOL) 
PROGRAM 

RETURN ... 

(READ) 

SORT ... 

(""'" 

i 
SORT +.j 

....... 

SORT 
WORK 
FILE 

INPUT PROCEDURE ... 

OUTPUT PROCEDURE ... 

Figure 14 

_.,.) 

VIABLE ALTERNATIVE #1, DIRECT SORT INTERFACE (Figure 14) 

Programmatic access to the sort subsystem gives 
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programmer many attractive options. Hooks built into the 
sort allow programmers to pass records directly to the sort 
and receive sorted records directly from the sort. This 
capability can be used effectively to improve program 
performance. 

Direct interaction with the sort allows us to avoid disc 
activity. Every time we interac~ directly with sort we avoid 
two potential disc accesses; we have eliminated a read access 
and a write access. This can greatly reduce disc activity. 

We also reduce CPU overhead by talking directly to the sort. 
We get rid of the CPU overhead for the file system to process 
our logical I-0. Unfortunately, there is a price to be paid 
for this ability. 

Interaction with the sort requires direct resources other 
than disc I-0 and CPU cycles. The sort needs memory to be 
efficient and that memory comes from the user stack. If our 
stack is too small or the program data is large the internal 
sort may lose its value. It may then become a burden. 

Another limitation of the internal sort is the inability to 
have multiple sorts executing simultaneously. In programs 
with multiple internal sorts we may have to allow some file­
to-f ile sorts or the logical equivalent. 

VIABLE ALTERNATIVE # 2, PROCESS HANDLING (Figure 15) 

MPE offers us another means to reduce sort overhead. We can 
use process handling as a means to bypass I-0 in sorting 
applications. 

Some shops fear process handling. I wish more of them could 
begin using it to advantage. Perhaps there is too much 
emphasis on the "special" in "special capabilities•. What­
ever the reason, many of us look upon process handling as a U1 

tool only for exceptional cases. We should view it as an co 
exceptional tool useful in many applications. 

There ts no justification for reserving process handling" 
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VIABLE ALTERNATIVE #2 

USER 
PROGRAM 

"BUFFER" 

"BUFFER" 

RELEASE 

RETURN 

USE PROCESS 

HANDLING 

SORT 

Figure 15 

SORT 
WORK 
FILE 

solely for esoteric or multi-threading environments. Process 
handling is perfectly suitable for use in relatively simple, 
single-threaded applications. An obvious use would be in a 
program involving sorts where we can use multiple processes 
to advantage. 

We should examine how sort functions can be accomplished 
using process handling. The concept is similar to the normal 
p~ogrammatic sort interface especially if we isolate all 
calls to the process handling intrinsics in a subprogram. 
The rest is simplicity itself. 
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I. The master pf'ogram initiates sorting by a .call to the 
subprogram. The subprogram creates and activates a slave 
pro·gram whose job is to sort .records. The subprogram 
also creates an extra data segment to use in passing 
blocks of records to the slave. It waits until the slave 
program is ready for work. 

2. The slave begins life by starting up its own internal 
sort. Its subprogram then wakens the master, in effect 
saying "OK, I'm ready". It waits for instructions. 

3. The master sends raw records to the 
Every call to the master subprogram 
passage of a record to the slave. 
an internal buffer with records. 

slave for sorting. 
represents logical 

The subprogram fills 

4. When the subprogram has a full buffer it loads it into 
the extra data segment and wakes the slave, effectively 
saying "OK, give these to sort•. It waits until the 
slave has done its work. 

5. The slave retrieves the extra data segment, unloads the 
logical records, and passes them to the sort. When 
finished, it wakes the master, saying "OK, I'm ready for 
more". It waits for more. 

6. Steps 3, 4 and 5 are looped through until all records 
have been sent to the slave. The master then sends an 
"end of data" message - to the slave after preparing to 
receive sorted records. The master waits now. 

7. The slave receives the "end of data" message and lets 
actual sorting begin. When sorted records are available, 
the slave is ready to awaken its master. 

8. The return of sorted records from master to slave is a 
reversal of the process described for sending unsorted 
records from master to slave. 

A sample program is included with this paper to show the 
technique. It does not use subprogram int.erfaces because I ~ 
wanted to isolate the example in one source file. In real 
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life. I would recommend a subprogram. 

This example obviously reduces disc activity. 
other benefits as well. 

It offers 

I. The slave has its own stack which is not loaded with 
application data. The sort can be given plenty of room 
to breathe. The slave can perform actual sorting more 
efficiently than could its master. 

2. The program is no longer limited to having only one sort 
active at any time. Except for the normal constraints of 
MPE. any number of sort slaves may be active at any time. 

As with other alternative techniques. 
extracts a cost. 

process handling 

1. Process handling absorbs CPU overhead. If records are 
not passed back and forth in blocks. the overhead may be 
relatively high. 

2. Multiple processes and their stacks need memory. This 
may cause problems in some cases. Your machine size and 
workload profile are critical decision criteria. 

3. Process handling is not 
than the use of standard 
eliminate this problem 
written and tested. 

difficult but is more complex 
compiler features. Subprograms 
once you have the subprograms 

DATA VALIDATION AND CONVERSION (Figure 16) 

Both batch and on-line programs perform extensive data 
validations and conversions. Quite often these account for a 
high portion of the overhead within a program. 

Validations and conversions come in two basic flavors­
algori thmic and tabulated. 

Algorithmic validations check 
processing rule. Check-digit 
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validity according 
calculations and 

to a 
pattern 

TASK: REVIEW VALIDATIONS 

VIA FILE ACCESS 

PLAN: REPLACE FILES WITH 

PB-RELATIVE CODE 

GOAL: ELIMINATE DISC ACTIVITY 

REDUCE CPU CYCLES USED 

Figure 16 

matches are examples. 

Algorithmic conversions convert data based upon a 
conversion algorithm. Julian to Gregorian data conversion 
1s an example. 

Tabulated validations check validity by searching a table 
or file for a "hit". Customer validation through 
attempted retrieval against a data base is an example. 

Tabulated conversions convert data from argument to result 
by searching a table or a file. Converting numeric error 
codes to meaningful error messages is an example. 

Algorithmic techniques and table oriented searches are 
normally efficient but may be difficult to modify and 
maintain. File oriented techniques are easily modified but 
absorb considerable overhead. Performance considerations may 
make file oriented techniques too expensive. 

TASK: Review file oriented validations and conversions. 

PLAN: Replace files with PB-relative code. This 
takes the form of a binary search procedure. 
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GOAL: Eliminate disc I-0 _completely when possible. 
Significantly reduce CPU overhead. 

FILES vs PB-RELATIVE 

,,- ......, 
__, _.., 

FILE FILE 1-0 
~ 

or USER 
DATA PROGRAMr (IMAGE) BASE 

_.., 
HEAVY DISC & HEAVY CPU 

CALL TOA SUBPROGRAM 
USER USING BINARY 

PROGRAM PB-RELATIVE 
SUBPROGRAM SEARCH 

NO .DISC & LOW CPU 

Figure 17 

FILES vs PB-RELATIVE (Figure 17) 

Files are frequently used for data validation or code 
expansion in all data processing. We usually use KSAM or 
IMAGE. In either case the disc I-0 is extensive and involves 
considerable overhead. 

In many cases there is no viable 
Volatile information is ideally 
and maintained file structures. 
cannot be economically maintained 

alternative to file access. 
suited to randomly accessed 
Massive quantities of data 

except on disc media. 

In other cases we may be able to use techniques that require 
little or no disc access. The following are the normal 
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techniques used. 

1. Tables may be hard-coded into storage if the information 
is not too massive and is not volatile. Massive data 
volumes are prohibitive and volativ.e data values create 
maintenance hang-ups. 

2. Volatile tables may be filled at execution time via file 
access. This is impractical for large files and may 
cause excessive overhead in short duration programs. 

3. Values may be hard-coded into program code as literals. 
This saves stack but creates maintenance problems for 
volatile values. 

4. Data values may be loaded into extra data segments. This 
is especially useful for highly volatile data values in 
transaction processing applications utilizing multi­
threaded process handling. It is a relatively complex 
approach but can be of great use. 

Another available but seldom used technique is to place data 
values into PB-relative code. The code is SPL and the 
internal retrieval is via a binary search. This technique 
has tremendous potential for improving performance. 

1. Disc access is eliminated. 

2. CPU overhead for retrieval is extremely low. 

3. Storage demands are relatively low, particularly if the 
code resides in readily shareable SL segments. 

4. Access is simple since a single call statement is 
sufficient. 

Nothing is free. 
many drawbacks. 

For all its benefits, PB-relative code has 

1. Dynamic changes cannot be made to PB-relative code. 

2. SPL is a requirement for PB-relative binary access. 
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3. CST table limitations may restrict 
shareable SL files. 

use of easily 

On balance, I strongly recommend PB-relative techniques in 
cases where performance potential is needed. I also 
recommend that they not be applied just because they are 
available. Like many other techniques, its use must be based 
upon its relative value within the application .. 

Two example subprograms are included in this paper. One 
demonstrates retrieval of fixed length values; the other, 
variable length. Obviously. ei th.er will validate data 
arguments. 

PB-RELATIVE MAINTENANCE (Figure 18) 

A major reason to avoid using PB-relative code for validation 
and conversion purposes is the difficulty it presents to 
maintenance. The potential benefits cannot, however, be 
ignored. 

Maintenance of tabular data in PB-relative code is not 
trivial but it need not be excessively difficult. The first 
step requires that records be prepared for batch input to a 
maintenance program. This is a common function in all batch 
maintenance applications and should be no problem. 

The actual maintenance run is different depending on how we 
wish to apply the maintenance. There are three primary 
approaches to applying maintenance. 

l. Maintenance data can be converted to CON (constant) 
constructs in SPL. These can be inserted into a skeleton 
program which will be compiled into a USL. This is a 
straight-forward approach but requires multiple steps. 

2. Maintenance data can be applied directly to a generalized 
USL skeleton. This is quite efficient but requires 
considerable knowledge of USL structure. 

3. Maintenance data can be applied directly to either an RL 
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FILE 
EXTRACT 

FILE 
EXTRACT 

FILE 
EXTRACT 

PB RELATIVE MAINTENANCE 

PROG 1----------+1 

PROGi----------+1 

Figure 18 

USL 

USL 

SL 
or 
RL 

or an SL. This is even more direct than modifying a USL 
but is probably more difficult. 

We have a fourth technique that I hesitated to put on the 
diagram. We can change the program directly. I left it off 
the _diagram because it destroys my credibility with the 01 

f rag1le types. oo 

Program code is not user-alterable during execution. That 
does not keep us from.altering files just because they happen l'l 
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to represent programs. There are many things you can do with 
program files if the need arises. Keep your eyes open for 
opportunities. It's fun. 

TASK: REVIEW IMAGE 

DATABASES 

PLAN: SIMPLIFY 

STRUCTURE 

GOAL: REDUCE DISC ACTIVITY 

REDUCE CPU CYCLES USED 

Figurel9 

IMAGE DATA BASES (SIMPLIFICATION) (Figure 19) 

Commercial applications contain requirements that of ten lead 
to complex data structures. IMAGE gives us the means to 
control these data structures with reasonable ease. 
Sometimes we forget that what is reasonable for us from a 
design and access point of view may be totally unreasonable 
at the machine performance level. 

Designing paths to detail data set records is a simple task, 
particularly if the path is from an automatic master. The 
desire for rapid random retrieval often Justifies this 
structure. 

Using a path from a detail data set to a manual master can 
provide non~programmatic data validation as well as 
potentially rapid retrieval. This capability justifies many 
of our decisions during application and data base design. 
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When performance becomes unsatisfactory we have to revalue 
our decisions. With experience, most of us become more 
selective with the facilities we include in our designs. We 
have learned that complex, aesthetically pleasing structures 
may become our white elephants of performance. 

TASK: 

PLAN: 

I' 
Review IMAGE data base structures. 

Revalue our design 
structure without 
performance. 

with hopes of 
undue impact 

GOAL: Reduce disc activity and CPU load. 

REDUCE LINKAGE PATHS (Figure 20) 

simplifying the 
on functional 

IMAGE gives excellent performance in random record retrieval. 
This is one of the major reasons why IMAGE has become so 
widely accepted. We appreciate the capability to read detail 
records by multiple key items. Sometimes we get carried away 
in our appreciation and go too far. 

Rapid detail access is 
precise record location. 
before the record is 
retrieval is paid by the 

achieved using pointers which allow 
These pointers have to be created 

accessible. The price of rapid 
machine when it sets these pointers. 

The majority of the overhead for adding a detail record 
linked to multiple masters comes from establishing the 
linkages to those masters. On a dedicated Series III you can 
closely predict that about 7 or 8 linkages can be created or 
deleted per wall second. This has tremendous implications 
for performance. 

Adding or deleting a detail linked to 7 masters will take 
about 1 wall second. This is the main reason why IMAGE 
reloads and batch record maintenance programs run relatively 
slowly. With 7 linkage paths per detail you can only expect 
about 4000 adds and deletes per hour. 

~ 

Transaction processing is also severely impacted by the 00 
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MSTO! 

REDUCE LINKAGE PATHS 

ETMAN 

MST02 

DETFEW 

ON DEDICATED MACHINE (III OR 44) 

-- DETMANY: Add/Delete will take 

about 1.0 sec wall time 

--DETFEW: Add/Delete will take 

about 0.5 sec wall time 

Figure 20 

MST06 I I MST07 

maintenance 
additions of 

of linkage paths. If a transaction causes 
3 records and each has 7 linkage paths you have 

every reason to expect at least a 3 second delay during those 
adds. Under normal circumstances when others are sharing the 
machine you should not be surprised with much longer delays. 
This helps explains the following common situation. You can 
supply the interpretation. 

Design goals call for 5 second maximum processing time 
delay 

- Testing shows excellent average delays of 3.5 seconds 
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- Initial production delays average a satisfactory 4.5 
seconds 

3 months later the delays are averaging 10 seconds 

- You have a problem. The test cases did not predict the 
realistic performance. 

Worst case performance comes during record modification if a 
search item needs to be changed. This requires a physical 
delete and add. The time for this change is the sum of the 
delete and add times. This type of processing can break the 
back of an application. 

All too often the ability to define multiple paths into 
details seduces us into defining too many paths. Unless the 
path is required or gives a high priority extra capability 
you should think seriously before creating it. 

1. Every path defined has essentially the same cost. 

2. Every path probably does not give the same payback. 

3. Is the payback worth the cost? 

4. Will the extra path create the monster called "change 
delete + add"? 

Limiting the number of linkage will improve performance. 
Consider the case where we go from 7 to 3 linkage paths. 

1. Processing delays will drop from 1 to about .5 seconds. 

2. Delete and add for change will occur less often and will 
take only half as long. 

3. Delays on a loaded system will probably grow much less 
and will be less dramatic. 

~ 

ro 
4. Reloads and batch maintenance will be significantly 1 

faster. 
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LIMIT SORTED CHAINS 

MASTERl MASTER2 

ASSUMING NON-TRIVIAL CHAIN LENGTHS 

-- Add/Delete & access of SORTED2 

MUST BE relatively slow 

- Add/Delete & access of SORTEDI 

MIGHT NOT BE slow 

Figure 21 

LIMIT SORTED CHAINS (figure 21) 

IMAGE allows details within a logical path to be sorted by 
some other item value. This is a powerful capability which 
may be of use to us. It is also an expensive capability. 

Addition of a detail with a sorted path causes more overhead 
because sort sequence must be maintained. IMAGE starts at 
the logical high end of the chain and follows it backwards 
until it finds the correct logical home for the detail. It 
then links the detail into the logical path and goes about 
its business for the remaining linkage paths. 
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If the detail fits at the logical end of the chain, the added 
overhead is trivial. If sort-item values are random, .IMAGE 
must read half through the chain on average to find a logical 
home. This can be quite expensive. 

Note: Sorted paths can give you unpleasant surprises. 

1. The value sorted extends from the sort item to the end of 
the record. This is the "implied sort•. 

2. Additions will use the entire implied sort value. 

3. Any sort before addition should include the full implied 
sort item. Hideous performance can result if this ls not 
done. This explains why sort items should usually be at 
the end of a record. 

4. Implied sort sequences can be useful. They are also 
functionally dangerous. IMAGE allows update in place on 
non-sort items. The implied sequence disappears once 
updates are done to fields within the implied sort. 

Defining multiple sorted paths within a detail guarantees 
performance degradation. There is no way to avoid extra 
overhead with multiple sorted paths. 

LIMIT LONG OR VOLATILE CHAINS (Figure 22) 

The ability to chain logically related records together is a 
necessary function in any Data Base Management System. This 
function is designed with relatively short logical chains in 
mind. It is not meant to be abused. 

A good logical chain usually maintains relationships based 
upon important data items. They are designed to preserve 
solid logical relationships among records. 

1. Customer identities linked to their orders. 

2. Line items within an order linked to an order header. 
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LIMIT LONG/VOLATILE CHAINS 

Activity j 
Date ~ASTO~ ~ASTO~ I Record I 

Status 

SIM PLINK ctivityj Record 
Date Status 

CHANGING Activity Date or Record Status 

Requires Delete/ Add of COMPLINK 

Needs only in-place update of SIMPLINK 

Figure 22 

I 

3. Order line items linked to inventory status records. 

4. Inventory status records linked to open purchase orders. 

5. Purchase orders linked to responsible vendors. 

A poor logical chain usually attempts to maintain 
relationships which are relatively less important. They are 
often designed to try to create artificial order out of 
inherent chaos. Even worse, they may exist simply because 
the capability to create them is provided. 

I. Personnel records linked to employee sex. 

2. Invoice records linked to invoice status. 

Page 2-25 

3. Student records linked to grade values. 

4. Inventory records linked to last activity dates. 

Another form of poor chain would be the case where the search 
value is volatile. Every time the value changes, a complete 
delete/add must be done. This can be very expensive. 

My generalized definition of a poor logical chain is based 
upon present technology. A poor chain is one whose cost 
exceeds its value. When technology reduces cost 
sufficiently, I will change my definition. 

The definition of a poor chain is also not absolute. If your 
application benefits more from a chain than it spends to have 
the chain, the chain is good. Good and bad are merely a 
comparison of relative gain to relative cost. 

TASK: REVIEW IMAGE 

DATABASES 

PLAN: COMPLICATE 

STRUCTURE 

GOAL: REDUCE DISC ACTIVITY ~ 

REDUCE CPU CYCLES USED 

INCREASE CAPABILITIES 

Figure 23 

IMAGE DATA BASES (C<J.1PLICATION) (figure 23) 

01 
CX> 

Simple IMAGE data base structures generally absorb less ~ 
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overhead per function than do complex structures. This leads 
us to avoid complex structures to maintain good performance. 
Sometimes, however, the simple structure becomes a burden and 
causes unacceptable performance for some required application 
functions. 

Overall performance within an application is a complex 
entity. Each function performed carries an inherent overhead 
based upon the function, how often it is performed, and the 
structure of the data base it accesses. Simple structures 
can degrade performance if they fail to permit efficient 
processing of frequently required functions. 

Relatively complex structures 
if the structure matches 
structures, while inherently 
performance if they do not 
cannot Judge nor can we design 
knowledge of the application. 

may benefit overall performance 
the intended use. Simple 
more efficient, may degrade 
satisfy the application. We 
a data base without extensive 

We may find that our application cannot be serviced 
satisfactorily without complicating our data base. With 
proper planning we may be able to use complexity to our 
advantage to improve both functional and overall performance. 

TASK: Review IMAGE data base structures. 

PLAN: Revalue our design based upon our knowledge of the 
application and try to find places where a more 
complex structure can improve performance. 

GOAL: Selectively increase complexity to make our 
application overhead go down when performing required 
functions. 

SELECTIVE CONSTRUCTIVE ABUSE (figure 24) 

Simple data structures are normally preferable to complex 
structures. Chains should usually be avoided where data 
volatility is a problem. But you can throw out any 
generalized rule if it serves you poorly. 
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SELECTIVE CONSTRUCTIVE ABUSE 

Special 
status 

Special ISIMPLINK 
status 

COMPLINK may be more effecient 

than SIMPLINK if: 

- Special status is relatively stable 

- Relatively few special status records 

- Heavy batch serial access 

Figure 24 

Every application is different. Its success depends much 
more on how well you have made it perform in the eyes of your 
users than on how well you have applied standard techniques 
and principles. 

Sometimes you do everything "right" and create a performance 
dog. You may be stuck in the a lose-lose position. 

1. Your application has two obviously good linkage paths. 
Performance is acceptable for all transaction 
processing. 
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2. Nightly batch exception reporting is horrendous. You 
can't get your special status reports finished by 8:00 
A.M. 

3. You establish a linkage allowing direct access by status. 
Note: You're lucky you didn't blow chain length limits. 

4. Your nightly exception reporting is now a piece of cake. 

5. You have a new problem. Transaction processing is dying. 
The extra chain and its volatility are eating resources 
alive. 

6. Now what? 

The time has come to revalue your position. Your thought and 
action process might go like this 

I. I can only get batch efficiency using the complexity of 
an added linkage path. 

2. I can only get transaction processing efficiency with a 
simple structure. 

3. Maybe if I combine the two structures I can have the best 
of both worlds. I'll try a more complex physical 
structure that I can look at from two logical directions. 

4. For my normal· records I'll have a detail linked by the 
normal two linkages. As long as the status isn't really 
special I'll treat it as just another field. 

5. For my special records, those with very special status 
codes, I'll desi~n ·~nother detail linked to status, 

6. With rare exceptions, my transaction processing will run 
well just like it did before. 

7. My batch exception reports will be printed on time. 

8. I thi~k I'v~ got it! 
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You have abused the data base by making it much more complex. 
You have been selective in matching your changes to your 
application. You have been constructive - your application 
now performs properly. 

There are times to follow accepted rules and there are times 
to write your own rules. The only real problem is knowing 
when to do which. 

USE SORTED CHAINS 

SORTED CHAINS MAY BE VERY 

USEFUL/EFFICIENT FOR 

-- "MASTER" detail data 

-- non-volatile data 

Figure 25 

USE SORTED CHAINS (Figure 25) 

Sorted chains are powerful tools and carry with them high 
potential overhead burdens. We should use them carefully but g; 
we should not be afraid of them. 

- . N Many data base designs could improve functionally if we ......, 
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designed them with sorted chains. We avoid most potential 
uses because they will perform poorly. Certain cases will 
perform extremely well. 

1. The detail sets are pure linkage sets: they merely serve 
to define ordered paths between masters. 

2. The detail sets are •master• type details. They 
represent, for example, what might be considered a master 
record in an indexed file environment. 

3. The data in question is stable. 

This structure is extremely useful for keeping master 
implosion and explosion chains. In an accounting applica­
tion, they can allow us to explode an account number into 
sorted sub-account to account. 

CONSIDER COMPLEX SORT STRUCTURES (Figure 26) 

Sorted chains and complex structures are both potential 
performance bottlenecks. Functional necessity may require 
their use. 

IMAGE is not designed to give logically sequential access of 
master data sets. Indexed file structures provide logical 
sequential access but lack most of the capabilities of IMAGE. 
We're in that potential lose-lose situation again if we need 
IMAGE capabilities and have to have logical sequential 
access. 

Some programmers solve this problem by maintaining dual data 
structures. They create the normal IMAGE data base and keep 
a separate KSAM file to contain key values extracted from 
their IMAGE master sets. It works well for most of them. 

Other programmers attack the problem by setting out to 
emulate index type structures within IMAGE. I like this 
approach because it seems more fun to work with and it keeps 
everything in IMAGE. Once you define the master you follow 
this basic plan. 
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COMPLEX SORTED CHAINS 

- short interval generics 

- limited next/prev access 

- needs program control 

(use SUBPROGRAM!) 

- can kill your application 

Figure 26 

1. Define a path to a detail which links your master to your 
index emulation sets. This detail is optionally sorted 
by master value on the linkage path coming from the index 
emulators. 

2. Define a detail index set to hold linkages between par­
tial keys. This set links to your interface linkage 
detail and has two linkages to a detail linkage set. 

3. Define a detail index set to hold linkages between 
partial keys in the master index set. One path is sorted 
to point to lower level (longer) partial keys. A second 
optional sorted path allows reversal in sequence. 

4. A partial key of null values starts your emulated index. 
m 
00 

5. The rest of the index structure contains gradually longer 
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partial keys. The common increment is two characters. 

Index emulation has both good and bad points. 
own choices since you pay the bills. 

I. Short interval generics become possible. 

You make your 

2. Limited next/previous record capabilities are available. 
If you try to process the data base purely sequentially 
you will probably regret your decision. 

3. This technique requires extensive programmatic control. 
I suggest a canned subprogram. 

4. You may be tempted too much by logical sequential access. 
Remember that physical access will actually be totally 
random and expensive. 

5. Your application may die. 

TASK: REVIEW TP FUNCTION 

TRANSFER DELAYS 

PLAN: ELIMINATE TRANSFERS 

A VOID BUILD/WRECK 

GOAL: REDUCE OVERHEAD 

REDUCE DELAYS 

Figure 27 

FUNCTION TO FUNCTION TRANSFER DELAYS (figure 27) 

Batch processing applications tend to isolate functionally 
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similar records into groups (often as physical "batches") and 
pass them as a unit through a program or program stream: 
Pure transaction processing applications, on the other hand, 
provide users the ability to enter virtually any transaction 
with assurance that processing resources will be available. 
In theory, no transaction can be predicted before the user 
presents it to the application. 

No matter how well we process a transaction, we are Judged 
harshly if we take too long getting ready to process it. A 
beautifully performing program gives poor performance if it 
takes too long to begin executing. Our users will 
Justifiably demand rapid transition between functions. 

Transfers from one function to another can also involve 
considerable overhead. If this overhead is too high the 
machine can become so bogged down it has little left for its 
true Job, processing transactions. Successful applications 
spend their resources processing, not getting ready to 
process. 

We usually test programs for their ability to process 
transactions efficiently. We often forget that much more 
than efficient programs is needed for effective applications. 
We have to be concerned with function to function transfers 
if we expect success. 

TASK: Review function-to-function transfers. 

PLAN: Try to eliminate transfers 
transfers cannot be eliminated, 
cost by reducing their overhead. 

if possible. When 
try to reduce their 

GOAL: Reduce system overhead in general. Reduce transfer 
delays to improve user perception of performance. 

MAGNIFICENT MASOCHISM (Figure 28) 
U1 
00 

Transaction processing applications are often complex. 1 

Demands for extreme flexibility stretch programmers skills to I'> 

the limit. Process handling is an easily implemented 10 
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MAGNIFICENT MASOCHISM 

1- WAKE V /3000 
PROCESS MENU / WAKE IMAGE 

SHUT V /3000 / r[PROCESS -r 
CREA TE/ACTIVATE TRANSACTIO~ 

w AKE V /3000 ~SHUT IMAGE 

I I SHUT v /3000 

POWERFUL, VALUABLE TOOL 

HOWEVER 

N = 1 Tremendous overhead 

N = few Not terrible 

N = many Not really too bad 

Figure 28 

technique often used to help simplify a compleK situation. 
It can be quite effective in the proper circumstances and can 
beat the machine senseless when misused. 

Most users have plenty to keep them busy. They justifiably 
require the simplest possible interface between themselves 
and the machine. Most commercial software packages are menu 
driven to help win acceptance in the market. 

Menu driven applications are easy to design and document. 
They can also be reasonably simple to program and test. 
Their biggest potential problem is a tendency toward tedious 
maintenance and relatively poor performance. 

Modular programming techniques reduce the difficulty of 
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maintenance. The most modular technique involves isolating 
individual or similar functions in separate programs which 
can be controlled using process handling. A selection of a 
menu item triggers a programmatic eKecution of the 
appropriate program. In effect, the menu program issues 
predefined "run• commands which are functionally invisible to 
the user. 

Function invisibility is not true invisibility. The user 
sees the eKecution of the internal "run" as a delay in 
processing. There is considerable overhead associated with 
both starting and stopping a program. The overhead to 
execute a normal transaction is usually much less than the 
overhead spent invoking its program. 

When the selected program will execute numerous transactions 
before returning to the menu the overhead burden may be quite 
acceptable. As the number of transactions per execution gets 
smaller, the overhead becomes objectionable. If the design 
calls for only 1 transaction per execution the application is 
potentially terminally ill. 

A standard technique to allow flexibility without tremendous 
overhead is to keep a program alive after it has been 
invoked. Process handling allows reactivation of a suspended 
program (process) with minimum overhead and delay. V/3000 
processing may create some problems, however, and the limit 
on the number of processes alive within MPE may curtail your 
ability to use this technique. 

VIABLE ALTERNATIVE (Figure 29) 

Some programs promise so much power and flexibility that it 
is impossible to avoid some performance loss. With 
intelligent programming we can minimize the loss. 

Subprograms allow almost as much flexibility as process 
handling and usually require less overhead. Critical values 
such as IMAGE and V/3000 control areas can be passed as 
parameters from caller to callee. A standard technique ~ 
involves defining a single data area containing the most 
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VIABLE ALTERNATIVE 

START 

WAKE V/3000 

WAKE IMAGE 

C PROCESS MENU 

ISSUE CALL.._.. SUBPROGRAM 

SHUT IMAGE 

SHUTV/3000 

EOJ 

(DYNAMIC?) 

Pass IMAGE DBNAME, DBST A TUS, and 

V /3000 CONTROL as 

Parameter(s) 

Figure 29 

conunon data and passing it to all subprograms as a single 
parameter. 

Stack sizes may be a limit on the use of subprograms. 
Dynamic subprograms can help control stack size but must be 
used carefully to avoid excessive overhead of their own. 
E><cessively large stacks inhibit performance · and so can 
e>1cessive stack expansion, contraction, and initialization. 

Dynamic subprograms also limit capabilities of the sub­
program. Values kept in local storage is lost when you exit 
the subprogram. If files are opened they must be closed 
before you exit. More care is needed when you decide to make 
an existing subprogram dynamic than when you originally 
design it to be dynamic. 
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TASK: REVIEW TP 

PROCESSING DELA VS 

PLAN: SPLIT PROCES.51NG 

OVERLAP PROCESSING 

GOAL: IMPROVE RESPONSE 

TO USER 

Figure 30 

PROCESSING DELAYS (figure 30) 

Processing the actual transaction data is the eventual goal 
of transaction processing. The time taken for processing 
ranges from a very small percentage of the total transaction 
time to a very large percentage. When the percentage is too 
large we have to try to reduce i~ to a more acceptable level. 

Procesdng 
valid11tion 
phases may 
overhead. 

normally breaks down into two phases, data 
and data storage or retrieval. Either or both 
require extensive disc access with corresponding 

Assuming overhead has already been minimized, there is 
virtually no way to do anything with the data validation 
phase. If we expect to reduce processing delays, we can make 
improvements only in the storage or retrieval phase. 

MPE contains easily implemented techniques that allow us to 
improve performance as perceived by the user. Improvement in 01 
perceived performance will not reduce machine overhead and <lo 
may in fact increase it. In the final analysis, though, 1 

increased machine overhead is meaningless so long as the 
w user, the authoritative judge of performance, sees ~ 
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improvement. 

TASK: Review processing delays. 

PLAN: Evaluate data storage 
excessive, attempt to 
or eliminate them. 

and retrieval delays. When 
use MPE capabilities to reduce 

GOAL: Improve perceived performance as measured by the user. 

SPLIT ACCESS IN 

DATA ENTRY 

"" 
f 

VGETBUFFER VGETBUFFER 

VALIDATE VALIDATE 

PUT AWAY x VSHOWFORM 

VSHOWFORM PUT AW A Y 

VREADFIELDS VREADFIELDS 

J l 
CAN REALLY IMPROVE USER 

PERCEPTION OF PERFORMANCE 

Figure 31 

SPLIT ACCESS IN DATA ENTRY (Figure 31) 

Performance as perceived by the user is or probably should be 
our primary concern in transaction processing. This is most 
critical in data entry applications where uniform response 
helps set up a work rhythm. 
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Data entry may involve one or many screens per logical 
transaction. Multi-screen transactions usually benefit from 
hardwate advances such as the ability to use screens 
downloaded to the terminal. Single screen transaction 
performance can be influenced by programming. 

Screen data is usually validated and then stored on disc. 
When the storage is in a data base the overhead for storage 
may take much time. This time is usually the major contri­
butor to delays in processing functions in data entry. 

V/3000 can be used to reduce the delays in data entry. Once 
you have validated the screen and are certain that only a 
catastrophic failure could keep you from storing the record, 
you can return the screen to the user for entry of the next 
record. While the user fills the next screen, you put away 
your record. 

No data will be lost if the record is not stored before the 
user hits the enter key or a soft key. These attempted 
transmissions will be ignored until the program issues a 
read. In all but a few special cases the validated record 
will be stored well before the user has submitted the next 
screen. 

This technique will not reduce overhead or performance of 
individual functions within the program. Responsiveness to 
the user, however, will be improved. The degree of 
improvement is proportionate to the amount of work being done 
parallel to the next transaction think time. An additional 
benefit is that response will become somewhat less dependant 
upon overall system load. 

PROCESS HANDLING IN DATA Il\XlUIRY (Figure 32) 

Application programs often have only the simple capability to 
allow user data inquiry. These programs must perform well 
but users expect and usually tolerate reasonable response 
delays. When the data inquiry is part of a larger function 
those delays must be minimized. 
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PROCESS HANDLING IN 

DATA INQUIRY 

VGETJUFFER VGE;tUFFER 

VALIDATE VALIDATE 

GET RESPONSE TO SLAVE + NEW SCREEN NEW SCREEN GET 

VPUTBUFFER VSHOWFORM « RESPf NSE 

VSHO,FORM FROM SLAVE 

VPUTBUFFER 

VSHO FORM 

- Not with downloaded forms 

-- Not with same form 

- Increases overhead 

-- Not for trivial responses 

Figure 32 

Programs which update existing records have characteristics 
of both data entry and inquiry. The inquiry part can be a 
major performance bottleneck. This is quite common since 
update programs often must retrieve multiple records even 
though only one may actually be subje.ct to change. 

Additional delays are built into such programs if the 
modifiable response must .be displayed on a new screen. User 
patience is severely tested in many applications because we 
program serially. 

1. We read the request and validate its content. We hit the 
screen fast if we find errors. 

2. We are not so friendly with good input. The user must 
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wait for us to access our data bases to build a reply. 
Their reward for good input is the chance to watch a 
cursor blink. 

3. We finally respond by sending out a new screen and allow 
user modi f icaUon. 

4. We satisfy user function but we do it in slow, easy 
steps. 

Process handling can be used to make a program both more 
responsive and more friendly. We can perform critical time 
consuming steps in parallel so that delays visible to the 
program can be invisible to the user. 

I. We read requests and handle errors as usual. 

2. For good input we immediately send a "please retrieve 
this data• message to a slave process we have created. 
The slave was waiting patiently since its only job is to 
retrieve records from data bases. 

3. While the s.lave gathers records we paint the response 
screen. This is a friendly act. Our response to good 
input is probably only a fraction of a second slower than 
a response to b·ad input. 

4. The faster parallel function waits for the slower to 
finish. We then retrieve the response buffer from the 
slave and write it to the screen. 

5. Except for a short time needed for process to process 
communication we have reduced user delay to the delay 
of the longer parallel process. Even more important, 
we have become responsive to our users. 

This technique is valuable because it improves performance 
within a technologically limited environment. Changes in 
technology could make it less valuable or even useless. 
For example, this technique has no benefit when screens 
have been downloaded to the terminal since that technology 
has already eliminated screen painting delays. 
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We also would not use this technique for trivial responses 
which take little time to prepare. Process handling 
absorbs overheads and may not always be cost effective. 

TASK: REVIEW V/3000 

FORM PROCESSING 

PLAN: RESEQUENCE FUNCTIONS 

DEFER/DROP FUNCTIONS 

GOAL: IMPROVE RESPONSE 

REDUCE OVERHEAD 

Figure 33 

V/3000 FUNCTIONAL SEQUENCING (Figure 33) 

Your application defines the V/3000 screens you and your 
users create for the person to machine interface. Although 
physical screen design may be critically important to per­
formance it is too broad a subject for this paper. We'll 
have to assume you've .already designed satisfactory screens. 

After the screen has been filled, the p"rogrammer can begin to 
manage the processing of the input. Application requirements 
and V/3000 protocols must be satisfied· but the programmer has 
many options. Some of these options can greatly influence 
performance. 

Application requirements must be met. The programmer should 
interpret these requirements, however, to see if they can be 
resequenced more efficiently in the program. Resequencing 
internal events often changes performance. 
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V/3000 protocols must also be satisfied. The V/3000 docu­
mentation defines a hierarchy among the V/3000 intrinsics and 
among the functions performed for us by the V/3000 edits. 
That hierarchy is also open to programmer interpretation. We 
may be able to improve performance by changing our use of the 
V/3000 intrinsics. 

TASK: Review V/3000 form processing 

PLAN: Resequence functions selectively. defer functions when 
practical, drop functions where possible 

GOAL: Improve performance within the program 
perceived by the user. 

SOFT KEYS AND SELECTIVE EDITING (Figure 34) 

and as 

Dumb terminals and unsophisticated terminal I-Q limit trans­
action processing. Intelligent terminals and more 
sophisticated terminal I-0 interfaces remove many of these 
limitations. We may also have to become more intelligent and 
sophisticated to more fully utilize our better tools. 

Soft keys were among the first improvements as terminals 
began evolving from absolute dumb to somewhat smart. We take 
them for granted and use them for standard functions such as 
"exit" or "refresh". Few of us are using them fully. This 
paper cannot attempt to cover this topic but we can Justify 
looking at a frequently overlooked usage. 

Many applications could flow more smoothly if soft keys could 
be used to trigger processing functions and if screen 
information could also be available for processing. A common 
design technique is to require the user to hit the function 
defining soft key and then hit "enter• to transmit the 
buffer. This works but it is neither sophisticated nor 
friendly. 

V/3000 can work with the terminal to allow reading the screen 
after a soft key. We can trigger this function, called auto- ~ 

read, any time we wish using a simple subprogram or any other 
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USE SOFT-KEYS 

AND SELECTIVE EDITING 
) 

SOFT-KEYS NORMAL SEL EDITS ----. 
VSHOWFORM VSHOWFORM VSHOWFORM 

VREADFIELDS VREADFIELDS VREADFIELDS 

SOFT-KEY?l VFIELDEDITS VGETBUFFER 

etcj VGETBUFFER 
nA~Dl 

~ODE71 VFIELDEDITS 

PROCESS VGETBUFFER 

etc.J PROCESS 

etc. 

- Combination of above can give 

much smoother flow 

-- Autoread after soft-keys 

may be valuable 

Figure 34 

technique to set the autoread bit in the V/3000 common area. 
Autoread can help make an application run more smoothly and 
be more friendly. That qualifies as a performance 
improvement. 

Another facility we often ignore is the ability to edit data 
selectively. V/3000 documentation implies that screen edits 
must preceed program edits. This is a valid standard for 
most cases but it may not fit comfortably into all 
situations. Fortunately, the implied sequence is not 
mandatory. 

When we assume that all screen edits must be done before any 
program edits we may be painting ourselves into a ~orner. 
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Why, for example, should we edit an order quantity when the 
ordered item is an invalid product. A standard workaround is 
to avoid V/3000 edits in favor of program edits. Like many 
workarounds, it works but denies us access to a useful 
subsystem capability. 

We can sometimes "have our cake and eat it too• if we become 
more flexible. Consider the following sequence of events 
that uses full V/3000 field edits but allows program 
intervention at a critical point. This is only a simplified 
example of sequence editing. 

I. Read the screen normally using VSHOWFORM and VREADFIELDS 

2. Don't edit. the screen yet. Issue a call to VGETBUFFER so 
you can check a critical field in your program 

3. If the critical field faiis a test, give the screen back 
with an appropriate message 

4. If the critical field is acceptable, go back to •normal" 
processing. Issue calls to VFIELDEDITS. etc. 

5. You have it made. You get program control at a critical 
stage and you use V/3000 for less critical work. 

DEFER OR DROP PROCESSING (Figure 35) 

V/3000 gives us much power with little programming effort. 
When used sensibly, V/3000 can be good for both the 
programmer and the user. When used only from the programmers 
point of view, V/3000 can be a nuisance to the user. 

V/3000 gives us three standard processing phases. The 
initialization phase is relatively little used and causes few 
problems. We seldom use the edit and finish phases 
absolutely wrong but we often cause excessive overhead and 
user aggrevation. ~ 

Unless there is some special requirements in an application. 
some •~!t functions should never be considered in the edit~ 
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DEFER/DROP PROCESSING 

QBQf.. AS FOUND ~ 

IN 7:204 ... IN 7:204 ... IN 7:204 ... 

FINISH JUSTIFY RIGHT FINISH 

JUSTIFY RIGHT FILL LEADING 110'1 JUSTIFY RIGHT 

FILL LEADING "0" 

ZERO FILL IT WORKS! WHY NOT WAIT? 

NOT ALWAYS A VOID "JIGGLING" 

NEEDED 

Figure 35 

phase. Whenever we justify or fill a field in an edit phase 
statement we are performing a potentially wasted function. 
Even more important, why should we run the risk of having to 
rewrite a valid field just because we have altered its form? 
Users object to excessive screen "jiggling•. 

We have done only part of our job when we isolate functions 
within logical V/3000 phases. Whenever possible we should 
avoid the finish phase until we fully accepted the screen. 
We waste overhead and risk "jiggling• when we perform this 
work prior to full screen acceptance. 

Some functions can be dropped entirely. Until the machine or 
operating system are changed, we do not have to fill leading 
blanks with zeros in numeric fields. The machine treats 
leading blanks as zeros and allows us to drop the fill 
function if absolutely necessary for performance. 

INTRINSICS AND LANGUAGES (Figure 36) 
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TASK: REVIEWUSEOF 

INTRINSICS & LANGUAGES 

PLAN: UTILIZE GOOD POINTS 

A VOID BAD POINTS 

GOAL: IMPROVEPERFORMANCE 

AVOID NON-PERFORMANCE 

Figure 36 

Most programmers pref er a particular language and are 
proficient in it. In the average application the choice of 
languages will not determine program performance. We cannot 
guarantee that any one language is inherently better than 
another in all possible applications. 

We also know that the average application often requires 
specific functions that may not be available in our language 
of choice. If we work in a multi-lingual shop we may be able 
to have a special subprogram written in a language that 
supplies that function. If our shop is single language we 
either avoid special functions or devise emulation techniques 
of some sort. 

MPE assists all of us by providing intrinsics for many 
special functions. Many functions not built into a compiler 
may be available through an intrinsic. This can simplify our 
programming and make our jobs much easier. 

Somehow we will find ways to get our programs running. All 
too often we immediately have to find a way to get them 
runnihg more efficiently. Part of that may require a revalu­
ation of how we have used our languages and the intrinsics. 
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TASK: Reviews use of languages and intrinsics 

PLAN: Use strengths of each and try to avoid weaknesses 

GOAL: Improve performance. Of utmost importance, avoid 
non-performance. 

INTRINSICS 

PROVIDE: CAP ABILITIES 

CONVENIENCE 

UNIFORMITY 

NOT ALWAYS: MOST SPEED 

MOST EFFICIENCY 

FOR SIMILAR UTILITARIAN 

FUNCTIONS, COMPILER 

ROUTINES USUALLY 

BEAT INTRINSICS 

Figure 37 

INTRINSICS (F°igure 37) 

Intrinsics are powerful generalized routines provided with 
MPE. Some allow limited access to highly specialized 
functions and others give standardized access to common 
utility functions. 

Intrinsics offer the only access to many functions not 
available unless you program at the machine instruction level 
and execute in privileged mode. Access to I-0, for example, 
is only available through the intrinsics. Compiler library 
modules invoked by the compilers eventually call in~rinsic~ 
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for all file access. 

All "special capabilities" are available only through the 
intrinsics. Process handling and data management are invoked 
using a relatively small subset of the intrinsics. Program­
matic communication between computers is handled in similar 
fashion. 

Intrinsics also provide convenient access to many utilitarian 
functions. Binary to Ascii and Ascii to Binary conversions 
are common examples. Serial table searches and character 
transformations are also available. 

Specific parameter format and sequence requirements guarantee 
uniformity. Except for individual compiler conventions and 
limitations, once you learn to use an intrinsic in one 
language you should be able to use it in all languages. 

SPL comes closest to accessing intrinsics in strict 
conformance with their documentation. All other languages 
provide higher level interfaces to one degree or another. 

Intrinsics are carefully coded and function efficiently. 
They are also highly generalized. This generalization leads 
to relatively high internal overhead. The intrinsic may 
expend a good portion of its efforts isolating the particular 
subfunction it is being asked to perform. 

Intrinsics will generally be marginally more efficient for 
file manipulation than the corresponding compiler modules. 
The difference is slight and seldom justifies the required 
attention to minute detail. This generalization is meaning­
less when we use the intrinsics to reach capabilities not 
available within a particular language. 

Compiler routines 
more efficiently 
Even when the 
intrinsic it will 

usually handle discrete data manipulations 
than would the corresponding intrinsic. 

compiler routine internally invokes an 
not be meaningfully degraded. ()1 

00 

Arithmetic functions are particularly well handled by 
compil~r routines. Many of these routines generate highly~ 
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efficient machine code. The COBOL 
decimal instructions extensively 
efficient in handling numeric data. 

LANGUAGES 

compiler 
and is 

FORTRAN: --IF MOST FAMILIAR 

--ACCESS TO FLOATING POINT 

-- MASSIVE BINARY DATA 

-- MACRO AVAILABILITIES 

uses packed 
surprisingly 

SPL: - ACCESS TO MACHINE INSTRUCT 

-- BIT/BYTE/WORD MANIPULATIONS 

COBOL: -- ASCII NUMERIC DAT A 

-- PACKED DECIMAL DATA 

-- FILE/RECORD/FIELD HANDLING 

Figure 38 

LANGUAGES (Figure 38) 

No language is perfect. Each has its special strengths and 
weaknesses. A language should be evaluated according to how 
it fits into the application environment. 

FORTRAN is an established language with many strong 
supporters. Programmers either love it or hate it. Either 
way, there are times when it should probably be your language 
of choice. 

1. If FORTRAN is most familiar to you. why not use it? Most 
of us usually produce better work when we work with a 
known quantity. 

2. FORTRAN offers excellent high-level access to floating 

Page 2-51 

0 0 

point arithmetic. 
an4 often virtually 
often used to write 
languages. 

This is a major strength of FORTRAN 
necessitates its use. FORTRAN is 
subprograms accessible from other 

3. FORTRAN works very close to the machine when doing binary 
arithmetic. Massive calculations with binary data often 
justify FORTRAN for performance reasons. 

4. FORTRAN includes many high-level macro constructs. These 
may make FORTRAN more useful than other languages. 

5. Unfortunately, FORTRAN performs poorly with Ascii numeric 
data and in its current implementation cannot handle 
packed decimal numerics. Since these data formats are 
used extensively in commercial applications, FORTRAN is 
usually a poor choice there. 

SPL is the lowest level language on the HP3000. As such, it 
is potentially the most efficient. It is also relatively 
tedious compared to most high-level languages. 

1. Although SPL is potentially more efficient than any other 
languages it will probably not improve performance enough 
to justify wholesale use in commercial applications. 
Higher level languages are simply. better suited for 
general purpose use. 

2. SPL usually fits in best when used for writing 
specialized subprograms. Some functions are simply not 
handled well by high-level languages. 

3. Machine instructions can be reached in SPL. This is 
particularly valuable for string and bit manipulations. 

4. SPL is most suited for work with low level data. It 
works especially well at the word level and below. SPL 
handles records and fields well but the source code tends 
to become cumbersome and difficult to maintain in large 
programs. 

~ 

COBOL is the most widely used high-level commercial language. ex> 
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Most programmers hate COBOL, some grudingly accept it, and 
almost none will publicly admit a preference for it. For all 
its faults it remains the language of choice in most shops. 

I. COBOL has a reputation as an inefficient language. COBOL 
is definitely not the most efficient language but its 
wide use implies acceptable performance. There is little 
question that it is highly effective. 

2. COBOL is quite efficient in handling numeric Ascii data. 
Ascii numeric functions are performed using packed 
decimal arithmetic. Conversions between Ascii and packed 
decimal data are done efficiently by native machine 
instructions. 

3. Packed decimal data is a standard data format in COBOL 
under MPE. The ability to deal with packed numerics is a 
definite advantage for conversions or interfaces with the 
best known Brand-X computer. 

4. COBOL is a high-level language designed to be effective 
with high-level data. It is most powerful when used to 
process files, records within files, and fields within 
records. This is probably the main reason for its wide 
acceptance. 
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I SECDON ' >UXED BAO I 

NITS (USUALLY) 

WHY: -- Retest functions in subprograms? 

- Pass long/short parameter lists? 

- Nibble at extra data segments? 

- Use absolute values? 

- Use abnormal data formats? 

-- Parse in COBOL or FORTRANJ 

- Initialize tables with loops? 

- Waste stack flagrantly? 

-- Save most of nothing? 

Figure 39 

NITS (USUALLY) (Figure 39) 

We concern ourselves too much with minor programming 
considerations. They usually influence performance only 
slightly. That is not justification, however, for us to code 
inefficiently. 

I. Unless we are writing highly generalized subprograms we 
probably waste overhead retesting functions. We know why 
we· call a subprogram. In most cases we would be more 
efficient by writing subprograms with multiple entry 
points. This avoids retesting to identify our request 
and also results in more readable programs. 

2. Many words have been written about the effect of 
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parameter lists on subprogram efficiency. Long parameter 
lists are less efficient than short ones. On the other 
hand, artif ically short lists are eventually less 
efficient if we waste CPU power loading and unloading 
common control areas. How we enter a subprogram is 
probably meaningless unless we are doing very little work 
within the subprogram. 

3. Extra data segements have many uses. They can be used 
quite efficiently but not without added overhead. 
Whenever data must be moved to or from an extra data 
segment we should move as much as practical per access. 
Moving a single word twice costs about the same as moving 
over 1000 words once. 

4. Absolute numer.ic values are often needed. They cause 
extra overhead, however, when used in calculations, 
especially when the result of the calculation is an 
absolute value. Absolute values force the compiler to 
generate extra code to guarantee proper results. 

5. Packed decimal data has a natural format containing an 
odd number of numeric digits, each taking up one 4 bit 
nibble. These plus a 4 bit numeric sign fills complete 
bytes. If you specify an even number of decimal digits 
for packed data you force the compiler to do extra work 
controlling the low order nibble. 

6. Character strings are best parsed by specialized routines 
which utilize special machine instructions. These 
routines may be designed directly into a compiler or are 
easily written in SPL. Complex byte manipulations and 
loop constructs written in highlevel languages are 
inefficient and should be avoided in most cases. 

~ 

7. Tables are often initialized using a program loop which CX> 
I 
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indexes through the table depositing values along the 
way. This is relatively inefficient and cumbersome. You 
can save overhead by filling only the first entry and 
then performing an overlapping move into the rest of the 
table. 

8. Stack space is valuable and should be used with care. 
Program-directed literals save the stack area needed for 
valued data elements. But programmers often value 
documentation over stack. Even so, using a 132 character 
data element full of spaces to clear a print record is 
intolerable flagrant waste. 

9. Programmers should be efficient but they have to be 
reasonable first. There is no way we can justify spend­
ing time optimizing a small inefficiency when the same 
effort could be more productive elsewhere. Inefficient 
coding in insignificant routines does not make 
inefficient programs. 

DON'T ... BUT ... 

DON'T Believe everything 

BUT Believe something 

DON'T Challenge everything 

BUT Challenge something 

DON'T Optimize everything 

BUT Optimize something 

DON'T Quantify everything 

BUT Quantify something 

Figure 40 

DON'T . . . BUT . . . (Figure 40) 

Page 3-3 

What was impossible or ridiculous in the past may be standard 
practice today. What is absolutely true today will quite 
often be made false by the technology of tomorrow. There are 
no absolutes but there may be some valuable guidelines. 

I'm a programmer, not a philosopher. In Figure 40, I put 
some comments that have a certain meaning to me. I think 
they will be more meaningful t.o you if you supply your own 
interpretations and meanings. 

Good luck and good programming. 
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I SECTION • SAMPLI! SOUllCE LISTINGS -, 

* **********************************************"*******" * THIS IS THE MASTER PROGRAM USED AS A DRIVER TO SHOW THE 
* TECHNIQUES OF HAVING SORTS EXECUTE IN A SLAVE PROGRAM * THIS PROGRAM COULD HAVE DRIVEN MULTIPLE SLAVE SORT 
* PROGRAMS AT THE SAME TIME IF I WANTED TO TAKE UP THAT * MUCH CODE SPACE IN THE HAN:>OUT 
* ********************************************************* 
$CONTROL USLINIT 

IDENTIFICATION DIVISION. 
* DRIVER TO TEST PROGRAM SORTS! 

PROGRAM-ID. FREPSRSS. 
ENVIROllMENT DIVISION. 
CONFIGURATION SECTION. 
SOURCE-COMPUTER. X. 
OBJECT-COMPUTER. Y. 
SPECIAL-NAMES. 

CONDITION-CODE IS CON>-CODE. 
INPUT~OUTPUT SECTION. 
DATA DIVISION. 
WORKING-STORAGE SECTION. 
01 UNBLOCKER 
01 SAVED 
01 PROG 
01 PIN 
01 BFACT 
01 DSEG-INO 
01 DSEG-ID 
01 DSEG-LEN 
01 REC-AREA. 

05 CURR-COUNT 
05 EACH-REC 

01 DATA-REC. 
05 SEND-COUNT 
05 SEND-PROC 

PROCEDURE DIVISION. 

0 

PIC S9999 COMP. 
PIC S9999 COMP. 
PIC X(lO) VALUE "SORTSlR". 

. PIC S9999 COMP. 
PIC S9999 COMP VALUE 13. 
PIC S9999 COMP. 
PIC S9999 COMP VALUE 43. 
PIC S9999 COMP VALUE 79. 

PIC S9999 COMP VALUE 0. 
PIC X(12) OCCURS 13 TIMES. 

PIC 999 VALUE 55. 
PIC 9(9). 
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START-ITS SECTION. 
START-IT. 

CALL INTRINSIC "GETDSEG" USING 
DSEG-IND DSEG-LEN DSEG-ID 

IF COllD-CODE < 0 
CALL INTRINSIC "QUIT" USING 101 

CALL INTRINSIC "CREATE" USING 
PROG \\ PIN 

IF COllD-CODE NOT = 0 
CALL INTRINSIC "QUIT" USING 201 

PERFORM SEND-EMS UNTIL 
SEND-COUNT < 1 

MOVE -1 TO CURR-COUNT 
PERFORM ACTUAL-SENDS 
MOVE 0 TO CURR-COUNT 
PERFORM GET-EMS UNTIL 

CURR-COUNT = -1 
DISPLAY "THAT'S ALL, FOLKS" 
STOP RUN 

GET-EMS SECTION. 
GET-EM. 

CALL INTRINSIC "IM>VIN" USING 
DSEG-IND 0 79 REC-AREA 

IF COND-CODE NOT • 0 
CALL INTRINSIC "QUIT" USING 204 

MOVE 1 TO UNBLOCKER 
PERFORM OOITS UNTIL 

UNBLOCKER > CURR-COUNT 
IF CURR-COUNT NOT • -1 

CALL INTRINSIC "ACTIVATE" USING 
PIN 3 

IF CON>-CODE NOT • 0 
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CALL INTRINSIC "QUIT" USING 205 

DOITS SECTION. 
DOIT. 

DISPLAY "FROM SORT " EACH-REC(UNBLOCKER) 
ADD 1 TO UNBLOCKER 

SEND-EMS SECTION. 
SEND-EM. 

MOVE 0 TO CURR-COUNT 
PERFORM LOAD-BUFFERS UNTIL 

CURR-COUNT = BFACT OR SEND-COUNT < 1 
PERFORM ACTUAL-SENDS 

ACTUAL-SENDS SECTION. 
ACTUAL-SEND. 

CALL INTRINSIC "DMOVOUT" USING 
DSEG-IND 0 79 REC-AREA 

IF COND-CODE NOT = 0 
CALL INTRINSIC "QUIT" USING 303 

CALL INTRINSIC "ACTIVATE" USING PIN 3 
IF COND-CODE NOT = 0 

CALL INTRINSIC "QUIT" USING 304 

MOVE 0 TO CURR-COUNT 

LOAD-BUFFERS SECTION. 
LOAD-BUFFER. 

SUBTRACT 1 FROM SEND-COUNT 
CALL INTRINSIC "PROCTIME" GIVING SEND-PROC 

* IF YOU RUN THIS TEST VERSION, DON'T ASSUME COBOL IS 
* SLOW JUST BECAUSE THE CPU TIME SHOWS 4-5 MILLISECOND 
* BETWEEN RECORDS. THAT TIME PRIMARILY REPRESENTS 
* THE CPU TIME NEEDED TO DO THE DISPLAY STATEMENT 

ADD 1 TO CURR-COUNT 
MOVE DATA-REC TO EACH-REC(CURR-COUNT) 
DISPLAY "TO SORT " DATA-REC 

* ************************************************************ 
* ************************************************************ 
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* ********************************************************* * THIS IS A SAMPLE OF A SLAVE SORT PROGRAM CONTROLLED BY 
* PROCESS HANDLING TO ALLOW SORTING OF RECORDS OUTSIDE 
* THE MASTER PROGRAM * MULTIPLE SUCH PROGRAMS CAN BE CONTROLLED AT THE SAME 
* TIME BY THE MASTER 
* ********************************************************* 
$CONTROL USLINIT 

IDENTIFICATION DIVISION. 
* KEPT AS SORTSlS, PROGRAM KEPT AS SORTSlR 
* RECEIVES RECORDS FROM SORTMASR 
* SORTS * RETURNS SORTED RECORDS TO SORTMASR 

PROGRAM-ID. FREPSRTS. 
ENVIRONMENT DIVISION. 
CONFIGURATION SECTION. 
SOURCE-COMPUTER. X. 
OBJECT-COMPUTER. Y. 
SPECIAL-NAMES. 

CONDITION-CODE IS COND-CODE. 
INPUT-OUTPUT SECTION. 
FILE-CONTROL. 

SELECT SORTFILE ASSIGN TO "TEMPSORT,, .. 100". 
DATA DIVISION. 
FILE SECTION. 
SD SORTFILE. 
01 SORTREC. 

05 KEYl 
05 FILLER 
05 KEY2 

WORKING-STORAGE SECTION. 
01 SORT-FLAG 
01 TO-WAIT 
01 BFACT 
01 DSEG-IND 
01 DSEG-ID 
01 DSEG-LEN 
01 REC-AREA. 

05 CURR-COUNT 
05 EACH-REC 

PROCEDURE DIVISION. 
START-ITS SECTION. 

PIC 999. 
PICX(7). 
PIC 99. 

PIC XX VALUE LOW-VALUES. 
PIC S9999 COMP VALUE 3. 
PIC S9999 COMP VALUE 13. 
PIC S9999 COMP. 
PIC S9999 COMP VALUE 43. 
PIC S9999 COMP VALUE 79. 

PIC S9999 COMP VALUE 0. 
PIC X(12) OCCURS 13 TIMES. 
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START-IT. 
CALL INTRINSIC "GETDSEG" USING 

DSEG-IND DSEG-LEN DSEG-ID 
IF COND-CODE < 0 

CALL INTRINSIC "QUIT" USING 101 

SORT SORTFILE 
ASCENDING KEY KEY2 
DESCENDING KEY KEYl 
INPUT PROCEDURE GET-INS 
OUTPUT PROCEDURE SEND-BACKS 

STOP RUN 

SEND-BACKS SECTION. 
SEND-BACK. 

MOVE LOW-VALUES TO SORT-FLAG 
MOVE 0 TO CURR-COUNT 
PERFORM GET-AND-SENDS UNTIL 

SORT-FLAG = HIGH-VALUES 
PERFORM SEND-DATAS 
MOVE 0 TO TO-WAIT 
MOVE -1 TO CURR-COUNT 
PERFORM SEND-DATAS 

SEND-DATAS SECTION. 
SENDING. 

CALL INTRINSIC "DMOVOUT" USING 
DSEG-IND 0 79 REC-AREA 

IF COND-CODE NOT = 0 
CALL INTRINSIC "QUIT" USING 102 

CALL INTRINSIC "ACTIVATE" USING 0 TO-WAIT 
IF COND-CODE NOT = 0 

CALL INTRINSIC "QUIT" USING 103 

MOVE 0 TO CURR-COUNT 

GET-AND-SENDS SECTION. 
GET-AND-SEND. 

IF CURR-COUNT NOT < BFACT 
PERFORM SEND-DATAS 
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RETURN SORTFILE AT END 
MOVE HIGH-VALUES TO SORT-FLAG 

IF SORT-FLAG NOT = HIGH-VALUES 
ADD 1 TO CURR-COUNT 
DISPLAY "FROM SORT IN SORTSlR " SORTREC 
MOVE SORTREC TO EACH-REC(CURR-COUNT) 

GET-INS SECTION. 
GET-IN. 

PERFORM GET-IN-LOOPS UNTIL 
CURR-COUNT = -1 

GET-IN-LOOPS SECTION. 
GET-IN-LOOP. 

CALL INTRINSIC "DMOVIN" USING 
DSEG-IND 0 79 REC-AREA 

IF COND-CODE NOT = 0 
CALL INTRINSIC "QUIT" USING 111 
STOP RUN 

PERFORM UNLOAD-EMS UNTIL 
CURR-COUNT < 1 

IF CURR-COUNT NOT = -1 
CALL INTRINSIC "ACTIVATE" USING 0 TO-WAIT 
IF COND-CODE NOT = 0 

CALL INTRINSIC "QUIT" USING 105 

UNLOAD-EMS SECTION. 
UNLOAD-EM. 

RELEASE SORTREC FROM EACH-REC(CURR-COUNT) 
DISPLAY "TO SORT IN SORTSlR • EACH-REC(CURR-COUNT) 
SUBTRACT 1 FROM CURR-COUNT 

* ************************************************************ 

* ********************************************************* * THIS IS A DRIVER FOR A SHORT TEST RUN SHOWING SOME OF 
* THE COMPARISONS BETWEEN COBOL AND FORTRAN PERFORMANCE * IT PASSES ASCII NUMERICS TO A COBOL SUBPROGRAM AND A 
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* FORTRAN SUBPROGRAM 
* IT COLLECTS PROCTIMES FOR 1000 CALLS TO THESE SUBPROGRAMS 
*THE SUBPROGRAMS EACH ADD 100 6 DIGIT ASCII NUMBERS 
* TO A COUNTER AND THEN RETURN 
* THE TIMES ARE REPRESENTATIVE BUT ARE SLIGHTLY LONG 
* SINCE I HAVE NOT BACKED OUT THE TIME FOR THE LOOP 
* CONTROLLING THE 1000 CALLS. THAT TIME IS SMALL 
* WHEN THIS WAS TESTED ON A SERIES III IN DECEMBER OF 
* 1981, THE RESULTS WERE AS FOLLOWS: 
* COBOL TOOK 16635 CPU MILLISECONDS 
* FORTRAN TOOK 76217 CPU MILLISECONDS 
* ********************************************************* 
$CONTROL SOURCE,USLINIT 

IDENTIFICATION DIVISION. 
* KEPT AS FORCOBDA 

PROGRAM-ID. TESTFORD. 
ENVIROl\MENT DIVISION. 
DATA DIVISION. 
WORKING-STORAGE SECTION. 
01 STAMPS 
01 STAMPE 
01 STAMPD 
01 THE-SUM 
01 THE-SUMO 
01 THE-COUNT 
01 THE-TABLE. 

05 THE-NUM 
INDEXED BY THE-IND. 

PROCEDURE DIVISION. 
START-OUT. 

PIC S9(9) COMP. 
PIC S9(9) COMP. 
PIC 9(6). 
PIC 9(8). 
PIC 9(8). 
PIC 999 VALUE 0. 

PIC 9(6) OCCURS 100 TIMES 

DISPLAY "COMPARISON USING 100 6 DIGIT ASCII ENTRIES" 
PERFORM LOAD-EM VARYING THE-IND FROM 1 BY 1 

UNTIL THE-IND > 100 
CALL "COBADD" USING THE-TABLE THE-SUM 
MOVE THE-SUM TO THE-SUMO 
DISPLAY "FROM COBOLII, SUM = " THE-SUMO 
CALL "FORADD" USING @THE-TABLE @THE-SUM 
MOVE THE-SUM TO THE-SUMO 
DISPLAY "FROM FORTRAN, SUM = " THE-SUMO 
CALL INTRINSIC "PROCTIME" GIVING STAMPS 
PERFORM COB-SHOT 1000 TIMES 
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CALL INTRINSIC "PROCTIME" GIVING STAMPE 
COMPUTE STAMPD = STAMPE - STAMPS 
DISPLAY "1000 CALLS TO COBOLII SU~TION SUBPROGRAM • STA 
CALL INTRINSIC "PROCTIME" GIVING STAMPS 
PERFORM FOR-SHOT 1000 TIMES 
CALL INTRINSIC "PROCTIME" GIVING STAMPE 
COMPUTE STAMPD = STAMPE - STAMPS 
DISPLAY "1000 CALLS TO FORTRAN SU~TION SUBPROGRAM " STA 
STOP RUN 

LOAD-EM. 
ADD 5 TO THE-COUNT 
MOVE THE-COUNT TO THE-NUM(THE-IND) 

COB-SHOT. 
CALL "COBADD" USING THE-TABLE THE-SUM 

FOR-SHOT. 
CALL "FORADD" USING @THE-TABLE @THE-SUM 

* ************************************************************ 
* ************************************************************ 

* ********************************************************* * THIS IS THE COBOL SUBPROGRAM MENTIONED IN THE PRECEEDING 
* COBOL MAIN PROGRAM. IT IS AN ASCII NUMBER CRUNCHER 
* ********************************************************* 
$CONTROL SOURCE.SUBPROGRAM 

IDENTIFICATION DIVISION. 
* KEPT AS ADDCOBSA 

PROGRAM-ID. COBADD. 
ENVIROl\MENT DIVISION. 
DATA DIVISION. 
WORKING-STORAGE SECTION. 
01 THE-COUNT PIC S9(9) COMP-3. 
LINKAGE SECTION. 
01 THE-TABLE. 

05 THE-NUM PIC 9(6) OCCURS 100 TIMES 
INDEXED BY THE-IND. 

01 THE-SUM PIC 9(8). 
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PROCEDURE DIVISION USING THE-TABLE THE-SUM. 
START-OUT. 

MOVE 0 TO THE-COUNT 
PERFORM ADD-EM VARYING THE-IND FRCl-1 1 BY 

UNTIL THE-IND > 100 
MOVE THE-COUNT TO THE-SUM 
GOBACK 

ADD-EM. 
ADD THE-NUM(THE-IND) TO THE-COUNT 

* ************************************************************ 
* ************************************************************ 

C********************************************************* 
C THIS IS THE FORTRAN SUBPROGRAM MENTIONED IN THE 
C PRECEEDING COBOL MAIN PROGRAM 
c ********************************************************* 
c 
$CONTROL LIST,MAP,LOCATION,STAT 

SUBROUTINE FORADD(INMAT,SUM) 
CHARACTER*6 INMAT(lOO) 
CHARACTER*8 SUM 
INTEGER*4 OUTPUT 
OUTPUT = 0 
DO 60I=l.100 

60 OUTPUT =OUTPUT+ JNUM(INMAT(I)) 
SUM = STR(OUTPUT,8) 
RETURN 
END 

* ************************************************************ 
*"************************************************************ 

* ********************************************************* 
* THIS IS A DRIVER FOR A SHORT TEST RUN SHOWING SCI-IE OF 
* THE CCl-IPARISONS BEn.IEEN COBOL AND FORTRAN PERFORMANCE 
* IT PASSES BINARY DOUBLE WORDS TO A COBOL SUBPROGRAM 
* AND A FORTRAN SUBPROGRAM 
* IT COLLECTS PROCTIMES FOR 1000 CALLS TO THESE SUBPROGRAMS 

Page 4-9 

0 0 

* THE SUBPROGRAMS EACH ADD 100 BINARY DOUBLE WORDS 
* TO A COUNTER AND THEN RETURN 
* THE TIMES ARE REPRESENTATIVE BUT ARE SLIGHTLY LONG 
* SINCE I HAVE NOT BACKED OUT THE TIME FOR THE LOOP 
* CONTROLLING THE 1000 CALLS. THAT TIME IS SMALL 
* WHEN THIS WAS TESTED ON A SERIES III IN DECEMBER OF 
*· 1981, THE RESULTS WERE AS FOLLOWS: 
* COBOL TOOK 9942 CPU MILLISECONDS 
* FORTRAN TOOK 2499 CPU MILLISECONDS 
* ********************************************************* 
$CONTROL SOURCE,USLINIT 

IDENTIFICATION DIVISION. 
* KEPT AS TESTFORD 

PROGRAM-ID. FORCOBDB. 
ENVIRON1ENT DIVISION. 
DATA DIVISION. 
WORKING-STORAGE SECTION. 
01 STAMPS 
01 STAMPE 
01 STAMPD 
01 THE-SUM 
01 THE-SUMO 
01 THE-COUNT 
01 THE-TABLE. 

05 THE-NUM 
INDEXED BY THE-IND. 

PROCEDURE DIVISION. 
START-OUT. 

PIC S9(9) CCI-IP. 
PIC S9(9) COMP. 
PIC 9(6). 
PIC S9(9) COMP. 
PIC 9(8). 
PIC 999 VALUE 0. 

PIC S9(9) COMP OCCURS 100 TIMES 

DISPLAY "CCl-IPARISON USING 100 DOUBLE ENTRIES" 
PERFORM LOAD-EM VARYING THE-IND FROM I BY I 

UNTIL THE-IND > 100 
CALL "COBADD" USING THE-TABLE THE-SUM 
MOVE THE-SUM TO THE-SUMO 
DISPLAY "FRCl-1 COBOLII, SUM = • THE-SUMO 
CALL "FORADD" USING THE-TABLE THE-SUM 
MOVE THE-SUM TO THE-SUMO 
DISPLAY "FRCl-1 FORTRAN, SUM = " THE-SUMO 
CALL INTRINSIC "PROCTIME" GIVING STAMPS 
PERFORM COB-SHOT 1000 TIMES 
CALL INTRINSIC "PROCTIME" GIVING STAMPE 
CCl-IPUTE STAMPD = STAMPE - STAMPS c.n 
DISPLAY "I 000 CALLS TO COBOLII SUMMATION SUBPROGRAM • STA 00 
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CALL INTRINSIC "PROCTIME" GIVING STAMPS 
PERFORM FOR-SHOT 1000 TIMES 
CALL INTRINSIC "PROCTIME" GIVING STAMPE 
COMPUTE STAMPD = STAMPE - STAMPS 
DISPLAY "1000 CALLS TO FORTRAN SlJto!ATION SUBPROGRAM • STA 
STOP RUN 

LOAD-EM. 
ADD 5 TO THE-COUNT 
MOVE THE-COUNT TO THE-MJM(.THE-IND) 

COB-SHOT. 
CALL "COBADD" USING THE-TABLE THE-SUM 

FOR-SHOT. 
CALL "FORADD" USING THE-TABLE THE-SUM 

* ************************************************************ 
* ************************************************************ 

* ********************************************************* 
* THIS IS THE COBOL SUBPROGRAM MENTIONED IN THE 
* PRECEEDING COBOL MAIN PROGRAM 
* ********************************************************* 

$CONTROL SOURCE.SUBPROGRAM 
IDENTIFICATION DIVISION. 

* KEPT AS ADDCOBSB 
PROGRAM-ID. COBADD. 
ENVIROllMENT DIVISION. 
DATA DIVISION. 
WORKING-STORAGE SECTION. 
01 THE-COUNT PIC S9(9) COMP. 
LINKAGE SECTION. 
01 THE-TABLE. 

05 THE-NUM PIC S9(9) COMP OCCURS 100 TIMES 
INDEXED BY THE-IND. 

01 THE-SUM PIC S9(9) COMP. 
PROCEDURE DIVISION USING THE-TABLE THE-SUM. 
START-OUT. 

MOVE 0 TO THE-COUNT 
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PERFORM ADD-EM VARYING THE-IND FROM 1 BY 1 
UNTIL THE-IND > 100 

MOVE THE-COUNT TO THE-SUM 
GOBACK 

ADD-EM. 
ADD THE-MJM(THE-IND) TO THE-COUNT 

* ***>iC******************************************************** 
* ************************************************************ 

c ********************************************************* 
C THIS IS THE FORTRAN SUBPROGRAM MENTIONED 
C IN THE PRECEEDING COBOL MAIN PROGRAM 
c ********************************************************* 
c 
$CONTROL LIST,MAP,LOCATION,STAT 

SUBROUTINE FORADD ( IllMA T. SUM) 
INTEGER*4 IllMAT(lOO) 
INTEGER*4 SUM 
INTEGER*4 OUTPUT 
OUTPUT • 0 
DO 60 I=l .100 

60 OUTPUT =OUTPUT+ (lllMAT(I)) 
SUM = (OUTPUT) 
RETURN 
END 

* ************************************************************ 
* ************************************************************ 

* ********************************************************* 
* THIS IS A DRIVER FOR A SHORT TEST RUN SHOWING SOME OF 
* THE COMPARISONS BETWEEN COBOL AND FORTRAN PERFORMANCE 
* IT PASSES BINARY DOUBLE WORDS TO A COBOL SUBPROGRAM 
* AND A FORTRAN SUBPROGRAM * IT COLLECTS PROCTIMES FOR 1000 CALLS TO THESE SUBPROGRAMS 
* THE SUBPROGRAMS EACH ADD 100 BINARY DOUBLE WORDS * TO A COUNTER AND THEN RETURN 
* THE TIMES ARE REPRESENTATIVE BUT ARE SLIGHTLY LONG 
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* SINCE I HAVE NOT BACKED OUT THE TIME FOR THE LOOP 
* CONTROLLING THE 1000 CALLS. THAT TIME IS SMALL 
* THE FORTRAN SUBPROGRAM WAS THE SAME AS THE ONE USED 
* IN THE PRECEEDING TEST 
* I CHANGED THE COBOL SUBPROGRAM TO SHOW HOW COBOL 
* COULD BE SPEEDED UP USING DIFFERENT CODING 
* WHEN THIS WAS TESTED ON A SERIES III IN DECEMBER OF 
* 1981, THE RESULTS WERE AS FOLLOWS: 
* COBOL TOOK 6527 CPU MILLISECONDS 
* FORTRAN TOOK 2482 CPU MILLISECONDS 
* ********************************************************* 
$CONTROL SOURCE, US LIN IT 

IDENTIFICATION DIVISION. 
* KEPT AS TESTFORD 

PROGRAM-ID. FORCOBDB. 
ENVIROl\MENT DIVISION. 
DATA DIVISION. 
WORKING-STORAGE SECTION. 
01 STAMPS 
01 STAMPE 
01 STAMPD 
01 THE-SUM 
01 THE-SUMO 
01 THE-COUNT 
01 THE-TABLE. 

PIC S9(9) COMP. 
PIC S9(9) COMP. 
PIC 9(6). 
PIC S9(9) COMP. 
PIC 9(8). 
PIC 999 VALUE 0. 

05 THE-NUM PIC S9(9) COMP OCCURS 100 TIMES 
INDEXED BY THE-IND. 

PROCEDURE DIVISION. 
START-OUT. 

DISPLAY "COMPARISON USING 100 DOUBLE ENTRIES" 
PERFORM LOAD-EM VARYING THE-IND FROM 1 BY 1 

UNTIL THE-IND > 100 
CALL "COBADD" USING THE-TABLE THE-SUM 
MOVE THE-SUM TO THE-SUMO 
DISPLAY "FROM COBOLII, SUM = " THE-SUMO 
CALL "FORADD" USING THE-TABLE THE-SUM 
MOVE THE-SUM TO THE-SUMO 
DISPLAY "FROM FORTRAN, SUM = " THE-SUMO 
CALL INTRINSIC "PROCTIME" GIVING STAMPS 
PERFORM COB-SHOT 1000 TIMES 
CALL INTRINSIC "PROCTIME" GIVING STAMPE 
COMPUTE STAMPD = STAMPE - STAMPS 
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DISPLAY "1000 CALLS TO COBOLII SUMMATION SUBPROGRAM • STA 
CALL INTRINSIC "PROCTIME" GIVING STAMPS 
PERFORM FOR-SHOT 1000 TIMES 
CALL INTRINSIC "PROCTIME" GIVING STAMPE 
COMPUTE STAMPD = STAMPE - STAMPS 
DISPLAY "1000 CALLS TO FORTRAN SUMMATION SUBPROGRAM • STA 
STOP RUN 

LOAD-EM. 
ADD 5 TO THE-COUNT 
MOVE THE-COUNT TO THE-NUM(THE-IND) 

COB-SHOT. 
CALL "COBADD" USING THE-TABLE THE-SUM 

FOR-SHOT. 
CALL "FORADD" USING THE-TABLE THE-SUM 

* ************************************************************ 
* ************************************************************ 

* ********************************************************* * THIS IS THE IMPROVED COBOL SUBROUTINE MENTIONED IN THE 
* PREVIOUS COBOL MAIN PROGRAM. IT SHOWS THAT A PROGRAM 
* CODED LOOP CONTROL CAN BE MORE EFFICIENT THAN A 
* COMPILER CONTROLLED LOOP IN SOME CASES 
* UNLESS HARD PRESSED FOR PERFORMANCE, I WOULD NOT 
* USUALLY PREFER MY OWN LOOP CONTROL 
* ********************************************************* 
$CONTROL SOURCE.SUBPROGRAM 

IDENTIFICATION DIVISION. 
* KEPT AS ADDCOBXB 

PROGRAM-ID. COBADD. 
ENVIROl\MENT DIVISION. 
DATA DIVISION. 
WORKING-STORAGE SECTION. 
01 THE-COUNT PIC S9(9) COMP. 
01 THE-IND PIC S9999 COMP. 
LIN<AGE SECTION. 
01 THE-TABLE. 

Page 4-14 

0 

<.n 
00 

~ 
00 



05 THE-NUM PIC S9(9) COMP OCCURS 100 TIMES. 
01 THE-SUM PIC S9(9) COMP. 
PROCEDURE DIVISION USING THE-TABLE THE-SUM. 
START-OUT. 

MOVE 0 TO THE-COUNT 
MOVE I TO THE-IND 

ADD-EM. 
ADD THE-NUM(THE-IND) TO THE-COUNT 
ADD I TO THE-IND 
IF THE-IND < IOI 

GO TO ADD-EM 

MOVE THE-COUNT TO THE-SUM 
GOBACK 

* ************************************************************ 
* ************************************************************ 

<< THIS SUBPROGRAM ALLOWS BINARY SEARCH OF PB-RELATIVE >> 
<< CODE. IT REQUIRES A FIXED LENGTH ARGUMENT AND >> 
<< SENDS BACK A FIXED LENGTH RESULT. >> 

$CONTROL SUBPROGRAM.SEGMENT=FSEARCH 
<< KEPT AS SEARCHFS >> 
<< FIXED LEN ARG (WORDS) AND FIXED LEN RESULT (WORDS) >> 
BEGIN PROCEDURE FINDFIXED(FOUND,ARG,RESULT); 
INTEGER FOUND; 
INTEGER ARRAY ARG,RESULT; 
BEGIN 
EQUATE ARG'WLEN = 2; 
EQUATE RESULT'WLEN = 17; 
EQUATE STEP'SIZE = ARG'WLEN + RESULT'WLEN; 
EQUATE ARG'BLEN = ARG'WLEN * 2; 
EQUATE RESULT'BLEN = RESULT'WLEN * 2; 
EQUATE NUM'COMPARES = 5; 
<< FOR NUM'COMPARES: >> 
<< IF TOO LARGE, WASTED TIME; IF TOO SMALL, NO-HITS >> 
<< GENERAL GUIDELINE: >> 
<< IF NUM'COMPARES ** 2 IS LESS THAN THE NUMBER >> 
<< OF ARGUMENTS TO BE SEARCHED, THE SEARCH WILL >> 
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<< NOT SUCCEED IN ALL CASES 
« IF (NUM"COMPARES -1) ** 2 IS GREATER THAN THE 
<< NUMBER OF ARGUMENTS TO BE SEARCHED, THERE WILL 
<< BE SOME WASTED COMPUTER CYCLES 
INTEGER POS,DISP; 
BYTE POINTER RESULTB,BARG; 
TOS: =@ARG; 
ASSEMBLE (LSL I); 
@BARG: = TOS ; 
FOUND:= "NN"; 
TOS: =@RESULT; 
ASSEMBLE (LSL I); 
@RESULTB: =TOS; 
TOS:=I; 
ASSEMBLE (LSL NUM'COMPARES); 
DISP:=TOS; 
POS:=@START'DATA + ((DISP - I)* STEP'SIZE); 
WHILE DISP <> 0 DO 

BEGIN 
DISP:=DISP/2; 
IF POS >= @END'DATA THEN 

POS:=POS - (DISP * STEP'SIZE) 
ELSE 
BEGIN 

TOS: =@BARG; 
TOS: =POS; 
ASSEMBLE (LSL I); 
TOS: =ARG' BLEN; 
ASSEMBLE (CMPB PB); 
IF = THEN 

BEGIN 
DISP:=O; 
FOUND:="YY"; 
TOS: =@RESULT; 
ASSEMBLE (LSL I); 
TOS:=POS+ARG'WLEN; 
ASSEMBLE (LSL I); 
TOS:=RESULT'BLEN; 
ASSEMBLE (MVB PB); 

EN> 
ELSE 
IF < THEN POS:=POS-(DISP * STEP'SIZE) 
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ELSE POS:=POS+(DISP * STEP'SIZE); 
ENO: 

END; 
ASSEMBLE (EXIT 3); 
START'DATA: 
« START CONS » 
ASSEMBLE (CON "AB RESAB "); 
ASSEMBLE (CON "BB RESULT BB "); 
ASSEMBLE (CON •cc RESULT cc II "); 
ASSEMBLE (CON "CEF RES CEF "); 
ASSEMBLE (CON "CEFARESULT CEFA **"); 
ASSEMBLE (CON "DE ROE "); 
ASSEMBLE (CON "DEF RDEF "); 
ASSEMBLE (CON "GHIJRESULT FOR GHIJ---- "); 
ASSEMBLE (CON "GHK RESULT FOR GHK .................. "); 
ASSEMBLE (CON "KKL RESULT FOR KKL "); 
END'DATA: 
END; 
END. 

« THIS SUBPROGRAM ALLOWS BINARY SEARCH OF PB-RELATIVE » 
< < CODE. IT REQUIRES A FIXED LENGTH ARGlJotENT AW >.> 
<< SENDS BACK A FIXED LENGTH RESULT. >> 
<< THE RESULT IS STORED IN CODE AS A VARIABLE LENGTH >> 
<< ENTITY AND THE SUBPROGRAM NEED NOT WASTE SPACE >> 
<< WITH TRAILING BLANKS. THIS CAN BE SIGNIFICANT. >> 

$CONTROL SUBPROGRAM,SEGMENT=VSEARCH 
<< KEPT AS SEARCHVS >> 
<< FIXED LEN ARG (WORDS) AW VARIABLE LEN RESULT (WORDS) >> 
BEGIN PROCEDURE FINDVARIABLE(FOUllD,ARG,RESULT); 
INTEGER FOUND; 
INTEGER ARRAY ARG,RESULT; 
BEGIN 
EQUATE ARG'WLEN = 2; 
EQUATE RESULT'WLEN = 1; 
EQUATE STEP'SIZE • ARG'WLEN + RESULT'WLEN; 
EQUATE ARG'BLEN = ARG'WLEN * 2; 
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EQUATE RESULT'BLEN = RESULT'WLEN * 2; 
EQUATJ NJ.t'CCJ4PARES • 5; 
<< FOR NJ.t'CC»4PARES: >> 
<< IF TOO LARGE, WASTED TIME; IF TOO SMALL, NO-HITS >> 
« GENERAL GUIDELINE: » 
<< IF NJ.t'CC»4PARES ** 2 IS LESS THAN THE NUMBER >> 
<< OF ARGUMENTS TO BE SEARCHED, THE SEARCH WILL >> 
<< NOT SUCCEED IN ALL CASES >> 
<< IF (MJll"CC»4PARES -1) ** 2 IS GREATER THAN THE >> 
<< MJllBER OF ARGUMENTS TO BE SEARCHED, THERE WILL >> 
<< BE S<JllE WASTED CC»4PUTER CYCLES >> 
INTEGER DSTART,DEllD,POS,DISP; 
BYTE POINTER RESULTB,BARG; 
TOS:•@ARG; 
ASSEMBLE ( LSL 1 ) ; 
@BARG: .. TOS; 
FOUllD: • "NN" ; 
TOS: =@RESULT; 
ASSEMBLE ( LSL 1) ; 
@RESULTB: =TOS; 
TOS:•l; 
ASSEMBLE (LSL NJ.t'CC»4PARES); 
DISP:=TOS; 
POS:•@START'DATA + ((DISP - 1) * STEP'SIZE); 
WHILE DISP <> 0 DO 

BEGIN 
DISP: =DISP /2; 
IF POS >= @EllD'DATA THEN 

POS:=POS - (DISP * STEP'SIZE) 
ELSE 
BEGIN 

TOS: •@BARG; 
TOS:=POS; 
ASSEMBLE (LSL 1); 
TOS: •ARG' BLEN; 
ASSEMBLE ( CMPB PB) ; 
IF = THEN 

BEGIN 
DISP:•O; 
FOUND:• •yy• ; 
TOS: •@RESULT; 
ASSEMBLE (LSL 1); 
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END; 
END; 

TOS: =@DSTART; 
ASSEMBLE (LSL I); 
TOS:=POS+ARG'WLEN; 
ASSEMBLE (LSL I); 
TOS:=2; 
ASSEMBLE (MVB PB); 
TOS: =@DENO; 
ASSEMBLE (LSL I); 
TOS:=POS+ARG'WLEN*2+1; 
ASSEMBLE (LSL I); 
TOS:=2; 
ASSEMBLE(MVB PB); 
TOS:=@END'DATA+DSTART; 
ASSEMBLE (LSL I); 
TOS:=2*(DEND-DSTART); 
ASSEMBLE (MVB PB); 

END 
ELSE 
IF < THEN POS:=POS-(DISP * STEP'SIZE) 

ELSE POS:=POS+(DISP * STEP'SIZE); 

ASSEMBLE (EXIT 3); 
START'DATA: 
« START CONS » 
ASSEMBLE (CON "AB ",0000); << NO PREVIOUS LEN >> 

ASSEMBLE (CON "BB • ,0003); << PREVIOUS LEN 03W >> 
ASSEMBLE (CON ·cc ",0010); << PREVIOUS LEN 07W >> 
ASSEMBLE (CON "CEF ",0025); << PREVIOUS LEN ISW >> 
ASSEMBLE (CON "CEFA", 0029); << PREVIOUS LEN 04W >> 

ASSEMBLE (CON "DE ",0046); << PREVIOUS LEN 17W >> 

ASSEMBLE (CON °DEF ",0048); << PREVIOUS LEN 02W >> 

ASSEMBLE (CON °GHIJ",0050); << PREVIOUS LEN 02W >> 

ASSEMBLE (CON "GHK H • 0060) ; << PREVIOUS LEN IOW >> 

ASSEMBLE {CON "KKL ",0076); << PREVIOUS LEN 16W >> 

ASSEMBLE (CON -1 ,-1 ,0083); << PREVIOUS LEN 07W >> 

END'DATA: 
ASSEMBLE {CON "RESAB " ) ; « OJW » 
ASSEMBLE {CON "RESULT BB " ) ; « 07W )) 
ASSEMBLE {CON "RESULT cc II • ) ; « ISW » 
ASSEMBLE {CON "RES CEF " ) ; « 04W » 
ASSEMBLE (CON "RESULT CEFA **") ; « 17W )) 
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ASSEMBLE {CON "ROE " ) ; « 02W » 
ASSEMBLE (CON "RDEF" ) ; « 02W » 
ASSEMBLE (CON "RESULT FOR GHIJ---- " ); «!OW» 
ASSEMBLE (CON "RESULT FOR GHK .................. • ); « 16W » 
ASSEMBLE (CON "RESULT FOR KKL" ) ; « 07W » 
END; 
END. 

* ************************************************************ 
* ************************************************************ 

<< THIS ROUTINE PERFORMS AN AUTOREAD AGAINST A V/3000 >> 
<< FORM. IT IS CALLED WHENEVER YOU WISH TO HAVE THE >> 
<< SCREEN READ AFTER THE USER HAS HIT A SOFT-KEY AND >> 
<< YOU DO NOT WISH TO FORCE HIM/HER TO HIT "ENTER" >> 
<< TO TRIGGER THE READ. >> 
<< IT IS CALLED JUST AS IF IT WERE "VREADFIELDS" >> 
<< EXCEPT THAT THE NAME WOULD BE CHANGED >> 
<< 
« CALL "Ir+IVREADFIELDS" USING VCONT-AREA 
<< 
<< 
$CONTROL SUBPROGRAM 
<< KEPT AS Il+IREAD >> 
BEGIN PROCEDURE Il+IVREADFIELDS(CONT); 
INTEGER ARRAY CONT; 
BEGIN 
PROCEDURE VREADFIELDS(C); 
INTEGER ARRAY C; 
OPTION EXTERNAL; 
CONT(55).{13:2):=XI; 
VREADFIELDS{CONT); 
CONT(SS).(13:2):=0; 
END; 
END. 

>> 
>> 
>> 
>> 

* 06*******************************************************03 
* ***************************82****************************** ~ 

c.n 
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User Control of Terminal Type Characteristics 

I. INTRODUCTION 

David B. Mears 
Hewlett-Packard Co. 
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When operating a serial I/O device connected to a 
terminal port, there is a set of characteristics, including 
such things as echo and parity, which are collectively known 
as the terminal type characteristics for the port to which 
the device is connected. These characteristics determine 
how the terminal driver will communicate with the terminal. 

Past HP3000 terminal drivers supported a specific set of 
terminal types, each with a different combination of 
settings for the characteristics. The different 
characteristics for each terminal type were achieved by 
checking for specific terminal types at certain points 
throughout the terminal driver code. The only way to add 
new terminal types was to change the driver code in several 
places and recompile. Thus, it was not practical to create 
new terminal types for users who needed something different 
from those already supported. 

With the advent of the Advanced Terminal Processor 
terminal driver, the terminal type-· characteristics were 
consolidated into a table with one entry for each terminal 
type supported. The terminal driver now needs only to keep 
a pointer to the entry for the current terminal type and the 
code can make its decisions based on the values in the 
terminal type entry for that port. However, these entries 
are initialized at system startup from data in the code. 
Thus, to add new terminal types, it is still necessary to 
modify and recompile the code. 

An enhancement to the ATP terminal driver moves the 
terminal type characteristics to a separate table for each 
port and adds the ability to initialize this table. from data 
in a disc file. Several additional terminal type 
characteristics are also added to give a greater flexibility 
to control the terminal port. If a terminal type does not 
exist to meet the needs of a particular connection, a new 
one may be easily created to solve the problem, provided the 
set of characteristics available can satisfy the needs. 



The remainder of this 
type characteristics that 
the terminal driver's 
connection. 

II. FLOW CONTROL 
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paper will discuss the terminal 
are supported and how they affect 
control of the terminal port 

Flow control is the means by which the flow of data 
between the computer and the terminal device may be 
controlled to avoid sending data faster than the receiver 
can handle it. Flow control may be used to control the data 
flow in either direction, and may be implemented by either 
device. The first three flow control mechanisms discussed 
here are used for controlling the flow of data from computer 
to terminal. The last two are used for controlling the flow 
of data from terminal to computer. 

A. EnquiPy/Acknowledge 

The Enquiry/Acknowledge protocol is used by the computer 
to control the flow of data to the terminal device. The 
terminal driver divides the data to be sent to the terminal 
into blocks of a 
certain size. Be-
fore each block is 
sent to the ter­
minal, the driver 
will send an Enquiry 
character. If the 
device is ready to 
accept the block of 
data, it will send 
an Acknowledge 
character back to 
the computer. Upon 
receiving the 
Acknowledge, the 
terminal driver will 
send the block of 
data to the terminal. 
If instead, the 
terminal is not yet 

Ready t.o aand data 

ENQ--7 

~ACK Yea, I'm ready 

Here it la dota --7 

Are you ready? ENQ --7 

Not .ret 

~ACK Now, rm ready 

dota --7 

Figure 1 
Enquiry/Acknowledge Protocol 

ready for the data, it will wait before sending the 
Acknowledge, and the driver will wait for the Acknowledge 
character before sending the data. Figure 1 shows a diagram 
of how the Enquiry/Acknowledge flow control works. 

Included in the Enquiry I Acknowledge flow control is a 
means for the driver to handle the circumstance in which the 
terminal device does not respond with an Acknowledge at all. 
When the driver sends the Enquiry character, it also starts 
a ten-second timer. Ten seconds is considered ample time 
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for the terminal to have processed the previous block of 
data and to be ready to accept the next. 

If an Acknowledge is not received by 't-he driver within 
the ten seconds, the driver will take one of three actions. 
If the assumption is made that the device actually sent the 
Acknowledge but that it was lost or garbled in the 
transmission, the terminal type characteristics can be set 
to have the driver send the block of data anyway. If a 
greater level of verification is desired, the 
characteristics may be set to have the driver send another 
Enquiry to the device and start another timer, repeating 
this action until an Acknowledge is received. The third 
option available is to report to the console that the 
Acknowledge was not received and wait for the condition to 
be resolved and for the device to send the Acknowledge 
before continuing to send data. 

B. XON/XOFF 

The XON/XOFF flow control mechanism is controlled by the 
terminal device. With this flow control mechanism, the 
terminal driver sends data to the device in a continuous 
stream as long as there is data to be sent. If the device 
encounters a situation in which it can no longer accept 
data, it notifies 
the computer by 
sending an XOFF 
character. Such 
situations include 
the device's inter­
nal buffer filling 
up, the device being 
put offline, or a 
printing device run­
ning out of paper. 
As soon as the 
driver receives and 
recognizes the XOFF 
character, it will 
suspend data trans­

Read,1' to oe11d data 

Here lt le 

Here lt le 

data~ 

~ XOFF" 

~XON 

data~ 

Figure 2 
XON/XOFF Protocol 

STOP! 

I need some Ume 

mission to the device. When the device is able to accept 
more data, it will send an XON character to the computer. 
When the XON is received and recognized, the driver will 
resume data transmission to the device. An illustration of 
XON/XOFF is shown in Figure 2. 

When devices are located remotely (such that there is 
normally no one attending the device), a time limit may be 
be set for the device to send an XON after it has sent an 
XOFF. Some conditions are considered temporary, such as the 
device's internal buffer filling up. After some period of 
time, the device will have been able to empty enough 



59 - 4 

characters from the buffer (printing them to the page, for 
example) that it can accept more data and thus will send an 
XON character. Other conditions are considered permanent, 
such as running out of paper, because the device cannot 
accept further data without intervention from an operator. 
In such a case, the time before the device will send the XON 
is indefinite without operator intervention. If an 
appropriate time limit is selected, the device will send the 
XON within the time limit for the temporary cases, but the 
time limit will expire for the permanent cases. When this 
happens, a message is sent to the console to indicate that 
the device needs attention. 

C. Delay 

The delay flow control mechanism is controlled by the 
driver. It is generally used with printing devices that do 
not have an internal buffer for data received. Such devices 
generally require extra time after carriage-motion-inducing 
characters, such as carriage return, line feed, and form 
feed, to physically move the carriage before further data 
may be accepted. With this flow control, the driver will 
wait after sending one of these three characters to the 
device for a specified amount of time before the 
transmission of data is resumed. 

D. Read Trigger Character 

There are two mechanisms that help control the flow of 
data from the terminal device to the computer .. The first of 
these is the read trigger character. 

The terminal 
driver can only pro- Write requeat 
cess a single read 
or write request at 
a time. Sometimes, 
a program will want 
to request data from 
the device. To do 
this, it will issue 
a write request that 

Read request 

DC1 -----? 

~data Device aenu 
inlorm.aUon 

Figure 3 will send a charac­
ter string to the 
device to request 

Read Trigger Handshake 

the information desired. Then the program will issue a read 
request to read the information requested. If the. device 
were to send the data immediately, it is likely the data 
would not be read completely because some of it would have 
been sent before the read request was issued. The read 
trigger character helps notify the device that the computer 
is ready to receive the data requested. When the device 
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gets the request for data, it waits until it has received 
the trigger character before sending the data. The read 
trigger character is sent by the driver after the read 
request has been received and the compltter is ready to 
accept the data. Thus no data will be lost before the read 
has been started. Figure 3 shows the sequence of events. 

E. Block Mode Reads 

Under some circumstances, an application program will 
fill the terminal screen with a menu for data. Within this 
menu, there will be several fields for the user to enter 
data. Once all the 
data has been en-
tered, the user will rm rea~ tor data 
press the ENTER key 
to transmit the data 
to the computer. 
This type of trans­
fer is known as 

Home your cur:sor 

Block Mode, where an Let me ha..., !ti 

entire block of data 
is transferred from 
the device to the 

~DC2 

doto --7 

DC1 --7 

~doto 

Figure 4 computer, as com­
pared to Character 
Mode, where each 

Block Mode Handshake 

['ve eot a lotl 

Here it Is 

character is transmitted to the computer as it is typed by 
the user. An extra level of flow control is added to the 
read trigger to control a block mode transfer. A diagram is 
shown in Figure 4. 

The read trigger character is sent to the device at the 
beginning of the read as usual. For a block mode transfer, 
the user will fill in the fields with the data and then 
press the ENTER key when ready to transmit the data on the 
screen. When the ENTER key is pressed, the terminal will 
send a block mode alert character to the computer. When the 
driver recognizes the alert character, it knows that the 
terminal has a large block of data to transmit. The driver 
can then prepare for the transfer, possibly by sending 
information to the device to move the cursor to the 
beginning of the data to transmit, or allocating a larger 
buffer area for receiving the data. When the driver is 
ready to receive the data, it will send a block trigger 
character to the device. When the device receives the block 
trigger character, it will begin transmitting the data on 
the display to the computer. 
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III. SPECIAL CHARACTERS 

There are certain characters, usually within the 
unprii;itable control part of the ASCII character set, which 
are used not as data but to. control the data passing between 
the terminal and the computer. Three of these characters 
are used to get attention for a console command, to specify 
that the last character input should be deleted, and to 
specify that the entire line entered so far should be 
deleted. There are also characters used to terminate the 
input of a line. of data, and to send a subsystem break 
interrupt to an application program. Other characters may 
be specified to be ignored and not be placed within the data 
passed to the program. · 

IV. STRIPPING OF orHER CHARACTERS FROM INPUT 

At times, some of the special control .. characters do not 
have their normal control functions. Options are available 
to determine if those characters should then be stripped or 
included in the data passed to the program. If the XON/XOFF 
flow control is not enabled, then one of the terminal type 
options allows the user to specify that XON and XOFF be 
stripped from input. If a subsystem break character is 
entered when. subsystem breaks are not enabled, the character 
may be removed from the input stream. If the console 
attention character is entered from a terminal which is. not 
the console, it may be ignored or treated as a data 
character. 

V. CONTROL 

There are some general characteristics which affect the 
control of the terminal port connection. These. are 
described in the following sections. 

A. Echo 

When the terminal is remote, in character mode, and local 
echo is disabled, characters typed on the keyboard a.re not 
placed in the display by the terminal. The computer must 
echo (or send back to the terminal) each character as it is 
received from the terminal for it to appear in the display. 
Everi though each character must travel from the.terminal to 
the computer and back to the terminal, the effect is that as 
characters are typed, they appear in the di~play instantly. 
When it is desired that the characters typed not be 
displayed, such as when entering a password or other 
sensitive information, echo may be disabled. 
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B. Form Feed During Output 

Some devices do not recognize and act upon the form feed 
character in a useful manner. One of the terminal type 
characteristics available specifies that each form feed 
character in the outgoing data stream be replaced with a 
different character. Most often, this character will be the 
line feed character. 

C. Line Feed During Input 

Some devices do not provide an automatic wraparound when 
typing characters beyond the end of a display line. Without 
the wraparound, typing at the end of the line places each 
character upon all previously typed characters in the last 
position of the display line. To resolve this problem, the 
line feed character may be selected as a special character. 
If enabled, receipt of a line feed character will cause the 
driver to echo the line feed, write a carriage return 
character to the terminal, and remove the line feed from the 
input data. The result is to place the device's cursor or 
carriage at the beginning of the next display line. Thus, a 
line may be input that is longer than one display line, and 
will be displayed on more than one line. 

D. Backspace Response 

When a backspace character is entered, the previous 
character is deleted from the input stream. There are 
several options available to reflect this action on the 
device's display. In all cases, the backspace will be 
echoed to the device, provided echo has been enabled. 

The most common response, used with CRT type displays, is 
simply to echo the backspace character. On the display, the 
cursor moves back one character position and is left at the 
character that was deleted. A second option is available 
for a few devices, such as the HP2600, which use the 
end-of-medium character to move the display cursor back. 
With this option selected, receipt of a backspace will cause 
the driver to send the end-of-medium character to the device 
to move the cursor back one character position. 

Two options are available for printing type devices. For 
those devices which are able to move the print head 
backward, an option is available that will cause a line feed 
character to be sent to the device upon receipt of a 
backspace. This causes the print head to be positioned at 
the character deleted, but one line beneath it. As further 
data is input, it will line up properly, but will not be 
overprinted such that it would be unreadable. If several 
consecutive backspaces are entered, a line feed is generated 
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following only the first backspace. If more data is entered 
and then another backspace, another line feed will be 
g.enerated. This keeps the data readable using the fewest 
possible line feeds. For devices which cannot physically 
mo:ve the print head backward, an option is a available in 
which the driver will respond to each backspace by sending 
the device a slash character followed by the character that 
was deleted. This gives the user the best means of knowing 
how many characters have been deleted from the input line. 

A last option is available for use with CRT displays when 
it is desirable that characters deleted from the input be 
erased from the display. With this option, the driver will 
respond to backspace by sending the device a space and 
another backspace. Echoing the backspace received and 
sending the two characters generated results in erasing the 
deleted character from the display, leaving the cursor at 
that position. As part of this option, the driver will not 
echo any backspaces typed when the input buffer i:;; empty, 
but will instead send a bell character to the device. 

E. Parity 

Parity is a means of verifying that data is transmitted 
between terminal and computer without error. The total 
number of information bits transmitted in a character is 
eight. These bits may all be used for the character code 
with two hundred fifty-six possible character codes 
available, or seven bits may be used for the character code 
(allowing one· hundred twenty-eight characters) and the 
eighth bit used as a parity bit. 

If seven data 
bits are used, there 
are four possible 
parity settings. 
The first is "force 
to .. zero. " In this 
option, the parity 
bit is always made a 
zero. With the 
second option, 
"force to one " the 
parity bit is' al~ 
ways made a one. 
The other two op-

Force t.o zero 00100100 

Foroe to one 10100100 

Oclcl parity 10100100 

Even parity 00100100 

Figure 5 
Parity Option Examples 

'*" 
00101010 

10101010 

00101010 

10101010 

t ions are more useful for parity checking. These are odd 
and even parity checking. With these cases, the parity bit 
is set to either a zero or a one so that the total number of 
one bits out of the eight is either odd or even depending on 
the type of parity enabled. Figure 5 shows several examples 
of parity options. 
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The terminal type characteristics allow the choice of 
which parity option to use when the terminal port is 
allocated. This can occur under two circumstances: the 
port is opened by a program running "from a different 
terminal port, or the port is speed-sensed in preparation to 
create a session on that port. When a port is speed-sensed, 
one of two parity options may be selected depending on 
whether the parity bit in the speed-sense character is a 
zero or a one. There are, therefore, three parity options 
(one for opening the port and two for speed-sensing the 
port) to select as part of the terminal type 
characteristics. 

VI. PRINTER CONTROL 

There are two characteristics specifically intended for 
use with printers connected to a terminal port. They are 
the specification of an initialization string for the 
printer, and the specification of "vertical format control" 
character sequences. 

A. Initialization 

When a printer exists in the spooled system printer 
category, different people may use the printer in different 
ways. In order to insure that one user who changes the 
printer characteristics, such as margins, tabs, or print 
density, doesn't affect the next user who doesn't want those 
choices of characteristics, an initialization string may be 
specified that will set up the printer to a known and 
repeatable state which is acceptable to most users. In such 
a state, users need not worry about resetting the device 
themselves. The initialization string is automatically sent 
to the printer by the terminal driver when the port is first 
opened. For spooled printers, this occurs at the beginning 
of every spool file sent to the device. 

B. Vertical Format Control 

Many line printers allow the use of vertical format 
control (VFC) to control the line spacing of output. Up to 
sixteen VFC channels may be supported by a device with each 
channel representing one or more places within the vertical 
page. As an example, one VFC channel might be set aside for 
top of page, another for bottom of page, another for every 
third of a page, etc. Some serial printers, such as the 
HP2631B, allow the use of vertical format control through a 
set of character sequences. To skip to a particular VFC 
channel, the corresponding character sequence is sent to the 
device. Among the terminal type characteristics, there is a 
flag to indicate if the device supports VFC. If it does, 



the character sequences needed are included in 
characteristics. When a program requests the device to 
to a specific channel, the driver will generate 
character sequence needed by the device to skip to 
channel. 

VII. CONCLUSION 

59 - 10 

the 
skip 
the 

that 

This paper has explained the meaning of "terminal type" 
as a set of characteristics which control the flow of data 
between computer and terminal. It has also explained what 
some of these characteristics are and how they affect the 
flow of data. The informed user should now be able to 
configure his devices to operate more efficiently with a 
greater degree of user friendliness. Also, future devices 
released by Hewlett-Packard should be easily configured to 
the system. 



TECH'!ICAL ASPECTS OF Tl!E PRIVATE VOL!J'.·lE FACILITY 

VICTOR MILONE 

PRUDENTIAL REINSURANCE COMPANY 

I. INTRODUCTION. 

The Private Volume facility was implemented at Prudential 
Reinsurance Co. in the 1979-1980 time-frame, Since then, 
improvements in MPE have made the facility more consistent and 
easier to. maintain. Interestingly, many of the techniques employed 
when the facility was first implemented are still useful today, in 
that the system manager can provide a more consistent and versatile 
facility to the users: 

- More consistent, because minimal downtime will occur in the PV or 
system domain as a result of PV usage. 
- More versatile, ~ecause different PV needs can be met across 
multiple computers with a minimum of complications. 

II. 'NE PROCESSING ENVIRONMENT AT PRUDENTIAL REINSURAl!CE CO. 

Various Reinsurance systems written in-house are processed 
locally in Newark, New Jersey. They were written in Cobol-3000 and 
some SPL-3000; they use I!'lAGE-3000 and KSA:·l-3000 and employ VIEW-
3010 and TAPS (by Informatics Inc.) for terminal handling. 

The Systems Division has been in a growth mode for the past 
five years, as follows: 

1. Gradually upgr?.dcd fro:n one HP-3'.JOO Series II computer to two 
Series 54 computers. (DS-3COO will be used in the near future.) 
2. Communication circuits nre b~ing leased fro:i1 the Ilell Co. to 
provide world-wide terminal access to the hosts in Newark. 
3, On-line disc capacity has increased from roughly 150 megabytes 
to 3,120 megabytes using HP 7933 and 7925 disc drives. 

Private volumes are now used extensively. Their usage has increased 
from one 7925 spindle and volume to ten spindles and roughly 22 
volu:nes. 

~ In production, PV's handle large batch production and archived 
source code. 
- In application develop:nent, ?V's 11<mdle l:Jr~e test files that 3re 
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infrequently ~ccessed. 
- In operatio:-is and tech su;Jport, PV' s handle the ~.;p:: account 
structure, the User Contributed Library, other special tools, and 
file transfer between computers. 

III. GUIDLINES TO IMPROVE USE OF THE PV FACILITY. 

Two areas in particular should be carefully managed in order to 
optimally utilize the PV facility. The primary area is correct 
maintenance of the system and PV domain directories. The second 
area is to define standards for mounting and dismounting PV's in a 
busy environment. !f these areas are handled incorrectly, than (1) 
the support staff will spend unecessary time maintaining the 
facility in the face of outages and requests for PV's; (2) users 
will hesitate to use PV's due to loss of data integrity and 
inconveniences. 

One unified set of streams should enable directories in both 
domains to be maintained without co:nplications. The streams should 
exhibit the following characteristics: 

1. The system mnnager can regenerate all directories for both 
domains on any computer by initiatinc a minimum number of streams. 
2. All streams for both domains across all computers should reside 
in one group for quick modifications. 
3. The Account Manager concept can be employed without sacrificing 
S'.'i capability or disrupting the environment significantly. 
4. Any account can be regenerated without regenerating other 
accounts unnecessarily. 
5. PV's should be selectively executable on the appropriate 
computer(s). 

A. Orgnnization of the job streams (Fi~ure A). 

In an environment where directories need to be maintained across 
multiple computers which are in close proxi:nity to one anot!1er, the 
streams should reside on a PV for transportability. This permits 
account structures which are identical across computers to be 
naintained in one file rather than many. In Figure A, the system 
domain is represented on the left, PV1 in the center, and PV2 on the 
right. The organization of five streams is shown for two types of 
accou:-its: Account #1 maintains some groups on the system do:nain and 
some on PV2; Account ~12 maintains groups on PV2 only, All the 
stre3mS reside in one group on PV1. The arrows in Figure A indicate 
which domain(s) the entries point to. The five streams perform the 
following functions: 

1. T~12 'Syste:n D0m2in Control Stre~m1' d·~fin~s :Jl1 ac~ou~ts thBt 
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reside in the system domain of one co~puter. It then initiates 
streams at the Account Manager level to build each account's groups 
and users. If the entire system domain directory nec"ds to be 
regenerated for one computer, the system manager would mount PV1 and 
stream the 'System Domain Control Stream. ' This and the account­
level streams it initiates would then regenerate the entire system 
domain directory for the one computer. Since this control stream 
does not handle PV's, they need not be mounted and dismounted during 
the regeneration. One of these control streams would exist for each 
computer. 

2. The 'PV2 Control Strea'll' defines all accounts that are bound to 
PV2 only; this stream is executable on any computer. It too 
initiates streams at the Account Manager level to handle its groups. 
One of these PV control streams would exist for each PV regardless 
of the computer(s) it executes on. TI1e system domain maintains 
entries for Account #2 which is bound to PV2. 

3. TI1e first 'Account 111 Strea:n' defines groups and users to the 
system domain only. Since the account is built by the •system 
Domain Control Stream,' this organization effectively divides the 
System ~lanager and Account :1anager functions, so the Account Manager 
need not possess SM capability to maintain his account. But if the 
system manager needs to .regenerate the directori·2s in both domains 
of any computer, he need not individually stream each account-level 
stream, since they are initiated from either a system domain control 
stream or from a PV control stream. Also, if the groups and users 
for one account are identical across multiple computers, only one 
account stream need exist, since it may be initiated from any number 
of control strea"lls. 

LI The second 'Account 111 Strenm' defines all groups in Account 111 
that are bound to PV2. Here too, the system domain maintains 
entries for tha groups, all of which arE' bound to PV2. If other 
groups from the same account are to be bound to different PV's (say 
PV3), then 8not!1ar Account 1!1 Strea"ll ~.iculd be r2::iuired for this, ;;nd 
so forth. If the Account Manager must change some group attribute>s, 
!1e cnn change the appropriate strenm, mount the PV to b:; opr::rate:! 
on, and then initiate the one stream which would regenerate all 
groups for that account on the one PV. 

5. The 'Account 112 Stream' exemplifies a situation, where all 
groups for Account fl2 exist on PV2. The st.ream, therefore, <:1ssigns 
the users to the system domain in addition to binding the 
nppropriate groups to the PV. 

S. Syntax of the job stre~ns (Figures B & C). 
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Two conditions may exist when maintaining account structures: 
An entry is being created new, or an existing entry is being 
modified. In either cas~, the streams should S3tisfy both 
condi:.ions without having to be rerun or modified. In the case of 
PV's and depending on the health of your system, entries may or may 
not exist in the PV or system domain. The streams should handle 
these possibilities as well. 

The general flow of the- 'PV2 Control Strea:n' (Figure B) is to 
define the volume set, define the accounts, and initiate the 
account-level streams. The following five commands define the 
sa~ple stream in Figure B. 

1. 'NEWVSET PV2 ••• ' is here in case an outage corrupts the syste:n 
domain directory; it is also useful if volume class assignments are 
frequently changed. The PV should be logically dismounted for 
'PURGEVSET ••• '; earlier versions of MPE had problems with a 
logically mounted volume. Another precaution is to turn VMOUNT OFF 
before purging the volume set. 

2. 'ALTACCT SYS;VS:PV2.PUB.SYS:SPAN'. ';l.1hen an account already 
contains groups in the system domain, it is only necessary to SPAN 
the account to the PV. 

3. 'NEWACCT ••• ' , 'ALT ACCT ••• ' , 'ALTACC'I' ••• ' • These three corr.mands 
insure that the system and PV domain directories will be identical. 
If the account already exists, NEWACCT will be sl<ipped; if not, the 
account will be built new. In any event, the two succeeding ALTACCT 
commands should never be sl<ipped; they insure that both domains 
re:nain identical. Notice the absence of CONTINUE statements here. 
The directories should be identical in each domain, because from one 
version of MPE to another it is not clear which system domain 
attributes the SPAN parameter posts to the PV directory. Thus, 
'ALTACCT X;VS:PV2.PUB.SYS:Jl.LT' modifies the PV diriectory. 
Similarly, the 'ALTACCT X' without any VS parameter modifies the 
syste:n do:nain directory. 

In 1930, certain variants on t~1is flow of comman:!s would destroy 
parts of t:1e system domain dir::~ctory. A 'NEWACCT X;VS=PV2:SPA:l' 
succeeded by two 'ALT,\CCT X;ACCESS:;VS:PV2:ALT' com:nan'.ls w2s 
especially devastatins, especially with the ACCESS parameter 
preceding the VS parameter. Equally devastating was an 'ALTACCT 
X;VS=PV2' command without a SPAN or ALT para'lleter. 

4. 'STREJl.M JPV2SYS' initiates the Account-level strca:ns which 
define the groups <:ind users in the SYS account to be bound to P1J2. 
It could conceivably be delegated to an Account Manager. If this 
occured, the strea:n •..:ould probably reside in a different group for 
security reasons. 

5. 'TELL ... ' is very useful, because th:: output need not be proof-
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read, if the messaf,e comes to the screen. 

The synt2x of '.:.he 'Accou!'lt 1.12' stream (Figure C) is simil<T to 
the 'PV' control stream descibed above, except that it applies to 
the group-level entries instead of the account-level entries. Tne 
corrmands follow the same pattern of SPANS and ALTS as the PV Co!'ltrol 
stream. Since there are no system domain groups for Account #2, all 
users are defined at the end of the stream and are assigned to the 
system domain. User entries do not exist in PV directories. 

c. Standards to mount and dismount private volumes. 

Frequent PV mounts and dismounts invite trouble due to excess 
contamination entering the disc compartment. But since a certain 
number are inevitable, certain guidelines can minimize problems. 
The main guideline is to enter the correct com.mands in the correct 
sequence. Operator UDC's can greatly expedite the following 
sequence: 

1. VSUSER 
2. SHQ',JJOB can help determine whether any users are implicitly 
mounting or dismounting a PV. 
3. DISMOUNT PV2 from any PV sessions. 
4. LDIS:-IOUNT PV2 
5. DSTii.T 
Do not assume the logical dismounts were successful. 
6. Dmm LDEV# 
7. DSTAT 
3. Spin down device. 
9. Physically dismount volume. 

The sequence to mount a PV is essentially the reverse of the 
above. If MPE does not recognize a volume, switch the PV 'off' and 
then 'on' to cause a recognizable IO interrupt. Th·::>re nre certain 
clarifications to be :nade in the above sequence of commands: 

- It is unnecessary to turn V:'.OU!!T OFF'. 
- There is no 2.dvantage in spinning down the drive before DO'inling 
the device (step 6). 
- LDISMOUNT There is a possibility that the moment after DSTAT 
(step 5), a user may logically mount the PV. 

IV. PRIVATE VOLU:,'.E DISC ERRORS. 

PV disc errors can be caused by :1:?.rdware, media, or power 
proble:ns. They typically are not ;,!PE problems. The diilgnosis is 
diffict.:l t, becCJusc all three problems :::re ;n3nifest2d sbiiL::rly and 
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can occur intermittently. Unfortunately, such problems typically 
result in long periods of down-time for diagnosis and resolution. 
Resolution often requires a full Reload, if the system domain was 
corrupted. 

A. System do;nain disc errors. 

Disc errors on portions of the system domain directory which are 
spanned to PV can cause a PV directory problem when attempting to 
access a PV file. In this case, try to purge the system domain 
entries. If the purge fails and other areas of the directory are 
corrupt, then a Relond is inevitable. The PV(s) will have to be 
regenerated after the Reload, although the PV data should be intact. 

B. Types of private volume disc errors. 

PV disc errors can occur in the PV directory, the Free Space 
Table, the user file area, or any other areB of disc used by MPE. 
The servo code (on one pCJrticular face of a platter) may also have 
been corrupted due to age or conta11ination. An interactive LISTF,2 
of the entire PV will indicate which file labels have been 
corrupted. Corrupted labels will show up scrambled on the screen, 
as each one is opened and read. A batch LISTF,2 will not 
nec.essarily indicate all corrupt file labels as an interactive one 
will. Similarly, any utilities such as Pvinit which print a 
formatted listing of the system tables will quicl<ly indicate whether 
they have been corrupted. If any have, then the PV must be rebuilt 
with Pvini t, the accounts reset with the strea11s discussed above, 
and a PV Restore performed. 

C. Causes of private volume disc errors. 

To determine whether the disc errors were caused by hardware, 
media, or ?OWPr problems, CE diagnostic techniques should be used. 
T!1ese include the stand-alone diagnostics, memory dumps, and log 
lists; .th2 Systems : ables Reference Manual and CE diar,nostic 
handbool<s can be used to decode the relevant status codes. You will 
fin:! a surprising similnrity in the format of most device st."ltus 
codes, since they were obtained from the Device Information Table. 
Even the memory dump is not impossible to interpret, once you are 
familiar with the status codes. This type of diagnosis can save 
critical down-time when determining the type of problem. 

Media problems can be minimized by k,eeping line printers away 
from PV spindles and .from minimizing physical mounts to avoid 
contamination. Due to calibration tolenmces which vary from disc 
spindle to spindle, a PV volume with bad m·edia may t-1ork on one PV 
spindle but not on another. 

Power problems can be mini'Tiized by insuring that your drives are 
powered through an appropriate isolation transformer. 
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V. PERFORM.IH!CE OF PRIVJ\TE VOLU>1ES (Figures D & E). 

An itnporta!'lt perforrn2nce characteristic of PV' s is that the ti:n<? 
raquired to access PV files is similar to th2 time requirej to 
access system dom2in files. However, PV files take si::i;nificantly 
longer to open t:12n system domain files. The improvement pert'-lins 
to the way in which !·1PE traverses from the syste'n domain directory 
to the file index on the PV. When the file is first opened, the 
group directory entry in the system domain points to the group 
directory entry on the PV am1 then to the file index. After the 
first open, however, the group directory entry in the system domain 
points directly to the file index on the PV; th-e sroup entry on the 
PV is ignored. For infrequently opened files, this mal<es PV file 
access time similar to system domain file access time. This means 
that for files that are infrequently opened, performance in the PV 
domain should be similar to perform;mce in the system domain. 

The fin&l two figures, from Hewlett Packard, indicate the 
similar access times fo:- PV writes (Figure D) and system domain 
writes (Figure E) in tests under constant conditions. In migrating 
applications to PV's, we have not noticed appreciable degradations 
in access times or in total execute times. 

VI. CO'.!CUJSIO'.!. 

The conclusion based on several years experience with the privats 
volume facility is that for a growing computer division, PV's ::idd 
significant flexibility and :nuch needed disc c:ip:Jcity to 8 mul:i­
processor environment. However, to fully utilize this potenti2l, 
'.:.he fa:oility should be carefully managed using guidlines such ;:is the 
above. Further improvements should be obtainable through careful 
study and experimentation wit'.1 the facility. 
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ORGANIZATIO~! OF THE JOB STREAMS Figure A 

********* 
*SYSTEM * 
*DOMAIN * 

**************************************** 
* PV1 * 
* * 

********* 
* PV2 * 
* * *------ !! !! ++++++Ill II I I I I Ill++++++++++++++++++!! l! !! 

* * * + System Domain Control Stream + * * * 
* * *+ +* * * 
* * * + System Manager log-on + * * * 
* <---*--*-+- Builds Account #1 in sys domain + * * * 
* ·<---*--*-+-Builds other sys domain accts + * * * 
* * * + Stream 'Account fl 1 Stream' + * * ~ 
ll !! l! +++II II II I II I I II II ++++++++++ II II II II l! !! !! 

* * * * * !! 
l! l! !! 111111111111111111111 Ill II++++++++++!! l! !! 

* 11 * + PV2 Control Stream + * * * 
* * *+ +* * * 
* * * + System :·tanager log-on + * * * 
* * * + Binds Account #1 to PV2 --------+-*--*---> * 
* <---*--*-+- Builds Account #2 on PV2 -------+-*--*---> * 
* * * + Streams 'Account #1 Stream' + * * * 
* * * + Streams 'Account ff2 Strea.~' + * * * 
!! * l! ++++++Ill II I I I I 111++++111111 Ill+++++!! !! !! 

* !! * * !! * 
* * *+++111111111111+++++1111111111111111 * * !! 

* * * + Account 111 Stream + * * * 
* * *+ +* * !! 

* 
* 
* 
* 
* 
* !! 

* 
!! 

* !! 
!! 

* * + Account Manager Log-on + * * 
<---*--*-+- Builds groups and assigns users + * * 

1 * + to system domain + * * 
!! !! I I II II I I I I II I I I I I 1++++11 Ill I II++++++!! !! 

!! * !! * 
* *+++++++tlltlllllllllllllllllllllllll !! * 
* * + Account # 1 Stream + * * 
* * + + * * * * + Account !·1anager log-on + * * 

<---*--*-+- Builds other gro~ps; all on PV2-+-*--*---> 
!! !! ++++++++++++ I II II I I I II I II II II II II +++ !! !! 

* * * !! 
!! l! +++I I I II I I II II I I I I I I I I I I I+++++++++++!! !! 

* * + Account #2 Stream + * * 

·'! 

* 
* 
!I 

* 
* 
* 
* 
* 
* !! 

* 
* 
* * * *+ +* * * 

* * * + Account Man;:iger log-on + * * * 
* <---*--lf-+- Builds all groups on PV2 -------+-*--*--> * 
* <---*--*-+- Assigns all users to Account #2 + * * * 
* * ·l! + in system domain + * * * 
I! !! * I II I II II I +++++ I II II II II I++++++++++++ II * * 
********* **********************************~***** ***•***** 
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PV2 CONTROL STREAM FIGURE B 

!JOB JPV2CNTL,HANAGER.SYS,PV2GROUP 
!DSTAT 
! CONTINUE 
!DISMOUNT PV2.PUB,SYS 
IDSTAT 
!CONTINUE 
!PURCEVSET PV2 
!CONTINUE 

l!NEWVSET PV2. j MEMBERS• PV2:HP792S 
IDSTAT 
!MOUNT PV2.PUB.SYS 
!DSTAT 
!CONTINUE 

l!ALTACCT SYS VS• PV2.PUB.SYS:SPANI 
!CONTINUE 
INEWACCT ACCTTWO,HGR VS • PV2.PUB.SYS·SPAN 
!ALTACCT ACCTTWO J VS • PV2.PUB.SYS:ALT & 

PASS• & 
! FILES • 150000 ; ACCESS = & 
I CAP • AM,AL,GL,UV,ND,SF,IA,BA,PH,MR,DS,PM 
!ALTACCT ACCTTWO ; PASS• & 
I FILES • 150000 ; ACCESS • & 
! CAP • AH,AL,GL,UV,ND,SF,IA,BA,PH,DS,MR,PM 
!COMMENT 
!CONTINUE 
!STREAM JPV2SYS.PV2GROUP 
! CONTINUE 
!STREAM JACCTTWO.PV2GROUP 
!TELL MANAGER.SYS JPV2CNTL IS COMPLETE I I 
!EOJ 
I 
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ACCOUNT 12 STREAH 

!JOB JACCTTWO.HGR.ACCTTWQ 
!DSTAT 
IHOUNT PV2.PUB,SYS 
!DSTAT 

FIGURE C 

!CONTINUE 
!ALTGROUP PUB ; vs • PV2.PUB.SYS1SPA~ I 
!ALTGROUP PUB J VS • PV2.PUB.SYS ALT• & 
I PASS• ; & 
I FILES • ; ACCESS • J a. 
! CAP • IA,BA,PH,DS 
!ALTGROUP PUB ; PASS• ; & 
I FILES • J ACCESS • J a. 
I CAP • IA,BA,PH,DS 
!CONTINUE 
!NEWGROUP DATA VS • PV17,PUB.SYS:SPAN 
!ALTGROUP DATA ; VS • PV2.PUB.SYS:ALT; & 
I PASS• ; &. 
I FILES • ACCESS • J & 
! CAP • IA,BA 
! AL TGROUP DATA ; PASS• & 
I FILES • J ACCESS • & 
I CAP • IA.BA 
!CONTINUE 
!NEWGROUP 10B ; VS • PV2.PUB.SYS:SPAN 
!ALTGROUP 108 J VS • PV2.PUB.SYS:ALT; & 
! PASS• ; & 
! FILES • J ACCESS • J a. 
! CAP • IA,BA 
!ALTGROUP JOB ; PASS• J & 
! FILES • ACCESS • J & 
!ALTUSER MGR J PASS• ;HOHE•PUB J & 
I CAP • AH,AL,GL,UV,IA,BA,ND,SF 
!CONTINUE 
!NEWUSER DB 
!ALTUSER DB ; PASS• 1HOHE:aDATA & 
I CAP • IA,BA,ND,SF,LG,UV 
!TELL HANAGER.SYS 1ACCTTWO IS COMPLETE 
!EOJ 

/ 
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Buffers: 

Test #: 
1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

Ave-rage Time 

PRIVATE VOLUMES 
5000 \.Jri tes 

(Hewlett Packard) 

2 4 

23917 36693 

35796 35795 

35797 35796 

35797 35795 

35796 35796 

35797 35795 

35796 35796 

35797 35796 

35797 35795 

35796 35796 

34608 35885 
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Figure D 

6 8 

36692 36691 

35795 35794 

35795 35795 

35950 35794 

35795 35794 

35795 35794 

35795 35794 

35794 35795 

35795 35794 

35795 35794 

35900 35883 



Buffers: 2 

Test #: 
1 23288 

2 35419 

3 35485 

4 35418 

5 35419 

6 35419 

7 35419 

8 38375 

9 36063 

10 35419 

Average Time 34572 

SYSTEM DOMAIN 
5000 Writes 

(Hewlett Packard) 

4 

35645 

35685 

36018 

35417 

35641 

35640 

35684 

35418 

35418 

35529 

35519 

6 

35668 

35418 

35417 

38307 

35996 

35728 

35417 

35417 

35417 

35417 

35820 
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Figure E 

8 

35667 

35505 

35416 

35417 

35417 

35416 

35416 

35416 

35639 

35417 

35472 



A Name Indexing Subsystem for User Applications 
Vaughn E. Minton 

Introduction 

Third Judicial District Court 
Topeka, Kansas 
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Robert Womack outlined the following attributes which a 
name search technique should employ: 

1) the ability to search on a partial or 
incomplete name 

2) the ability to operate upon or display to a 
terminal user a group of similar names 

3) the ability to search by a phonetic key 
4) suitability for implementation using Image/3000 

This author will explain how the Third District Court 
adapted the name indexing subsystem to their particular 
needs and will also add the following attributes to the four 
mentioned above: 

5) the ability to find the person's (or entity's) 
case relationship 

6) the ability to have multip.le addresses and 
determine which is the primary.address 

7) the ability to have multiple names (or AKA's) 
for a given name 

8) the adaptability of the name indexing subsystem 
to VIEW/3000 (or V-Plus) 

Every on-line system will at one point in time require 
the ability to have the user type in a given name and 
determine if the name exists in the name data base. The 
designer now must make the decision of "How do .I search the 
name data base for this one given name and how do I allow 
for incorrect spelling of names?" The Third District Court 
faced the same decision during the design of its first major 
on-line system "TRAMS". Because of this system's dependency 
on the user to enter a given name and retrieve the traffic 
case associated with that name, the designer's, Robert 
Womack and Robert Garvey, incorporated the first four 
attributes into the development of "Name Family." 
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Traditional Name Family 

"Name Family", a generalized name indexing subsystem, 
allows the user to type in a name using View/3000 and 
determine if the name exists or should be added to the name 
data base. The logic for this procedure is as follows: 

Image/3000 

enter name 
edit name 
if no name exists 
• enter name 
if more than one name matches search criteria 

display names 
if name selected 

update name 
else 

•• enter name 

At first glance one will notice that the logic makes 
many assumptions. The first being that the system will 
incorporate View/3000 and lmage/3000. By using lmage/3000 
the system must use some sort of a phonetic encryption 
algorithm to search for the names with a minimum of overhead 
on the 3000 and yet still a·llow for operator spelling 
errors. This "soundex" algorithm simply stated will take a 
name and return a soundex key; normally 6 bytes long. This 
key becomes the primary path in a detai 1 set to allow the 
program to select the names that closely match the given 
name. This name selection process can al so be more 
selective using a comparison technique to bring up the names 
that more closely match the given name. Mr. Robert Womack 
explains this process in greater detail in his paper 
presented at the Orlando, Florida conference. Other 
delimiters may be added to the matching criterion in order 
to more closely identify a range of names. As an example, 
the date .of birth may be used to separate two names which 
are identical except for the personal descriptors. The 
following figure outlines the relationship between the 
soundex master and the name detai 1 set. 

• Phonetic • 
Code • • •••••••••• • • • • • • • • • 

• (Auto).-----------------------.... ;..... Name Detai 1 
Primary Key: Phonetic 

.Code 

Figure 1. Phon.eti"c Key and Name Set Relationship. 
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MINTON,VAUGHN,E, 
MINTON, VAUGHN,, 
MINTON, V,, 
MINTON,,, 

Entity Control Block 
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more specific 

more general 

With the birth of more complex systems at the Third 
District Court (and yes, more sophisticated users), the need 
to track roles that people have in a case and their 
relationship to that case became apparent. This role, the 
part played by a person in a particular case, may or may not 
be unique in all systems. For example, in the Court's 
Intake System roles are defined as "mother, father, brother, 
sister, client, etc." while in the Court's Clerk System the 
roles are far more complex as "first defendant, second 
defendant, attorney for first defendant, etc.". Please note 
that one and only one role may be defined for a particular 
case, but a person may have multiple roles in that case. 
The following example helps explain role relationship. 

MINTON,VAUGHN,E, 
MINTON,VAUGHN,E, 

attorney for 1st defendant 
attorney for 2nd defendant 

Once the r o 1 es f or a par t i cu 1 a r s y s t em have been 
defined, the designer must determine how to connect this 
role to a particular name for a particular case. The Third 
District Court utilizes a detail set entitled "ECB" (Entity 
Control Block) which contains the person's unique system 
sequential code, the case number and the person'.:; r;,le for 
that case. With the use of the ECB set the designer can now 
rapidly determine the person's role in a case and use that 
relationship as criterion for name selection. The reader 
should make careful note that the ECB set will enable the 
designer to list all people associated with a particular 
case and their role relationship, and on the other side of 
the coin, list all the cases associated with a particular 
name and the role relationship for each case. 

The Third District Court enhanced the concept of roles 
by not using the alphabetical name of the role, but by 
assigning that role a unique alphanumeric code based upon 
the name of the role. The following role breakdown 
demonstrates the role name relationship. 
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The designer must also determine what information 
should be incorporated into the name data sets. The 
information stored in the name sets should be enough to 
fully describe the name, but also not too much to degrade 
system performance. Try to determine which information will 
be consistently updated and determine which information can 
be displayed with the name with minimal I/0 thru Imllge. The 
following list shows an example of the data stored in the 
name set and address set. The name set would not include 
any address information because this information need only 
be required at the time of update. The name will be 
required multiple times through out the name selection 
process. Also in many external routines, the name may be 
required while the address information not be. 

1. Name set 

2. Address set 

View/3000 

soundex key 
system identification number 
name (50 bytes long) 

system identification number 
street address 
city 
state 
zip 
telepone number 

In the traditional approach a screen can be designed 
for the entering of the search name and .other ap:.>ropriate 
personal descriptors. If several names match the search 
criteria, then a second screen replaces the first which will 
list up to ten names at one time for the user to make a 
selection. If more than ten names, then the user may view 
additional names' by hitting the proper function key 
signaling the program to either list the previous ten names 
or the next ten names. Upon the select ion of a name, a 
third screen replaces the second which displays the name 
selected with all the related personal descriptors. At this 
point the user has the option to update the information or 
simply confirm the existing information as being correct. 

The name entered on the screen must be edited with the 
format "last name,first name,middle name,suffix," with no 
exceptions allowed. Only the last name must be filled in in 
its entirety as the first, middle and suffix may be dropped 
for a more general name search. The external procedures for 
the "soundex" and "comparename" routines require this 
format. Do not despair, users will easily adapt to this 
method of entering names. The following example shows the 
generality of the name search technique. 



00101000 
001 

01 
00 

0 

first party defendant 
number of parties 
role code for defendant 
subcount 
abbreviation for defendant 
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In addition, this alphanumeric role serves the purpose 
o f a s o r t i t em i n t ha t f ewer h i ts to the ECB s et were 
required to get the more frequently used roles. In this 
manner if all the first parties for a case were required to 
be listed, the program would select the entrie.s in the ECB 
until the party count for defendants changed. The following 
list of roles will help to clarify this procedure. 

00101000 
0010101D 
0010300P 
0020100D 

first defendant 
first defendant subcount one 
first plaintiff 
second defend~nt 

In our example, only three hits to ECB set would be 
required to retrieve all the first parties in the case. 
This author cautions the reader that although this technique 
allows for fast retrieval of information, an expensive 
overhead cost is involved. 

The ECB set becomes then the "Heart" of the system. 
Not only is the ECB set important to the name indexing 
subsys tern, but other programs make full use of the set's 
capabilities. The Court's document print process relies 
completely on the roles stored in the ECB set. Separate 
external subprograms control the. entering and updating of 
the roles in the ECB set. Prior to the entry of a role, the 
ECB is searched to determine if that role already exists, in 
which case the user is prompted to change the role or quit. 
As stated previously, expensive overhead but necessary. 

Alias Names 

Not every person identifies himself/herself by their 
proper name(ie, Bob, Robert; Jim, James; Sandy, Sandra; 
Betty, Elizabeth). As a result, the name given may actually 
be s t o r e d i n t h e name d a t a b a s e w i t h o u t t h e u s e r ' s 
knowledge. Thus, the user should be able to search on more 
than just one name at the same time. In other words, more 
than one name may be connected together and point to the 
same person resulting in alias names. In this manner, the 
user could enter "JONES,JIM,," as the search name and be 
able to locate the proper name which c.ould be 
"JONES,JAMES,,". 
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As an example, in the Court's Intake System, the 
el ientele includes juvenile offenders which result in more 
colorful names such as "SUPER FLY" and "SHADY LADY". With 
alias name capabilities the user could enter this nickname 
and locate the person's proper name. The user would also 
have the ability to inquire, add, update or delete alias 
names. 

Under· normal usage the user wi 11 only need to loea te 
the "master" name for an individual. Because of this 
requirement, a sort field must be added to the name set. By 
using the codes 11HS 11 for the master name, "IS" for alias 
names and blanks for no alias names, the designer will be 
assured of always retrieving the proper name with only one 
hit to the name set. Each name entered then under the alias 
name program will have its own soundex and will share the 
same identifying number. 

Address Control Block 

Even as a person may have more than one name, that srune 
person or any person may have multiple addresses. Utilizing 
this concept the address set must be changed from a manual 
master to that of a detail set. By incorporating this 
technique into the name family schema, the changes are 
minimal. The operator would have the option to add or 
update the addresses in the address set. 

However, this is not the normal procedure. In a court 
case at the Third District Court, the client may have 
several addresses with only one being the primary address. 
A defendant may give both his home address and work address 
for a particular case. In order that documents be sent to 
the correct address, the system must properly track the 
address pointers. This procedure can be accomplished by 
u t i 1 i z i n g an add r e s s con t r o 1 b 1 o ck ( ACB ) t o s tor e t he 
pointer to the address entry and the proper case numbers. 
Each address entered will have a pointer to this ACB set; 
the ACB set will then point to the case master. 

During the document request process, the user looks at 
al 1 the addresses for the name, then selects the address for 
the document. Since the address pointer is passed back to 
the calling program, this calling program will be able to 
locate the proper address. If no pointer is passed then the 
system uses the 11 default 11 address. Since addressess are 
case specific, a person can have multiple addresses for 
multiple cases. 

Because of this importance placed on the ability to not 
only add addresses, but more particularly to update an 
address, a separate program was written to determine if that 
address could be updated. At the court the operator did not 
have the authority to change the address for a person in a 
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case unless that change was authorized by a lawyer or judge. 
Even then the same person could be related to another case 
and might need to have the adddress in that case stay the 
same. In other words, if a person has more than one case 
connection, then the user must not change that person's 
address. Only a new address may be added along with a 
pointer in the ACB set connecting the name and address. In 
addition to the entering of the address, the user is 
prompted to determine of the address should become the 
primary address for that case. If not a primary address, 
then is the address permanent or temporary. A separate 
batch program goes through the ACB set on a periodic basis 
to delete the temporary addresses. 

VIEW Interface 

Up to this point, this paper presented a name indexing 
system that required three screens in VIEW. As the 
complexity of the systems increased, the decision was made 
to condense those three screens into one. As a result of 
this move, the user could type in a name and without having 
the screen flip be shown a list of names that come close to 
matching the search criteria. This conversion takes place 
by checking the next form name and current form name in the 
comarea passed between the programs. This simple move not 
only added convenience for the user, but at the same time 
reduced overhead performance on the 3000. Since the same 
screen is shared by several programs, many of the screen 
edits are done by the programs. 

Each program utilizes the eight function keys and 
re-defines them for each particular aspect of the name entry 
process. This author highly recomnends this process because 
it increases the capabilities of VIEW. This author also 
encourages the use of the auto-read capabi 1 i ty in view in 
order to read the screen contents when a function key has 
been pressed. 

Dynamic Subprograms 

At the Third District Court the name indexing subsystem 
utilizes some fifteen programs both in the USL and SL. The 
programs compiled into the USL should be those that are 
unique to that particular system. Those in the account SL 
(i.e. soundex routine) can be shared by multiple systems. 
Currently, all the programs for the name indexing subsystem 
are written in SPL. This has allowed the author to fully 
utilize the system intrinsics as well as adapt more easily 
to external subprograms. Also the SPL code produced smaller 
compiled code segments which results in a smaller stack 
requirement by the 3000. This enhanced system performance 
by reducing the amount of swapping done on the code segment. 
Remember that on the 3000 the code segment may be shared by 
several users while the data may not be shared. The 
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advantage being that with multiple users MPE will not have 
to make the code segment an overlay candidate since on the 
average at least one user will be accessing that code 
segment. Because name family utilizes one main block of 
subprogrms, this author compiled this main block into one 
segment in the USL. This resulted in faster response time 
because intra-segment transfer requires almost four times as 
less time than does inter-segment transfer. 

Because the name family subsystem consists of several 
small dynamic subprograms, entry into the name family 
process can be accomplished at more that one level. The 
"call" to name family then becomes either "loud" or "quiet". 

Calling name family "loud" would require that the name 
screen be retreived from the forms file, initialized, and 
displayed for the user to enter the search name. Once the 
initial download of the screen has been accomplished, the 
other name family programs need not repeat the same process. 
In short, why retreive a screen when that very screen is 
already displayed for the user? 

In another perspective name family has multiple levels 
of execution. This process works in conjunction with the 
"loud/quiet" philosophy. A system flag passed amoung all 
progrruns in the system tells name family where the entry 
point should be and the "loud/quiet" status. One 
application may pass name family the search name while a 
call from the Main Menu would require name family to present 
the screen 'for the entering of the search name. In some 
applications, during a "quiet" call to name fa;ni ly, th~ 
screen may never change since the name search techniques 
work in the background. 

Conclusion 

In conclusion this author would like to emphasize that 
each analyst should carefully define their own name indexing 
problems. At the Third District Court there are six major 
on-line systems utilizing name family, but only two of them 
have an identical name indexing subsystem. During the 
system desing phase, the name indexing requirements were 
outlined so the name family code could be converted to meet 
those requirements. In this way the ECB and ACB were 
developed. The concept of the ACB required the talents of 
four analysts and almost an entire week of brainstorming to 
weigh the advantages and disadvantages of each technique. 
Use only the programs and techniques required. 

Currently, the "Modern Name Fami 1 y" consists of one 
view screen, a separate name data base, and all support 
programs written in SPL. This version can be adapted to 
almost any on-line system with very little conversion code. 
As with any data base, the DBUNLOAD/DBLOAD utilities should 
be used periodically. 



61 - 9 

If the proper guidlines have been established and 
followed without exception, then name family will become a 
valuable asset to any on-line system. 
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Using VPLUS as a Driver For 
Computer-Assisted Instruction 

Ronald D. Moore 
Hewlett-Packard, Rolling Meadows, IL 

INTRODUCTION 
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.Most of my adult life has been in the classroom or in an 
educational environment. As an educator I was continually 
searching for techniques to enhance the learning process in 
my classroom. As a student I was pursuing a master's degree 
in computer science, and was .told that to complete .. my. degree 
I had to write a thesis. I didn't want to write on a topic 
that had no meaning to society, no meaning to the general 
public, no meaning to anyone except the professors on staff 
who would tile the thesis in a bookcase to collect dust. The 
teacher, the rebel, the inventor and the desire to contribute 
within me forced me to write on a topic that I had to 
persuade the faculty to accept. I wanted to write on a topic 
that would help my students, one that would contribute to 
society and one that would satisfy the computer science 
faculty. The topic was the marriage of computer technology 
and education, which produced Computer- Assisted Instruction 
(CAI). 

WHAT EDUCATION MEANS TO ME 

Margaret Mead had this to say about education: "If we 
can't teach every student ... something we don't know in'some 
form, we haven't a hope ot educating the next generation, 
because what .they are going to need is what we don't know", 
which means that the role of educators and the total mass of 
society is to educate the next generation. CAI is one of the 
tools ·that can help to achieve that goal. 

WHY CAI? 

I chose CAI because of the positive effect that a good 
CAI package can have on a student. A good CAI package will 
build a positive self-image through the practice of starting 
with simple concepts that anyone could answer, then gradually 
progressing to more dificult topics. Before I expound on the 
positive effects or CAI, let me give you the negative and 
slip in how VPLUS will nullify one of the negatives. 



62 - 2 

DISADVANTAGES OP CAI 

Time is a big negative for CAI. It takes about eight 
hours or development time for a . ;package that will take a 
student only ten to fifteen minutes to complete. The 
physical limitations of your computer, the number of 
terminals, the type of terminals (CRT/hardcopy), and the 
amount of available disk space can all figure in negatively 
when placing CAI on your system. Another major drawback is 
the programming. Most educators are not programmers and most 
programmers don't have the expertise to write the material 
that is essential in developing good CAI. Here is where I 
slip in VPLUS. 

VPLUS AND CAI 

Using VPLUS as your driver program for CAI .eliminates 
the problem of needing a programmer to make the ideas and 
concepts of the educator a reality in the form ot a usable 
CAI package. VPLUS employs a tree format screen design that 
is very easy to use and only a tew program verbs need to be 
learned. VPLUS will decrease the time needed by the 
programmer. In tact, VPLUS could eliminate the need ot a 
programmer. What could have taken two or more people to 
develop can now be accomplished by·one. The advantages of 
us"ing VPLUS are time, not needing a programmer, and using the 
edit specifications to "MATCH" answers to questions on the 
view screen. · 

The MATCH statement builds in a feature of answer 
checking that would be very ditticult to program using a high 
level language such as BASIC or FORTRAN. I will 1.lmstrate. 
this later in my sample application. 

DISADVANTAGES OP VPLUS FOR CAI 

There is basically only one disadvantage ot using VPLUS 
tor CAI, and that is the need tor a VPLUS-compatible 
terminal. Most educational institutions will use character 
mode terminals which will not run in block mode and therefore 
will not support VPLUS. Some block mode terminals· (non-HP) 
will use ditterent escape sequences to perform a given 
terminal function. This means that the user is forced to 
use a terminal comparable to an HP2622A, HP2382A or better. 

WHEN TO USE CAI 

First ot all, not all concepts are suitable tor CAI. 
Some concepts are better taught with the aid ot a film, 
slides, an overhead, or maybe even a handout. The phrase "a 
picture is worth a thousand words" may hold true when 
deciding what media to use when structuring learning 
material. It the concept you're developing learning material 
on is the atom, you might consider using a media better 
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suited tor displaying pictures, such as a slide presentation. 
CAI is very good tor teaching skills or concepts through the 
use of till-in-the- blank, matching or true/false questions. 
It is not well suited tor essay-t;,ype questions. 

GETTING STARTED 

It CAI is the appropriate media, then how do you get 
started? A CAI package should contain only one learning 
objective. Don't try to cover a lot ot material at once. 
Break concepts into small units. For example, it you're 
developing a CAI package on integers, then develop tour 
different packages: one each for ·addition, subtraction, 
multiplication and division. Start by defining your learning 
objective. (This module will help you learn how to add 
integers.) Now that you know what you want the user to 
learn, list all the steps needed to accomplish the task. 
Don't assume anything. State any rules and explain all 
symbols or special notations.· This phase of preparation is 
done on paper; we are not ready to use the computer. Work a 
couple or problems to use as examples: (Definition--when 
adding integers and the signs are the same, add the two 
numbers and keep the given sign. Example: (+3) + (+2) "!' +5 
(-4) + (-3) • -7). 

DESIGNING A FRAME 

A frame refers to what is displayed on the screen of the 
CRT. The first frame should state the objective and give 
directions on how to proceed. VPLUS provides a tree format 
screen design, which enables the use of the edit keys and the 
cursor control keys. A frame is limited to 24 lines per 
frame and 80 characters per line. The fewer the lines or the 
less congested the screen, the better the readability. If a 
student is assigned a 1000 page book to read in a short 
period or time, the student might just look at the book and 
become discouraged enough to refuse to read it. On the 
other hand, a short story or 15 pages may not appear so 
overwhelming, and the student might thus attempt to complete 
the reading. The same type or analogy is true with CAI 
frames. It is better to use 20 frames to convey a concept 
than to cover it all on to 3 frames. The student will be 
more apt to understand 20 frames because or the ease ot 
readability .. The point here is the less material per frame, 
the better the frame. 

PULLING IT ALL TOGETHER 

A poem by Edgar A. Guest states: 

"I'd rather see a sermon 
than hear one any day 

I'd rather one walk with me 
than to just show me the way 
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The eye is a better pupil 
and more willing than the ear 

Your advice may be misleading 
but examples are always clear." 

I teel that this is what a CAI package should accomplish 
(hold your hand and walk with you) and that is what I'm going 
to do now. I can talk about how to develop a CAI package, 
but you can learn more trom viewing the contents ot a VPLUS 
CAI package. The tollowing is instructions on how to get 
into VPLUS and a torms tile listing with comments: 

GETTING IN'l'O VPLUS 

LOG ON THE HP/3000. 
:HELLO uaername.accountname 
:RUN PORMSPEC.PUB.SYS 
Pormapec will display a torms menu screen: 
FORMS PILE MENU. (this will be at the top ot the screen) 
FORMS PILE NAME [ ) (you are to enter a tile 
name inside the square brackets. The torms tile name must 
contorm with MPE tilenamea. It must begin with a letter and 
can't exceed eight characters. I recommend using tive letter 
names or less. I'l1 show you why later.) You must now press 
the ENTER key trom here on out, because you are in BLOCK MODE 
and the ENTER key signals the CPU that you are now sending 
data. Data is not transtered to the CPU until you press 
ENTER. You can use the EDIT FUNCTION KEYS and the CURSOR 
CONTROL KEYS. ilter pressing ENTER, you're in the 
MAIN MENU 
[ ) ENTER SELECTION 
You will type in the letter •• 11 tor add. 
You must press the ENTER key. 
Thia will take you to the next menu. 
PORM MENU 
PORM NAME [ ] 

REPEAT OPTION [H] (Leave 
NEXT PORM [CJ 
(Leave this tield 
as is, press the 
TAB key) 

(How I'll explain why you want to 
use only tive letters tor the tor 
name. Each torm. name will be the 
name ot one trame. You will need 
a name convention. The convention 
is to append the numbers 01,02,03 

· 04,. etc. to the ram .<.tile name. ·zr 
the torms tile name-is TRIAL then 
the torm names would be TRIALOl, 
TRIAL02, TRIAL03, etc •• 
Presa the TAB key to get to the 
tield on the screen.) . 

this tield as is, press the TAB keyJ 
NAME [ ] 

(Place the name ot the next 
torm here. Example: if this' 
is form TRIALOl then the next 
torm name TRIAL02 would go 
into this bracket) 



Now press 'the ENTER key. When you press the ENTER key this time 
the message DESIGN NEW SCREEN AND PRESS ENTER will appear. This 
message will flash on the top left portion of a blank screen and 
will only be displayed for about thirty seconds. Then the s=een 
will erase the message and leave you with a blank screen. The 
following is a listing of screen number one in my forms file which 
is named TRAIL. The name of the first screen has the form name of 
TRAILOl. Remember that a form name is the name of a screen and in 
CAI a screen is refered to as a frame. Hence the term screen and 
frame are synonymous or will be used interchangeable. 

fel'll: TIIALOl ••P••t Opti••: • 
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•••t Fer• Optiea: C 
•ext Fer•: TIIAL02 
lepreduced fr••: 

<<!hia aection corresponses to the FORM MENU>> 

••••••••• ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• • ••••••••• 
THIS SCIEEN INTICOUCES THE OBJECTIVE AllO/Oli. OIIECTIONS AIE GIVEN •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 

USilll THE HELLO CCMi4AllO 

THIS CAI PACKAGE WILL HELP 'IOU LEAIN HClW TO USE THE 'HELLO" CCM4AllO. 

IF 'IOU NEED KELP ON ANY FIAME, TYPE KELP AND PIESS THI 'ENTEi' UY. 

IF YOU WISH TO EXIT THE CAI PACXACIE AT AllY TIMI PIESS THE 'fl' llY. 

PLEASE PIESS THE 'ENTEi' KEY TO CONTINUE 01t 'fl' TO STOP • ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• •••••••••• 
THEIE AIE IC FIELDS I• THIS FGIM. 

<<This ia where EDIT SPECIFICATIONS will be 
typed in. You need to press the •t3" k•Y 
at the top ot 1our ke1board to get here.>> 

<<The TEXT below the tirst line ot atars and 
above the bottom line or_ ·stara ( ........ , 
ia TEXT that I entered en the blank screen.>> 

<<Atter designing your acreen 1ou must press 
the ENTER key >> 
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<<Arter designing tram• one (which did not have a qµest.ion· ) , 
JOU are prompted to enter tom inf·o.raation tor the next 
tom, tram• two. · 

FORMSPEC VERSION 1.03.03 
FORMS FILE: TRIAL.PUB.RON 
'For11: TR!ALOZ 

Repo1t Option: N 
Ne1t For11 ODtion: C 
No1t For11: TRIAL03 
Reproduced fro•: 

SAT, FEI 12, 1113, 1:'8 PM 
PAGE 5 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
THIS SCREEN WILL INTRODUCE THE PURPOSE OF HELLO •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
:HILLO --> IS HOW TO START A SESSION 

lT HAS THE FOLLOWING PARAMETERS: 

:HELLO <SESSIONNAME,> USERNAME</USERPASSWOltD>.ACCOUNTNAME</ACCOUNTPASSWORD>& 
<GROUPNAME</GROUPPASSWOllD>> (AND A LIST OF KEYWORD PARAMETERS 
WHICH WE WlLL NOT DISCUSS AT THIS TIME) 

NOTE: '&' IS US&AS A CONTlNUATlON CHARACTER WHEN A CCMtAND JS TOO &.ONG 
TO FIT ON ~E LJNl. 

< > INDICATE THAT ITS' CONTENT IS OPTIONAL. 
PRESS THE 'ENTER' KEY TO CONTINUE ... . ••....... ..•...... ......•.. ......... ......... .......... ....•..•. ........ . ......... ......... ......... ...•..... ······~·· ...........................• 

THERE ARE NO FIELDS IN THIS FORM. 
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«Once again we do not have any edit speci.t'ications to 
supply, therefore frame three would look like: >> 

FORMSPEC VERSION B.03.03 
FORMS FILE: TRIAL.PUB.RON 
Form: TRIAL03 

Repeat Option: N 
Next Form Option: C 
Next Form: TRIALO• 
Reproduced from: 

SAT, F£B 12, 1983, 8:'8 PM 
PAGE 8 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 

YOU MAY HAVE NOTICED THAT THERE WERE ONLY TWO REQUIRED PARAMETERS; 
USERNAME AND ACCOUNTNAME (SEPERATED BY A PERICD). 

THE LEAST A .USER WOULD NEED TO LOG ON .. THE SYSTEM IS A VALID 
USERNAME AND A VALID ACCOUNTNAME. 
IF A VALID ACCOUNT WAS 'MKGT' AND A VALID USER FOR THAT ACCOUNT 
WAS A USER NAMED 'TOM' WHO IS ASSIGNED A HOM£ GROUP. TOM COULD 
LOG ON USING THE FOLLQolING 'HELLO' COMMAND: 

:HELLO TOM.MKGT 

NOTE: THE ' : ' IS A SYSTEM PROMPT, TOM DID NOT HAVE TO TYPE THE ' : ' • 

PRESS THE 'ENTER' KEY TO CONTINUE .....• ......... .•....••. ......... ···~····· ..................................... . 
THERE ARE NO FIELDS IN THIS FORM. 

<<TRIAL04 is the first screen that ask a question. 
The key strokes used to create the field tor the 
answer to a question is as followed: 
Press the 'ESC' key 
press the'[' key 
Press the 'A' key 
Press the space bar 22 times or enough times to 

create an area large enough to hold the 
answer 

Press the 'ESC' key )) 



<<To get to the bottom or the edit screen where 
the EDIT SPECIFICATIONS are given, you must 
press the •r3• key >> 

<<NOTE: To move trom one tield to another, you 
you must press the TAB key. >> 
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FORMSPEC VERSION B.03.03 
FORMS FILE: TRIAL.PUB.RON 

SAT, FEB 12, 1913, &:48 PM 
PAGE 7 

Form: TRIAL04 
Repeat Option: N 

Next Form Oetion: C 
Next Form: TRIALOS 
Reproduced from: 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 

GIVEN: ACCOUNTNAME --> PAYROLL 

USER NAME --> CLERK 

ISSUE THE APPROPIATE "HELLO" CClM'IAND TO LOG ON THE SYSTEM. 

ENTER YOUR ANSWER 

:A 

REMEMBER, IF YOU NEED HELP YOU CAN TYPE 'HELP' . 
••••••••• ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• •••••••••• 

Field: A 
Num: 1 Len: 22 Name: A Enh: NONE FType: P DType: CHAR 
In it Value: 

••• PROCESSING SPECIFICATIONS ••• 
UPSHIFT 
JUSTIFY LEFT 
IF MATCH HELLOb•CLERK.B*PAYROLL THEN CHANGE NFORM TO "TRIALOS" 

SET COUNTER TO 0 
ELSE 

IF EQ "HELP" THEN CHANGE NFORM TO "HTRIAL04" 
SET COUNTER TO 0 

ELSE 
IF COUNTER LT 3 THEN SET COUNTER TO COUNTER + 1 

NE SEMPTY "PLEASE ATTEMPT A RESPONSE, YOU MAY TYPE"HELP"" 
MATCH HELLOb•CLERK.b*PAYROLL "NO TRY AGAIN. YOU MAY TYPE 'HELP"" 

ELSE FAIL "THE CORRECT ANSWER: 'HELLO CLERK.PAYROLL"" 

<<NOTE: For every trame that ask a question 
the first two lines in the EDIT 
SPECIFICATIONS area should be: 
UP SHIFT 
JUSTIFY LEFT > > 



<<NOTE: MATCH tor the correct answer. 
This will be on line three in 
the EDIT SPECIFICATIONS area. 

IF MATCH condition THEN CHANGE NFORM TO "nextformname" 
Read the section or the VPLUSmanual 
to tind out more on the match 
statement. > > 

FORMSPEC VERSION B.03.03 
FORMS FILE: TRIAL.PUB.ION 
Form: TRIALOS 

Repeat Option: N 
Next Form Ootion: C 
Next Form: TRIAL06 
Reproduced from: 

SAT, FEB 12, 1113, 
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I: .. PM 
PAGE I 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
VERY GCCO. LET'S PROCEED. 
THE PREVIOUS EXAMPLE ASSUMED THAT 'TOM' HAD A HOME GROUP. 
IF THE USER DOES NOT HAVE A HOME GROUP OR WANTS TO LOG ON TO 
ANOTHER GROUP WITHIN THE SAME ACCOUNT HE CAN SUPPLY THE GROUPNAME. 
EXAMPLE: BILL IS A USER IN THE ENGIN ACCOUNT. 

HE HAS A HOME GROUP ••> GBILL, BUT 
HE WANTS TO LOG ON TO THE-GROUP••> GEDDIE. 

BILL NEEDS TO SUPPLY THE GROUP .;., GEDDIE, WHEN HE LOGS ON. 

ANSWER FOR THE ABOVE EXAMPLE: 
:HELLOBILL,ENGIN,GEDDIE 

PRESS THE 'ENTER' KEY TO CONTINUE •••• ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• •••••••••• 
THERE ARE NO FIELDS IN THIS FORM. 



FORMSPEC VERSION B.03.03 
FORMS FILE: TRIAL.PUB.RON 

For111: TRIAL06 
Repeat Option: N 

Next For111 Option: C 
Next Form: TRIAL07 
Reproduced from: 

SAT, FEB 12, 1883, 
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1:•8 PM 
PAGE 8 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 

GIVEN: JIM IS A VALID USER OF THE SALES ACCOUNT. 
JIM HAS A HOME GROUP OF GJIM, BUT HE WANTS 
TO LOG ON TO THE GROUP GJOE. 

WHAT 'HELLO' COl+IAND WOULD JIM HAVE TO ENTER: 

ENTER YOUR ANSWER: 

:A 

REMEMBER YOU MAY ASK FOR HELP BY TYPING 'HELP' . 
••••••••• ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• •••••••••• 

Field: A 
Nu111: l Len: 22 Name: A Enh: NONE FType: P DType: CHAR 
In it Value: . 

••• PROCESSING SPECIFICATIONS ••• 
UPSHIFT 
JUSTIFY LEFT 
IF MATCH HELLOb•JIM.b•SALES!,b•GJOE THEN CHANGE NFORM TO •TRIAL07• 

SET COUNTER TO 0 
ELSE 

IF EO •HELP• THEN CHANGE NFORM TO •HTRIALO&• 
SET COUNTER TO 0 

ELSE 
IF COUNTER LT 3 THEN SET COUNTER TO COUNTER + l 

NE SEMPTY •PLEASE ATTEMPT A RESPONSE, YOU MAY TYPE'HELP'• 
MATCH HELLOB•JIM.B*SALES!,B*GJIM "NO, TRY AGAIN. YOU MAY TYPE 'HELP'• 

ELSE FAIL •THE CORRECT ANSWER IS 'HELLO JIM.SALES,GJOE'• 



FORMSPEC VERSION B.03.03 
FORMS FILE: TRIAL.PUB.RON 
Form: TRIAL07 

lopoat Option: N 
Next For• Ootion: C 
Next Form: TRIALOl 
Reproduced from: 

SAT, FEB 12, 1113, 
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l:U PM 
PAGE 10 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
THIS IS THE FINIAL SCREEN •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
THIS WILL CONCLUDE THIS CAI PACKAGE. 
THE INTENT WAS TO ILLUSTRATE HCW TO DEVELOPE A CAI PACKAGE USE VPLUS. 
lT BRINGS OUT THE FOLLOWING POINTS: 

1. HOW TO GET INTO FORMSPEC AND WHAT MENUES ARE AVAILABLE. 
2. HOW TO DESIGN A SCREEN. 
3. HClW TO USE THE EDIT SPECIFICATIONS. 

A. USING 'MATCH' 'EQ', 'SET' 'FAIL' AND 'NE' 
B. USING 'UPSHIFt• AND 'JUSTltY LEFT' 
C. USING 'IF' 'THEN' AND 'ELSE' 
D. USING 'SEMPTY' AND 'SRETURN' 
E. CHANGE NFORM TO •torian-· 

TO RUN YOUR •CAr PACKAGE COMPILE YOUR FORMS FILE, EXIT AND 
•1uN ENTRY.PUB.SYS· 

YOU MAY PRESS THE 'ENTER' KEY TO GO BACK THROUGH THIS CAI PACKAGE OR 
PRESS 'fl' KEY TO EXIT ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
THERE ARE NO FIELDS IN THIS FORM . 

•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• • • • • • • 

FORMSPEC Version B.03.03 
SAT, FEB 12, 1183, t:•I PM 

TRIAL.PUB.RON 

• • • • • • •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Forms File Status 

Modified: SAT, FEB 12. 1113, 1:•5 PM 
Compiled: SAT, FEB 12 1183, 1:•5 PM 
Requires 115 + 10 • i25 words (add 500 for KSAMle11 fast forms file, or 

add 1300_for KSAMless slow forms file) 

Head Form: TRIALOl 
Default Display Enhanc•ment: NONE 
Error Enhancement: IU 
Window Display Line: 2• 
Window Enhancement: HI 

THERE ARE 1 SAVE FIELDS IN THIS FORMS FILE: 
Savo Field: COUNTER 

Init Value: 

There are I forms in this forms 
Form Nu111 Fields 
HTRIAL04 0 
HTRIALO& 0 
TRIALOl 0 
TRIAL02 0 
TRIAL03 0 
TRI ALO• 1 
TRIAL05 0 
TR IA LO& 1 
TRIAL07 0 

Length: 3 

file: 
Num LiHI 
21 
20 
23 
2' 
23 
21 
21 
21 
2' 

Data Typ•: DIG 

Next Form 
SRETURN 
SRETURN 
TRIAL02 
TRIAL03 
TRIALO• 
TRIAL05 
TRIALO& 
TRIAL07 
TRIALOl 
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FORMSPEC VERSION B.03.03 
FORMS FILE: TRIAL.PUB.RON 

SAT, FEB 12, 1983, 6:48 PM 
PAGE 2 

Form: HTRIAL04 
Repeat Option: N 

Next Form Option: C 
Next Form: SRETURN 
Reproduced from: 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
THIS IS A HELP SCREEN •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
SO, YOU WANT SOME HELP. OK. 

RIGHT AFTER THE ':'TYPE THE COfololAND 'HELLO'. 

LEAVE A SPACE AFTER 'HELLO'. 

TYPE THE USERNAME --> CLERK. 

AFTER THE USERNAME TYPE A PERIOD 

FOLLOW THE '.'WITH THE ACCOUNTNAME --> 'PAYROLL'. 

YOU WOULD NORMALLY PRESS THE 'RETURN' KEYE BUT 
SINCE YOU'RE IN BLOCK MOOE PRESS THE 'ENT R'. 

PRESS THE 'ENTER' KEY TO GET BACK TO THE QUESTION. "GOOD LUCK" . ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• •••••••••• 

THERE-ARE NO FIELDS IN THIS FORM. 

FORMSPEC VERSION B.03.03 
FORMS FILE: TRIAL.PUB.RON 

Form: HTRIAL06 
Repeat Option: N 

Next Form Option: C 
Next Form: SRETURN 
Reproduced from: 

SAT, FEB 12, 1983, 6:48 PM 
PAGE 3 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
THIS IS A HELP SCREEN •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
NEED A LITTLE HELP, DO YOU? 

NO PROBLEM. YOU GOT IT. HERE. 

FOLLOWING THE ':' TYPE 'HELLO' THEN A SPACE. 
NOW ENTER THE USERNAME --> 'JIM' FOLLOWED BY A PERIOD 

THEN TYPE THE ACCOUNTNAME --> 'SALES'. 

SINCE YOU MUST SUPPLY THE GROUP FOLLOW THE WORD 'SALES' 
WITH out A COMMA •• AND THE GROUPNAME --> GJOE. 

PRESS THE 'ENTER' KEY TO GET BACKTO THE QUESTION . ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• ••••••••• •********* 

THERE ARE· NO FIELDS IN THIS FORM. 
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SUMMARY 

The last few pages was a listing of a forms file, with 
conunents disbursted through out. Let's try to capture what 
was going on and how did we get to a given menu. To start we 
had to get into FORMSPEC. How do you do that? 
:RUN FORMSPEC.PUB.SYS 
Enter a forms file name, using rive characters or less. 
Press the ENTER key all the while that you're in FORMSPEC. 
FORMSPEC runs in BLOCK MODE. The first menu is the FORM FILE 
MENU. The.second menu is the MAIN MENU (you can get to the 
MAIN MENU at almost any time by pressing the 'f7' key). When 
creating a new forms file enter 'A' in the field to start a 
new forms file. If the forms file already exist then you can 
press 'f2' to go to the form.that you want to modify or you 
can keep pressing 'f2' to go to the end or the forms file and 
enter a new form. The third menu is the FORM MENU. There 
are two things on this menu that you should enter. One is 
the name for the form that you're getting ready to design and 
second is the name or the next form. For the other fields 
take the default by. pressing the TAB key. After enter the 
name for the form., you must press the ENTER key. You will 
find yourself staring at a blank screen. At this point you 
can enter the information ror your CAI frame, using the 
CURSOR CONTROL keys and the EDIT keys on the top of your 
keyboard. The first frame should state the objective and 
give directions as to what to do next. Press the ENTER key 
when you finish designing your frame. Ir your frame had a 
question on it, the next menu that'you'll see will be the 
FIELD MENU. Make your field specifications look like the 
field specifications in the form listing above. To get to 
the EDIT SPECIFICATIONS area .at the bottom of the FIELD MENU, 
you must press the 'f3' function key at the top of the key 
board. Look at the examples in the forms listing above. 
From the examples and from reading the VPLUS manual, you 
should have a good idea or how to develop a CAI package. You 
will need a COUNTER, so you must create a SAVE FIELD just 
like the one in the listing. The COUNTER is to allow the 
user to make a mistake and the user is given a second or 
third chance. In the listing I gave the user three tries and 
on the third try if the user misses the ... question he is given 
the answer. The user must enter the correct answer before he 
can proceed. The next menu will be a FORM MENU again. From 
this point you will cycle through the following menus: (a) 
FORMS MENU (b) BLANK SCREEN --> designing a frame (c) FIELD 
MENU. On completing the last frame, the NEXT FORM should be 
the name or the first form. This will allow the user to go 
back through the CAI package. The user can EXIT the CAI 
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package at any time be pressing the 'tS' key. You can 
incorporate HELP SCREENS in your CAI package as in the 
example listing. When you have col11pleted all or your frames 
and you are prompted with the FORM MENU enter the name or the 
HELP SCREEN. I used the letter ~H' in front of the FORM NAME 
to identity a given HELP SCREEN. Where 'HTRIAL04' is the 
HELP SCREEN tor the trame/torm named 'TRIAL04'. This should 
complete all the frames needed to bring your CAI package to 
lite. Press the 't1' to return to the MAIN MENU. Enter 'S' 
in the field to go to the SAVE MENU. Enter the information 
about the COUNTER Just like in the listing. Press the 't1' 
again. Now you're ready to compile your torm.s tile. Enter 
'X' in the field and press the Enter key. This will compile 
you forms tile and point out any errors. If it compiles 
correctly then you can EXIT PORMSPEC by press the •rs• key. 

TESTING AND/OR RtJ!lNING YOUR CAI PACKAGE 

To test or run your CAI package you must run the entry 
program by typing :RUN ENTRY.PUB.SYS then press the RETURN 
key. You will be prompted for the FORMS PILE .NAME and the 
BATCH FILE NAME. For the FORMS PILE NAME enter what you 
named your forms tile and tor the BATCH FILE NAME you can 
enter anything so let's type BATCHl. Why BATCHl? Well, 
because when you finish running your CAI package you will 
want to PURGE the CAI batch tile to tree up disc space. You 
may in the future :RUN REFSPEC.PUB.SYS against the batch 
tile, then have a program read the batch tile. This could 
reveal many things: (a) what questions the students are 
having difficulties with (b) what sections ot the CAI package 
need to be revised. For now we'll call our batch tile BATCHl 
and PURGE it when you EXIT the package by pressing the 'tS' 
key. You could create a batch Job and stream the CAI 
package: 
!JOB caiuser.caiaccount 
!RUN ENTRY.PUB.SYS 
caitormtilename 
caibatchtilename 

!PURGE caibatchtilename 
IEOJ 
(let's say you keep it as CAIJOBOl) 
:STREAM CAIJOBl 
'fhis would keep the user trom having to enter the above 
information and form.having dozens ot batch tile on the 
system. Remember when running ENTRY to press the ENTER key. 

WHERE DO YOU GO PROM HERE 

Where to trom here? To the drawing board. Now you know 
enough to be dangerous. Remember the quote, "A little 
knowledge is a dangerous thing". That is what you have now a 
little knowledge on USING VPLUS AS A DRIVER FOR CAI. So, 
what is your next step. One is to read the VPLUS manual and 
working through USING V/3000 (an introduction to forms design 
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for non-programmers) . Don't try to reinvent the wheel. Find 
out what is available. There are some good packages in 
production. Next try your hand at developing a package. The 
first one is always the hardest. You must pay your dues. 
You'll learn from your mistakes. And remember never to 
assume. Try to bridge all gaps and show all the steps 
involved from getting from step A to step B. Be willing to 
experiment, "If we can't teach every student ... something we 
don't know in some form, we haven't a hope of educating the 
next generation, because what they are going to need is what 
we don't know". We are creatures of habit. We learn from 
doing. The more we perform a given task the better we get. 
Use your CAI packages to drill success into the users. Try 
to help the user develop a positive self-image of himself. 
Don't try to stump the user but still make the package 
challenging and rewarding upon completion. Your course has 
been laid and a challenge placed before you. Should you so 
choose to accept this challenge, the fruits of your rewards 
will be as sweet as honey. It is a beautiful feeling to see 
the joy in ·a user when he has master a concept from 
completing a ~I package that •. i{OU have developed. Don't you 
want to spread a little joy? If so, then accept the 
challenge and develop a CAI package. 



INTRODUCTION: 

IMPLEMENTATION OF TREE DATA STRUCTURE IN MPE 
REZA NAZARI 

HEWLE'l'T-PACKARD COMPANY (ESR) 
ROCKVILLE MARYLAND 

64 - l 

The purpose of this paper is to explore the concept of tree data struc­
tures and to discuss the implementation of the algorithms in the MPE 
directory. This will give the BP3000 users a better understanding of the 
features and limitations of the MPE directory. 

Tree data structures are often used to facilitate the file directory 
organization as well as the data base relationships. HP3000 has applied 
the tree data structure to organize the system's accounting structure 
and file directory information. The key file of the KSAM file is an­
other application of the tree data structure in HP3000. Because of the 
complexity of the structure of the KSAM file and the limitations of the 
length of this paper, I will cover only the implementation of the MPE 
directory. My intent is to give the most benefit to general users of 
HP3000 rather than discuss detailed aspects of software which may be 
useful Only to a limited group of users. 

This paper is organized into four sections: 

Section I gives background information about tree type data structures 
and familiarizes you with some of the terminology used throughout the 
paper. Section II illustrates the overall- structure of the system 
directory and discusses the logical relationship of the elements in the 
directory. The physical layout of the directory on the system disc will 
be ~overed in Section III. Finally, Section IV summarizes the topics 
covered in the paper and will point out some of the directory 
considerations. 

SECTION I: TREE DEFINITIONS 

This section briefly describes the tree data structure and some elemen­
tary terminology used in this type of data structure, specifically those 
related directly or partially to the MPE directory. 

Tree, simply defined; is a set of elements that are organized and related 
to each other through branches and laid· out in a hierarchical fashion 
(Figure I-1). Elements in the tree are called nodes. The highest level 
of this hierarchy at the top is a single node called the root. Every node 
within the tree is related to the root directly or indirectly through the 
higher level nodes. The node at the lowest level of a branch is called 
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leaf. Every node between the root and the leaves is considered as a 
parent of one level lower nodes and as a child of the immediate higher 
level node. Each child cannot have mo1e than one parent node. The root 
of the tree is considered Level 1 and it's chil- dren Level 2. Moving 
down the tree, the lowest level is Level n in the tree. The distance 
between the root and the leaves is called the depth of the tree. The 
nwnber of nodes or children in each node is called the degree of the 
node. 

p 

Figure 1-1 Tree 

A binary tree is described as a tree where every node including the root 
node can have at most two children. In other words, there is no node on 
the tree with a degree greater than two. The binary tree is an important 
type of tree structure which is more often used than other tree 
structures. Typical applications of binary trees can be found in file 
directories, symbol tables, and decision table algorithms. Figure I-2 
gives an example of a binary tree with a depth of 4. 

Figure 1-2. Binary Tree 
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A balanced tree, which has more complex structure than a binary tree, is 
characterized by the fact that each node, including the root, should have 
the same number of children. A balanced tree is usually filled out 
starting from top to bottom and from left to right. A perfectly bal­
anced tree is a tree where the distance of all leaves from the root are 
equal. Balanced trees are used mostly for file directory or data base 
management systems. The key file of KSAM/3000 is a good example of the 
balanced tree application. Figure I-3 shows a balanced tree with a 
degree of 4 and depth of 3. 

Figure 1-3 Balanced Tree 

B' tree is a balanced tree when the elements can only be placed in the 
leaf nodes. 

SECTION II: DATA STRUCTURE OF THE DIRECTORY 

This section describes the logical representation of the MPE directory, 
without considering at this time its physical layout on the system disc. 

The MPE directory is a hierarchical data structure in a form of nested 
trees. The entire information about the accounts, users, groups, volume 
sets, volume classes, and file indexes of the system are stored in these 
trees. Figure II-1 shows an overview of the system directory. The 
highest level of this tree, which is considered the root of the tree, is 
the system account index block. The children of this node are account 
entry blocks. Technically, and for the purpose of simplicity, the sys­
tem account index block and account entry blocks are referred to as a 
sub-tree. Up to five types of sub-trees can be found on this nested tree 
(tree is drawn upside down). Each account entry has pointers to the 
roots of two other sub-trees. These sub-trees contain the informa- tion 
about users and groups in each account. Every group in each ac- count 
again has pointers to the roots of two other sub-trees, i.e. , one for 
file and the other for the volume set/volume class definitions in that 
group. 
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The structure of these five sub-trees are identical. Each sub-tree has 
an index block and associated entry blocks. The index block does 
not contain any useful information about the system directory. The 
information about the directory is stored in the entry blocks of each 
sub-tree. Each sub-tree is considered as a balanced tree with depth of 
two. The degree of each tree depends on the size of the index block 
which will be discussed later. The index blocks and entry blocks within 
the sub-trees consist of an integral number of contiguous sectors (sector 
is 128 words). The index blocks and entry blocks of different sub-trees 
are not all the same size. The block sizes are established based on the 
size of the entries and occurrence of the entries. 

Since the sub-trees are organized in the same fashion, we will describe 
the system account sub-tree in detail. Additional information about the 
other sub-trees will be provided if the reader desires to investigate 
further. 

The system arcount index block is a unique block in the system and is 
created automatically to contain an index entry for SYS account which is 
entered in the account entry block as the first account in the system. 
The size of the account index block is three sectors. The first ten 
words of this block is called index block prefix. The prefix holds the 
information about the index block. Figure II-2 shows the format of the 
prefix and description of the fields. The rest of the index block con­
tains up to 62 elements. The last two words of the index block are un­
used. Each element in the index block contains a key (four words) and a 
pointer to the entry block which holds the account entry for all ac­
counts with a name equal or greater than the key value. The last word of 
each element in the index block is used as a counter and holds the number 
of the account entries in the account entry block. The account entry 
block contains the entire information about the ac- counts. The format 
of the account entry is in Appendix A-1. The size of the entry block is 
three sectors. Each account is thirty words and they are stored in 
alphabetical order. The maximum number of account entries that can be 
stored in · each entry block is 12 and the last 4 words in the account 
entry block are wasted. Theoretically, you can store up to 744 accounts 
in the system. 

The format and structure of other sub-trees in the directory are exactly 
the same, with the exception of the size of the index block and entry 
block. The following table shows the size and blocking factor of each 
block. The formats for the user, group, file, volume set definition, and 
volume class definition are in Appendix A. 
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Account Index Block 6 3 
Group Index Block 6 1 
User Index Block· 6 1 
File Index Block 6 2 
Vol. Set Index Block 6 1 
Account Ent:c:y Block 30 3 
Group Entry Block 41 2 
User· Entry Block 19 2 
File Entry Block 6 2 
Vol. Set Enrry Block 56 1 
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41 0 
19 4 
12 24 
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This section describes the physical layout of the system directory on 
the system disc. The entire space for the system directory is allocated 
by reloading the sys.tern disc with the cold load media created by SYSDUMP, 
which contains the directory size. 

The system directory space ·is i contiguous space on the system disc. 
This area should not have any deleted or reassigned tracks. The sec­
tor address of the system directory is stored at the absolute locations 
1130 and 1131 (octal) of bank zero memory. The first three 
sectors of the directory area are allocated for a space bitmap of the 
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entire area. Every bit in the bitmap represents a sector. For example, 
the first bit in the first word of the first sector represents the first 
sector of the directory space area and second bit for the second sector 
and so on. Sectors are taken from the directory whenever it is needed 
to construct either an index or entry block. "1" in the bitmap area 
indicates that the corresponding sector in the directory area is 
avaiable and "o" indicates the coresponding sector is used. 

DIR BASE > LAST WORD ~ 

r-· FIRST AVAILABLE 

I 

~ BIT MAP AREA 

0 ~ 

DIR BASE -+- .3 > 

DIRECTORY AREA 

Figure 111-1. Directory Space Areo 

Figure III-1 shows the physical layout of the entire directory 
area. The first word in the directory area has the relative word 
address of the last word in the bitmap area. The second.word points to a 
word that should be examined for the availability of the corresponding 
sectors in the directory area. If any index block or entry block is 
purged from the directory as a result of purging file, group, user, or 
account, the space is returned to the directory by setting a proper bit 
to "1" in the bitmap area. For this reason, the second word cyclically 
examines the words in the bitmap area to use the new released sectors. 

As Figure III-1 shows, the actual system's directory is stored after the 
bitmap area. Space in the directory area is not preallocated. An inte­
gral number of sectors are taken from the directory area to build an 
index or an entry block. A system with a null directory occupies 17 sec­
tors of the directory area. These 17 sectors are used to build the SYS 
account with PUB group and MANAGER user in the system. 
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Figure III-2 shows the physical layout of the directory after construc­
tion of the SYS account in the system. We assume the number of the MPE 
files in the PUB group is less than 33. As Figure II-2 shows, the index 
block for volume set definition is allocated even though there is no 
volume set or volume class defined in the PUB group. 

Creation of a new user in an account at the beginning will not allocate 
any space. The entry will be stored in the entry block that already has 
been allocated for the first use'r in the' account. This user was created 
automatically when the account was formed. Adding a new group will 
use two sectors for file index block and one sector for volume set 
definition index block. In order to create a new account in the system, 
there must be at least nine sectors in the directory area to build a 
group index pointer, user index pointer, file index pointer, volume set 
definition index pointer, user entry, and group entry blocks. 

The MPE's files are stored in the first file entry block of the PUB 
group in alphabetical order. The maximum number of file entries that 
can be stored in the file entry block is about 80~ of the physical 
limitation that is shown in Table II-1. When the entry block is util­
ized 80% by adding a new' file in the group, the adjacent file entry block 
in the group will be examined. If this entry block is less than maximum 
percent of utilization, the file entry will be stored in that block and 
two entry blocks are reconstructed to hold equal numbers of the entries. 
However, if the adjacent entry block is also 80% full, a new entry block 
will be built and again entries will be spread among the entry blocks. 
At this time if the file index block is completely full according to 



Table II-1, then a message will be sent to the user indicating a 
directory problem. This algorithm is executed for adding a new user, 
group, volume set or account in the system. 
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Two extra data segments are allocated to facilitate the system directory 
operations. The first is called directory space data segment. The 
length of this data segment is the size of the bitmap area plus two 
words. The extra two words are a prefix containing the disc address of 
the original directory of the system. This data segment is maintained in 
the virtual memory and used to manipulate the bitmap area. The bitmap 
portion of the data segment is written to the appropriate directory area 
whenever the bitmap has been changed by either allocation or dealloca­
tion of the directory space. The second data segment is used as the 
input/output buffer area for all directory management operations, such 
as insertion and deletion of the entries in the index blocks or entry 
blocks. This data segment is called directory data segment (DDS). 

SECTION IV: SUMMARY AND DIRECTORY CONSIDERATIONS 

Considering the basic directory data structure and directory space 
management, it would be beneficial now to summarize what has been 
covered in the paper and spell out some of the major directory 
limitations and directory considerations. 

1. Using a two level balanced tree data structure in sub-trees 
has eliminated a very common problem that exists in the tree 
type data structures. The problem occurs when the entries are 
added to the tree in an ascending or descending order. In this 
case, a tree will become saturated when only half of the tree is 
full. 

2. The size of the system directory is established by reloading the 
system disc with the cold load media created by SYSDUMP, which 
contains the altered directory size. The entire system directory 
area is allocated in the system disc. However, space is not 
preallocated for any index or entry blocks for accounts, groups, 
etc. In other words, the following formula documented in Appendix E 
of the system management reference manual is a very general guideline 
to detemine the size of the directory desired. This does not 
prevent the user from adding more entries than the value used in 
the formula. 

SECTORS=6+6*A+(5.4*G)+(.15*U)+(.05*F)+(.5*VS)+(.5*VS) 

3. The total number of accounts in the system, the total number of files 
in a group as well as the total number of users and groups in an 
account are all subject to the following limitations: 
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A. A Physical limitation is based on the maximum number of entries in 
the index block multiplied by the maximum number of entries in the 
entry block of each sub-tree. For example, using the table II-1, 
the file index block can contain up to 41 entries and each file 
entry block can hold up to 42 entries. Therefore, the maximum 
number of files that physically fit in a group are 1,722. 

B. There is a utilization limit for the entry blocks used in the 
insertion algorithm. This limitation axists when trying to add 
entries in alphabetical ascending or descending order and there 
is no room in the index block and also all entry blocks are at 
least 80~ full. The algorithm will ignor the utilization limit and 
will allow adding entries to the last or first entry block until 
it becomes 100$ full. However, you will still be able to add 
entries to other entry blocks by choosing a proper name to 
cause a proper entry block to become a candidate for insertion 
of entries. 

4. There are two major directory performance issues that must be 
considered: 

A. The entries in the index and entry blocks are stored in an 
ascending order and are searched using ~ sequential algorithm. 
If a system has a large number of accounts, groups, and files, 
it may use more CPU time to locate an entry in the entry block. 
This scheme coul be replaced by a more efficent search algorithm, 
such as binary search, to optimize the directory operations. 

B. Directory operations require many physical disc I/O operations; 
in order to locate desired information in the 
directory, related index and entry blocks must be scanned to get 
the pointer to the lower level index or entry block. Since 
access to each block in the directory requires one physical I/O, 
the operation becomes an I/O bound.activity. This will become 
more evident when trying to access the information in the lower 
level of the tree or when performing non-logon operations such 
as using the REPORT and LISTF commands. 

The physical I/O operation can be improved dramatically by using 
a better physcal layout for the directory or disc casching 
mechanism for the directory area. 
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A-1 ACCOUNI' ENTRY 

-
ACCT NAM"'; -

-

ACCT GROUP IND'!:X POINI'BR 

ACCT US'!:R INDEX POINT::<.:R 

ACCT CAPABILITY -

LOCAL ATTRIBUTES -

-
ACCT PASSWORD -

-

DISC FILE SPACE COUNT 
(S'!:CTORS) -

DISC FILE SPACE LIMIT 
(SECTORS) -

CPU TIM'!: COUNI' 
(SECONDS) -

CPU TIMR: LIMIT 
(SECONDS) -

CONNECT TIME COUNI' 
(MINUTES) -

CONNECT TIME LIMIT 
(MINUTES) -
ACCT SECURITY 

MAX JOB PRIORITY IN QEUEU 

0 

0 

APPENDIX A 
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A-2 GROUP ENTRY 

GROUP NAME 

GROUP FILE INDEX POINTER 

GROUP PASSWORD 

DISC FILE SPAC~ COUNT 
(SECTORS) 

DISC FILE SPACE LIMIT 
(SECTORS) 

CPU TIME COUNT 
(SECONDS) 

CPU TIME LIMIT 
(SECONDS) 

CONNECT TIME COUNT 
(MINIJI'ES) 

CONNECT TIME LIMIT 

(MINUTES) 

GROUP SECURITY 

GROUP CAPABILITY 

GROUP DIRECTORY BASE LINKAGE 
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A-3 GROUP ENTRY· CONTINUED 

GROUP VOL S'irr' D'!:F'N INDrt:X 

..., 

GROUP HOM"l VOLUME: Sl!:T NA!lffi: -
~ 

-
GROUP HOME VOLUME SET GROUP NAME 

~ 

-I 

GROUP HOME VOLUM!Jl STJ:l' VOLUME NAME 

SA VE CELL FOR GROUP FILE INDEX 

GROUP BIND COUNI'ER 

0 

FILE ENTRY 

FILE NAME 

VOLUM~ TABEL INDEX 

:FILE LABEL DISC ADDRESS 
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A-4 US'!l:R ENTRY 

us~ NAME 
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A-.J VOLUME Si'!' DEFINITION ENTRY 

-
VOLUME Si'!' NAME -

-
MOUNTED VOLUME TABEL LINKAGE 

VOLUME Si'!' INFORMATION 

-
MEMBER VOLUME NAMS! _, 

-
MEMBER VOLUME FLAGS 

MEMBER VOLUM!!l INFO 

-
SEVEN MEMBERS ENTRIES 

-

-
MEMBER VOLUME NAM:ll 

-
MIJ:MB:l:R VOLUME FLAGS 

MOOER VOLUME INFO 

DEFINITION REFERENCg COUNTER 

0 
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A-6 VOLUME SE!' CLASS ENTRY 

-
VOLUM'!: CLASS NAM'S: -

-
VOLUM'i: CLASS ID:!:NTIFICATION 

VOLUME CLASS INFoRMATION 

-
PARENT VOLUME Slfil' DEFINITION -, 

GROUP OF PARENT DEFINITION 

-
VOLUME Ss:I' NAME OF PARENT D'!:FINITION -

-
0 

0 
-

0 

0 
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A major challenge facing the software industry during the 1980's is its ability 
to deliver high quality software in a timely manner. Many people are 
concerned that the industry will not be able to meet this challenge. 
Software quality is composed of many attributes; functionality, usability, 
reliability, supportability, and performance are all evaluated to determine 
quality. A renewed emphasis will be place on software reliability as the 
software industry evolves. 

The number of people using computers is increasing dramatically. Some of 
these people are naive computer users and are less tolerant of software 
errors than users of the past. in his recent book "Software Engineering 
Economics", Barry Boehm states that " ... by 1985, roughly 40% of the 
American labor force will be relying on computers and software to do their 
daily work, without being required to have some knowledge of how computers 
and software work". Users expect the software to effectively and efficiently 
help them do their jobs; unfortunately most of us would readily admit that a 
number of software solutions currently provided are of lesser reliability than 
we would like. At the same time governments, professional organizations, 
and unions, recognizing the lack of· quality in software, are considering 
establishing standards for software quality. 

Software systems are becoming more complex. Software applications have 
been created to solve a number of problems and are now being linked 
together through integration to form broader more complex solutions. The 
merging of text, data, and graphics into a single output unit is an example 
of this increased complexity. As software complexity increases the 
probability of software failure also increases. 

Computer systems are being linked together to form networks. A network's 
availablity is affected by the sum of the failure rates of all the components 
within it. An increase in the reliability of each component is required to 
obtain the same reliability goals for a network as measured today for a 
single system. This is required to achieve today's goals without even 
considering an improvement in those goals. 

The \software industry is hard pressed developing and maintaining products 
and applications to meet the demands placed upon it by customers and 
end-user departments. These demands result in conflicting priorities for 
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software developers. On the one hand demands are placed on the industry to 
quickly develop large numbers of complex software systems. On the other 
hand the industry is expected to improve the reliability of these systems. 
Although some very promising work has been done in the area of program 
proving, it is generally accepted that this type of verification is a long way 
from having practical application. This means that the software industry is 
still dependent on testing for assurance that a software product conforms to 
its reliability goals. This paper examines how software testing tools can 
make improvements in, and measurements of, software reliability during the 
testing process while increasing the productivity of the development team. 

Software Testing 

Testing activities have both static and dynamic aspects. Static testing is 
performed without actually executing the software, but rather is done by 
human inspection and peer review of product designs, program code, product 
documentation, and product training. Static testing is also performed by 
software tools which analyze the software design definitions and source code 
structures on the computer. During dynamic testing the software is executed 
over a wide range of possible inputs and environments for the purpose of 
finding errors. During the development phase, dynamic testing includes the 
testing of each individual module all the way through the final software 
product. During the maintenance phase, dynamic testing includes the retest 
of a software system in which error corrections and/or enhancements have 
been made. 

Testing is expensive, time consuming and requires large amounts of resources. 
Even when these resources are committed· there is no guarantee that the 
testing will be done well. The time required to test large systems with a 
wide range of input values can exceed the useful life of the system. During 
product development the testing phase requires the largest amount of the 
programming resource and may represent 40 to 50 percent of the 
development activity. It is predicted that by 1985 the maintenance phase 
may consume approximately 80 to 90 percent of programming resources, and 
a great deal of this time will be dedicated to retest. Experience has shown 
that committing large resource expenditures can improve software reliability 
to some extent but still below the level of expected goals. An equally 
important aspect of testing is the measurement of test results and test 
progress. Quantitative information is necessary in order to obtain these 
measurements. Obtaining this information about the testing is often 
difficult, and the lack of this information may lower productivity and cause 
the testing to be imprecise. This results in a· reduced motivation to find 
errors by programmers who are not convinced their tests are always 
exercising the software appropriately, and often they are right. 

On the positive side, years of research and volumes of papers, theses, and 
books have been applied to the topic of testing. Typically, the industry lags 
behind this research. However, with the proper plans and tools some of this 
research can be applied today. Some may still consider testing a black art, 
but with the application of computer science, creativity and automation this 
pessimistic attitude can be successfully overcome. The keys to success are 
planning, control, verification and the proper use of tools to automate the 
process. 
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There are many elements involved in planning for a testing activity. The 
test plan should clearly state the testing objectives, the means by which the 
plan will be executed, and the method of verification to assure proper 
execution of the plan. A clear description of the appropriate testing process 
or processes, testing requirements, the tester, the testing tools, and an 
implementation schedule should also be included. If the testing tools are not 
curren Uy available the plan should address how they will be obtained. The 
test plan will vary depending on the type of testing being done. Module 
testing, system testing, and system retest all present different types of 
problems to be solved. 

Testing Tools 

The use of testing tools is an important aspect of software testing. These 
tools can improve productivity during the testing phase and achieve levels of 
testing thoroughness not achievable through ad hoc methods. 

To derive the most benefit from testing tools they should complement each 
other. The use of one tool should not exclude the use of another; each 
individual tool may provide productivity benefits and useful information. 
When tools are integrated additional leverage from these benefits may be 
achieved. Tool integration is most easily accomplished when the tools form 
a tool system. Therefore this should be an important factor in acquiring or 
developing tools for testing. If the tools available do not complement one 
another, or if they do not form a complete system, then consideration should 
be given to modifying them to achieve this. 

Figure 1-1 depicts a model of a tool system. This diagram indicates how 
differences in product diversity affect the tool system. Test generation, 
maintenance, and measurement tools have the most product specific 
knowledge and are therefore the most numerous and require the most 
expertise to use and understand. While test reporting tools have the least 
product specific knowledge and are the least numerous and should be usable 
and understandable by individuals that are unfamiliar the the software being 
tested. 

There are other desirable tool attributes which should be considered when 
creating or acquiring testing tools. If possible a tool should be generalized 
so that it can be applied to many types of testing processes. It should be 
easy to use and fit naturally into the way people do their jobs. If extensive 
training is required for a tool then its training costs may outweigh the 
productivity increases gained from its use. The tool should be extendable so 
that as new applications for its use are found it can be easily adapted. 
Above all, it should be reliable; if not, it may produce inaccurate test 
results and productivity losses, causing disastrous results. 
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Testing tools can be placed into categories based on their function. Tools 
execute tests, collect and report test results, generate test data, organize 
and manage test cases, and measure test coverage. Some tools will apply to 
many different types of testing while others will be applicable only to one. 

Test case execution tools can have many forms. They may execute test 
scripts through a simple initiation process or interact with a test in a very 
complex manner. The initiation of a test script could be as simple as 
streaming a job, executing a program, or initiating a compilation. On the 
other hand an execution tool, such as a module driver or stub, may interact 
very closely with a particular test subject. 

Test collection and reporting tools gather test results and translate them into 
a readable format. These tools present the data in different ways for 
different purposes. They can report errors, provide feedback on the most 
productive test cases, and obtain test measurements. This data can be in 
detail or summary form. The error data should be informative enough for 
the tester to identify the source of the error so that it can be easily 
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located and corrected. It should also include information about the number 
of errors found, as this can be used as a software reliability measure. These 
reporting tools can also provide performance data as well as reliability data 
thus giving the tester an early indication of software performance. These 
reporting mechanisms should be designed to be both programmatically callable 
and independently executable. 

There ls a wide spectrum of test data generation tools. In some cases test 
data can be extracted from an existing file or data base. The tool user may 
want to subset, modify, and reformat the extracted data through commands. 
Test data may be saved at the same time as it is manually entered into a 
program under test. In this way it can be saved for future executions or 
modified to extend its usefulness. Some very sophisticated test data 
generation tools can automatically generate test data by evaluating the 
source code and determining what data will exercise it. Each of these test 
data generation tools may require different levels of sophistication. 

Tools which organize and manage test cases are invaluable. A data base of 
test information indexed in different ways can pay dividends when a tester is 
looking for a particular set of tests for a modification just made to a 
product. Documented test cases, their purposes, results, and measurements 
can also be valuable when trying to determine the best set of tests to use in 
a short period of time to obtain the desired results. This organization can 
also be used to predict the time required for product retest. During the 
testing phase a buildup of these cases into a organized collection will make 
the execution of the entire test set developed easier. 

The value of tools which collect historical testing information is often 
underestimated and overlooked. Historical data can serve many purposes, 
such as showing testing trends, aiding in locating improvements in the testing 
process, and enabling testors to make predictions about the testing process. 

Test coverage measurement tools provide information on the thoroughness of 
the testing; lack of this information is one of the major problems associated 
with testing. They are usually very sophisticated tools, being both static and 
dynamic. That is, they analyze the software source code to determine its 
characteristics and collect information on its behavior during execution. 
There are different types of measurements that can be provided by these 
tools, such as measuring decision statements, non-decision statements, 1/0 
calls, external module calls, and the usage of program variables. These 
measurements can be provided in detail or summary form and can be 
targeted toward different audiences. These tools can also be applied to 
many types of testing processes and can create large improvements in testing 
productivity by directing testing personnel toward untested areas in the 
software and providing information on previously tested areas. 

There are a large number of tools and ways in which they can be applied. 
Although tools can be classified according to their function, in actual use 
tools often apply to multiple testing processes. T'1e application programmer 
often refers to testing as module testing, system testing, and system retest. 
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Tool Use During Module Testing 

The purpose of. module testing is to verify that a module produces the 
correct output when provided a predetermined set of inputs. Each module 
should be exercised thoroughly to verify the correct execution of its logic 
before being integrated into the complete system, There are several 
methods of module integration; top-down, bottom-up, and sandwich test. If a 
program is designed from the top down then the modules near the top should 
be tested first. Conversely, if the bottom layer of modules is designed first 
then the testing should proceed in a bottom'."UP fashion. In complex programs 
it may be necessacy to test the modules from both the top and the bottom, 
hence the term sandwich testing. Using· any of these methods avoids what is 
known as the "big bang" syndrome, whereby all modules are put together at 
once and tested. 

During module testing a module driver may be used to control the module's 
execution environment. ·The module driver passes to the module under test a 
controlled set of inputs and receives back the output results. A module 
driver may be vecy complex and have detailed knowledge of the proper input 
types and values required by a module. The module driver may verify the 
outputs passed back by the module under test, or call another tool which 
does the verification, or simply store the inputs and outputs passed between 
the driver and the module for later verification. A module stub may be 
required when the module under test calls a module which is not part of the 
test scenario or. which does not yet exist. in this case the function provided 
by, or the data requested from, the missing module must be simulated by a 
module stub. The module stub must produce known or predictable results. 
Under complex situations producing predictable results can be difficult; in 
these cases it is better to use a previously tested module rather than a stub. 
The use of bottom-up testing may allow a module to use lower level 
modules, which have already been tested, in place of a stub module. · 

Verification of .proper. module execution can be accomplished through the use 
of verification tools. The tester should establish in advance the expected 
execution results for each set of inputs used. The verification tool can then 
verify the outputs provided by the mP<lule under test against these expected 
results. in some cases the output produced by the module under test may be 
written to a file or a data base. In these cases a file comparison program 
can be used to check the test results against the· expected results. 

Test coverage measurement tools are used to collect information about the 
execution behavior of a module during testing. Decision coverage analysis, 
statement coverage analysis, data usage, 1/0 calls, and external module call 
information can be used by the tester to determine if enough testing 
coverage has been achieved. These execution measurements provide the 
tester with information required· to locate the untested areas in the module. 
This information can also be used for early performance tuning of the 
module. 

Tool Use During System Test 

The purpose of system testing is to comprehensively exercise the complete 
software system to find errors, while determining that it produces correct 
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results. An additional objective of this testing should be to produce a 
comprehensive set of automated test cases which can be used for system 
retest. 

The test data generation tools provide an important means of quickly 
creating test data for this phase in product development. These tools may 
take data from a similar software system, modify and reformat it to produce 
suitable data for input to the new system. In an interactive system, the 
data entered can be saved along with the output results to produce reusable 
test cases. 

The test cases, while running, can report on their progress, status, and error 
detection in an automated fashion. This requires that the test cases be 
self-checking and communicate with some type of test reporting tools. This 
reporting is directed to a test log or data base associated with the test 
cases being run. The test reporting tools can denote the start and 
completion for an individual test and test series. This is useful to determine 
if a particular test case or series of test cases executed to completion or 
aborted for some reason. They can also provide check point information for 
long tests. This is convenient when trying to trace an error back to its 
origin. The tools can also provide test case documentation by placing 
descriptive information into the test log. Summary as well as detail 
information is useful in test case reporting tools. These tools are an 
important means of providing automated test result reporting. 

Test case organization tools are useful during this testing phase. Typically 
during system testing large numbers of test cases are being created. As the 
number of test cases increases it becomes more difficult to manage them in 
an organized fashion. These tools help testors manage the large number of 
test cases being created. As test cases are completed the tester enters the 
test case and its relevant information into a data base accessed by this tool. 
This data base identifies the nature and purpose of each test case along with 
execution and verification information. This information is used to assist a 
tester in locating a set of tests for a particular function. As the software 
integration continues, this information can be used to re-execute and 
re-verify the tests for the latest version of the software. The tests may be 
organized in a number of ways. They can be organized by the function or 
functions they test, how successful they were at finding. errors, or in some 
other logical hierarchy. Whichever way they are organized the tool should 
provide an easy way for a tester to add new tests to the test data base and 
to determine the proper set of tests to run. 

Measurement tools play an important role during system testing. Because 
large numbers of tests are often needed to fully test a software system, the 
measurement tools can direct the tester toward areas of the software that 
have not yet been tested thus enabling the tester to create test cases 
which represent a comprehensive test set for the product. In very large 
systems it may be necessary to take measurements of smaller pieces of the 
system and accumulate the measurements in order to obtain a complete 
picture of the testing coverage. Normally, there is a significant amount of 
overhead associated with using these tools. For this reason these 
measurements should not be taken on a continous basis but rather be taken 
at intervals during the testing phase. 
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Tool Use During System Retest 

The purpose of system retest is to assure that the changes made to the 
software have not caused its reliability to regress. After enhancements have 
been added to the product, or error corrections made for problems found, the 
product is retested. New tests written to verify proper execution of the 
enhancements, and corrections made to the software are then added to 
automated test data . base. This updated test bed is then re-executed to 
verify that the product still confonns to its reliability goals. This type of 
testing is typically referred to as regression testsing. 

Many of the same testing tools used during product development are useful 
again during system retest. The test organization tools are used to add the 
new tests to the data base. The test execution tools are used to re-execute 
the test. The test verification tools will allow the tester to quickly verify 
the test results and determine if they were successfully executed. The 
measurement tools will assure adequate coverage for the new enhancements. 

Automated Testing Experiences 

Hewlett-Packard has a long standing commitment to protect our customers' 
HP-3000 software investment through upward compatability. ln addition, 
Hewlett-Packard has a commitment to customers that the integrated HP-3000 
product line software releases will be installed by the field, minimizing the 
need for systems programmers at the customer site. These two strategies 
have resulted in a significant amount of work in integration and testing for 
Hewlett-Packard. Inevitably, this investment in people and time has 
encouraged us to consider ways to improve our productivity as well as the 
reliability of our products. 

The ever-increasing number of products which run on the l{P-3000, combined 
with our decentralized organizational structure, provides challenges for 
testing and product certification which require automated, transferable 
solutions. For these reasons testing tools are used by Hewlett-Packard to 
automate the testing process on the HP-3000. These tools make possible the 
creation, execution and verification of automated test packages, thus enabling 
divisions to test product revisions more quickly and accurately and to 
improve the testing process during new product development. 

This effort was started by developing file and data base comparison tools for 
verification, and a test logging facility for automated reporting. It also 
included using self-checking test cases and in some cases modifying products 
to allow automatic input of the test data. The file and data base 
comparison tools have flexible features for generalized use. A variety of 
file types and data sets can be compared and the data comparisons can be 
made on a conditional basis. Additionally the comparison tools can report 
their results directly to the test logging facility. The test logging facility 
uses a standardized report format and cari be called programmatically or run 
stand-alone. 

These efforts allowed test automation for a number of products. However, 
test automation for all products could not be accomplished with only this 
small set of tools. Some unique products, such as IML/3000, required still 
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other specific tools to automate the testing process. In these cases special 
purpose tools were developed to aid in test automation for that product 
[Marcos82]. 

The creation of automated test packages for interactive products required 
the development of a special tool system. This system saves the input 
entered into the product by the tester and the resultant output from the 
product as a test case. These test cases can be "replayed" automatically 
and the results verified and reported. 

The testing of an entire system, which encompasses running all of the 
automated test packages for various system configurations, required the 
development of a test monitor facility. The test monitor facility, known as 
the "test umbrella", performs computer operator functions, manages the 
overall testing for the system, and has the ability to detect unique errors in 
a system or product that an individual automated test package is unable to 
detect. 

Many of the same tools which allow the creation of automated test packages 
are also used in testing during new product development. An additional tool, 
called a decision path analyzer, is used to assist the tester in finding 
untested areas in the product and obtain a measure of testing coverage 
achieved by the final test package. Experience with this path analysis tool 
indicates that the tester can expect the first set of test cases to obtain a 
40% to 60% coverage measure. The coverage should then increase quickly 
until an 80% to 90% coverage is achieved. At this point, increasing the 
testing coverage may become very difficult and in some cases not worth 
pursuing, depending on the nature of the untested code. 

The testing tools used to automate and quantify the testing activity have 
proved to be invaluble. They have enabled Hewlett-Packard to make 
improvements in the testing process which would have been difficult, if not 
impossible to do without them. The automated test packages make testing 
much more versatile and accurate and allow configuration testing to be 
decentralized. The quantifiable information enhances the accuracy and 
productivity of the testing process. Today there are approximately 50 
automated test packages used by divisions to verify product reliability on the 
HP-3000. Figure I-2 illustrates how a single automated test package can be 
used by many divisions to perform configuration testing. 
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Figure 1-2 Decentralized Configuration Testing 

Cautions Concerning Testing Tools 

Care must be taken when deciding what tools to use and how to use them. 
A software tool, like any other tool, merely extends human capabilities. 
When the proper tool ls used benefits can be gained from its use, but when 
the wrong tool is chosen or used improperly benefits may not necessarlly be 
achieved. 

There are a large number of commercially available testing tools today. 
Acquiring a tool that precisely meets the needs of a particular testing 
environment may be difficult. Care must be exercised before acquiring 
testing tools. Acquiring testing tools should be approached as carefuly as 
with any other software purchase. The tool must fit your needs. It should 
be of good design, well documented, reliable, and supported. If the tool is 
complicated to use then training should be available to assist in its use. 
Probably the best way of evaluating such tools is to ask the vendor to 
provide a list of users ·and talk to them about their experiences. 

Early identification of the testing tools needed for a project is important. It 
is important to make sure the tool will be available before its use is 
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required, If the decision to develop a needed tool has been made, make sure 
the tool's design provides for extended use after the project has been 
completed. Also, consider designing it with enough functionality so that the 
tool benefits can be shared by other projects. Provide for tool support 
within your development environment, through documentation, training, and 
technical support. 

In some cases, testing tools may require changes to the way products are 
developed. This may mean altering the development process or even the 
products themselves. Making changes to the process must be communicated 
clearly to those affected and seen as a positive Improvement, otheiwise 
resistance will occur. Software under development may require "hooks" to 
accommodate some tools. These modifications should be designed and 
implemented to be transparent to the software users. 

Conclusion 

In the future, reliability will be an even more significant factor in software 
systems. As software systems become larger and more complex it will be 
difficult to guarantee this software attribute. At this time, testing is the 
best method known to assure reliability. This requires a rigorous planning 
method and a consistent application of the plan to all phases of the testing 
process. Testing tools provide the leverage needed to achieve increases in 
reliability and at the same time increase the productivity of the testing 
activity. These tools may have a variety of functions and can be applied to 
many testing processes. The largest benefits are realized when these tools 
are integrated and complement one another. Care must be exercised when 
acquiring and using tools. In the future improved testing tools and 
techniques will be discovered. As these new technologies become available 
Hewlett-Packard will continue to utilize them to develop, evaluate, and 
automate the testing process, thus improving our ability to assure reliable 
software systems. 
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'User-Friendly' REALLY Can Be Friendly -­
If Finding The Answers Isn't A Hassle 

by Sylvia Onalfo-Wybrant 
Technical Communications Manager 

ASK Computer Systems, Inc. 

Even the most friendly, user-oriented computer or 
software application system can be difficult to 
access if finding answers is such a time-consuming, 
frustrating process that it inhibits the user's 
desire to ask questions. 

What makes documentation ultimately "work" is not 
only that complete answers are provided, but that 
the quest for information is inviting, helpful, and 
satisfying. Certain documentation quests, most 
notably via on~line tutorials, may even be fun. 

Passing references in technical or computer 
publications routinely chide technical 
communicators for not presenting information in a 
user-friendly manner. Not surprisingly, 
microcomputer publications are at the vanguard 
pushing for an easy-to-reference style of writing 
for their vast first-time user market. 

Cary Lu provides this interesting analysis of 
documentation in a recent High Technology magazine 
article (11: 

The first line of support, the written 
manuals, varies in quality from bad to 
abysmal. With recent progress, a few manuals 
are now mediocre. Too many 500-page manuals 
have no index, much less a comprehensive, 
cross-referenced one ••• good documentation is 
so rare that a case can be made for selecting 
products on that basis alone. 

Since the computer itself is a powerful 
teaching tool, a few products have interactive 
training software, an excellent idea that 
sometimes works. No one has carried the idea 
beyond the simplest steps, though. 
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This negative assessment of current documentation 
is even more significant when you consider these 
statistics provided by the International 
Association of Business Communicators (IABC) (21 : 

• The production, processing, and 
distribution of information comprises 
nearly one-half of the GNP of the U.S. 

• Thirty-one billion original documents and 
630 billion pieces of mail were generated 
by (U.S.) businesses in 1980. 

• By the year 1990, nearly half of the 
nation's work force will be employed in the 
creation, transmission, and management of 
the copious information flow. The 
compensation costs for off ice managers 
alone is expected to approximate $1.35 
trillion. 

Despite these staggering projected dollars and word 
counts -- and the consensus currently in vogue that 
state of the art technical writing should be user­
friendly -- little has been documented about how to 
produce "friendly" communication. 

Technical writing is neither simple nor 
unnecessarily complex writing; nor is it a mystical 
process. It simply requires hard work, good 
organizational and interviewing, techniques, and a 
predeliction for accurately portraying details. 
Technical documentation shares a common thread with 
such seemingly diverse writing forms as the poem, 
the play, or the essay. All address broad subjects 
in an obvious and concise manner. All are most 
valued when there is a sense of clarity and 
crispness evident in the writing. 

A promotional ad for Personal Computing magazine, 
subtitled "There may be a latent Hemingway, 
Fitzgerald, or Asimov beneath that Einsteinian 
exterior," offers this advice regarding good 
technical writing (31: 

Keep your writing simple ••• Don't clutter your 
piece with unnecessary jargon ••• Feel free to 
use 'I' and 'you' to make your article more 
personal and meaningful to the reader ••• (and) 
make sure your details are accurate. 
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Remember the basics 
Readers and writers alike should understand two 
basic documentation realities: 

1. Even the best of user reference documents 
cannot, and will not, easily answer all 
user questions. Like written news 
reports, technical material will only 
reflect changes up to the arbitrary 
production deadline. 

2. There is an unspoken, probably 
subconscious, rule that any user looking 
for reference information will first 
crack open the manual or otherwise look 
for written help at the last possible 
moment it's needed. 

Certainly people who are in a problem-solving mode 
appreciate direct answers; but we also understand 
that, depending on the problem's level of 
complexity or inflexiblity, simple answers may not 
be enough. What we are looking for in 
documentation then is a roadmap to help us find our 
own answers. 

Technical documentation can be easy to read if a 
very few guidelines are stringently followed: 

• Realize that anyone looking at 
documentation for the first time, despite 
credentials or knowledge level, is a 
first-time user. 

• Organize for the first-time user. 
• Keep it simple. 
• Keep it visual. 

For documentation to be effective, the documenter 
must have designed the reference work with two 
basic concepts in mind: 

AUDIENCE 
and PRESENTATION. 

WRITING doesn't need to be a hassle 
If you're directly responsible for documenting a 
technical subject, there are some guidelines you 
can follow to be successful. These include: 

Write simply. 
This means being concise and precise. 
Especially with beginning drafts, write about 
a concept the way you would orally talk about 
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it. Avoid redundant expressions, but if you 
MUST repeat information, be consistent; or 
explain an idea once and then cross-reference 
if necessary. Break different concepts into 
smaller sentences to aid the reader's 
retention. Addressing your audience directly 
is very user-friendly, as in this example: 
"you should use the present tense whenever 
possible." You also may wish to consider 
using implied subjects such as the implied 
"you" in: "use the present tense whenever 
possible." 
Edit relentlessly. 
As previously quoted, Personal Computing makes 
the recommendation to prospective writers to 
"keep your writing simple." Even this 
sentence can be edited to be "write simply." 
Organize and revise. 
The magazine goes on to outline how to 
organize an article about a particular 
program: 

o state the purpose; 
o show a sample; 
o explain the options) 
o show another example; 
o explain the underlying theory; 
o analyze the details; 
o suggest how the reader might improve or 

change. 
Startin~ with a topic outline, expanding it 
with sentences, and then adding paragraphs and 
supplemental explanation is a good technique 
for defining priorities and keeping an 
overview of an entire project. 
Make presentation as important as information. 
Format sentences as visual blocks and go out 
of your way to be graphic by including 
bullets, indentations, examples, flow charts, 
matrices - whatever will enhance readability. 
But avoid being graphic for graphi~'s sake. 
Learn and use your editor's formatting 
capabi!TtieB:" Highlight, underline, or bold 
concepts to make screen information as visual 
as possible. 
Provide what the user wants. 
Be sure "user-friendly" really reflects the 
user's point of view and not some vague or 
preconceived notion a writer or engineer, 
however well qualified or credible, might have 
of what the user wants. ·Assertive thinking 
(giving yourself permission to talk to · 
customers) and hard work (actually setting 
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aside time for personal contact and then 
making contact) are the keys here. 
Use examples. 
At ASK Computer Systems, we actually created a 
simulated manufacturing company data base to 
provide customers with examples of how the 
programs would work in a quasi-realistic 
environment. Customer feedback has been 
favorable because the examples show not only 
how the programs function, but provide 
possible application uses as well. 
Include negative information. 
The typical stance regarding error messages 
and major system limitations is that they are 
not inherently "user-friendly" and if 
documented may detract from the product's 
salability. Also, they typically are finished 
at the end of the R & D cycle; and they 
usually are boring. Consequently, these 
references are generally excluded from most 
documentation. Technical communicator 
Christine Browning makes a strong case that 
this should not be so (41: 

A teacher once asked this question of a 
group of software writers: 

'What is the most important part of a 
software reference manual?' 

Nobody got the right answer. Section l 
received the largest number of votes; 
the index came in a close second. 

According to this teacher, the section 
containing the error messages was the 
most important. Why? Because if you 
have an error, you are finished unless 
the manual explains the error and tells 
you exactly how to recover. 

Qualify whenever possible, but don't quantify 
unless you need to. 
Use dashes, bullets, indentations, and other 
graphic devices to break up copy, but use 
numbers only when necessary since the reader's 
tendency is to rank information when it is put 
into numerical order. Also, formats using 
numbers are more difficult to update since 
what is currently number one may be preempted 
in the future and the descending numbers will 
need to be changed accordingly. 
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Be a jargon-watcher. 
Computerese can be like legalese - hard to 
resist and harder to comprehend. Technical 
communicator Ken McGinty pokes fun at the 
"ese" problem in an article entitled 
"Bureaucratese: The State of the Art" [51: 

••• bureaucratese is 
thriving ••• Redundancy continues to be 
strong in government language ••• (as in) 
real truth [like the true facts, I 
guessr;-Practical usefulness, past 
history, especially unique -­
opportunities, ana desirea objectives 
[as opposed to the undesired ones?l ••• 

(Additionally,) bureaucrats seem to live 
in different dimensions from real 
people ••• Nothing ever happens now; it 
happens at the present time or ~ ~ 
or ~point in ~· .-.--

READING should be an active pursuit 
While reading generally is regarded as a passive 
pursuit, you can make it an active and more 
satisfying experience by assuming certain 
responsibilities. For instance: 

Anticipate the audience type the writer is 
addressing. This will provide a benchmark 
for orienting your expectations or a 
roadmap for finding difficult answers. 
If the writing style is tutorial, you are 
probably expected to be a beginning user; 
if sentences are presented in a more 
complex, less how-to manner, a certain 
prerequisite skill or interest level 
probably is assumed. 
Get a •feel• for a document before you 
begin reading or referencing it. A 
document's organizational style may inhibit 
or enhance a reader's ability to retain 
information. Good documentation -­
optimally -- should flow logically and be 
easy to reference; but deadlines and 
equipment limitations, and yes even the 
writer's conceptual inadequacies, often 
result in less-than-optimal documentation 
being available. Again, you can orient 
your expectations -- and increase your 
satisfaction -- if you become familiar with 
how the document is organized before you 
absolutely need to find an answer from it. 

67 - 6 



APPENDING means makin9 it right for you 
If you're at the mercy of technical reference works 
that "don't quite work," consider doing what 
manufacturers and technical support groups have 
been doing for years: make it right for you. The 
basic guideline here is to update quickly -- as 
soon after reviewing the original documentation as 
possible. 

An in-house document can be a major "procedure 
book," a minor rewrite of specific sections, or a 
graphic addition that makes a complex concept 
comprehensible. It can be supplemental information 
such as an index, error message listing, or 
glossary of terms. 

When appending, be aware that there is a delicate 
balance between waiting too long and not doing 
enough soon enough. Timeliness is as important as 
accuracy -- and while wishing to create THE MOST 
PERFECT copy is a nice goal, it is probably 
unattainable1 the opposite pole is to waste time 
and resources trying to limp alon~ using something 
that's inherently not capable of doing the job. 

Feedback is you.r responsibility too 
When either READING or APPENDING·, be sure to be in 
active mode and send feedback back to the original 
writers or designers. If you don 1 t think the 
documentation is complete enough, let the writers 
or designers know how you feel. They also enjoy 
knowing what really helps. 

Don't turn the writing of your comments into a 
major task1 a simple note or outline is better 
received than an elaborate intention that is never 
fulfilled. Or, if you produce a generalized 
revision to your vendor's existing documentation -­
that is not proprietary to your company -- consider 
sharing your revision with the vendor for inclusion 
in their next documentation update. 

Know the audience's needs 
Understanding the audience is an important factor 
when documenting·. Writing style and presentation 
build upon the foundation of who is being 
addressed. !ABC communicator Jim Dodge mak·es this 
point about audiences [6]: 

Sometimes the business of communicating is a 
lot like whistling in the dark. You suspect 
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you have an audience, but you don't know how 
large it is, what it looks like, or if it's 
enjoying the performance •• ~(demographics is 
the) key to understanding what makes that 
audience tick ••• for communicators it (the 
audience) brings our whistling into the light. 

He goes on tp state an easily forgotten concept: 

One factor that complicates developing a 
better understanding of audiences ls the rate 
at which they change. 

The best writing is direct writing and knowing what 
users want expands the writer's vision. Too often, 
especially when documentation is being written for 
products still being developed, users are contacted 
only at the end of the process -- if at all. In 
such a scenario, the writer stands the chance that 
the audience may have changed. 

The best way to include an abundance of 
applications-oriented information, even for the 
most technical and abstract subjects, is to have 
direct user input throughout the documenting 
process. At ASK Computer Systems, for example, we 
are instituting a formal •user interface• program 
to assure writers the opportunity for contact with 
users. This program will help ASK writers to: 

Use internal customer documentation and 
actual phone or on-site interviews as 
reference tools. 
Call users directly if at all possible. 
Work with the R & D, education, sales, 
and other staff in our organization who 
have different perspectives regarding 
customer wishes. 
Survey users before and after a product 
is documented. 

Other companies expand upon this approach. A large 
Silicon Valley micro manufacturer.solicits 
approximately 5g users to come in-house and test 
documentation before product release, placing as 
much emphasis on the ability to understand the 
reference tools as on the product itself. At .a 
recent Society of Technical Communicators meeting, 
one HP technical documentation manager explained 
that his group internally and systematically 
pretests documentation by requiring HP personnel 
unfamiliar with a project to try to operate 
technical systems before the product is released. 
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Interfacing with Subject Matter Experts 
Good "friendly" writing reflects the writer's clear 
view of the subject. For this to occur, there must 
exist a good liaison between the writer and the 
subject matter expert and/or the subject. 

There are successful techniques that can be used to 
create or enhance liaison (and more credibility) 
with "more technical type" information sources. 
These include: 

• Good interviewing techniques are a must. 
Be direct, courteous, and friendly when 
interviewing. 

• A fill-in-the-blanks approach is an easy 
way to solicit initial information. A 
resource person provided with a draft, 
which may include questions to answer or 
blanks to "fill in," approaches the task 
of reviewing the document with more of a 
"team" spirit than as an individualistic 
"writing" endeavor. 

• If at all possible, the writer should use 
the product -- preferably as a first-time 
user. 

• Don't ever be afraid to ask for 
clarification, no matter how trivial your 
questions seem. 

• Consider tape recording your sessions. 
The benefits are numerous: your source 
doesn't need to slow down for you, you 
won't miss a single comment; and you can 
recreate the interview at any time 
convenient for you. 

Presentation 
Presentation is important no matter how dry the 
information or how, supposedly at least, 
technically oriented the user is. The type of 
user-friendly presentation that can be developed 
depends upon the type of documentation. The 
following two documentation types lend themselves 
to the user-friendly approach. 

Manuals are the mainstay of technical 
writing and typically include so much 
specific information that the overview 
often is lost. Indexes and flow charts 
help. Graphic plotters can provide an 
easy way to produce professional visuals. 
Or, you may have in-house graphics 
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personnel who can lend a hand to make 
difficult concepts visual. 
On-line computer documentation is 
undoubtedly the most "user-friendly," but 
also is the most format-bound of all 
documentation types due to the size 
limitations of the standard screen. 
Text editors often are restricted in 
their ability to visually highlight 
information so that it isn't dry looking. 

Technology will become increasingly screen­
oriented -- a consideration most writers and 
designers should be preparing for now. This means 
"writing visually" as well as simply. Audiovisual 
and educational writers, as well as scriptwriters, 
have developed skills for visual writing that 
should be referenced and used. 

Speculating on the future of the Information Age, 
Stanley Marcus, co-founder of the Neiman-Marcus 
department stores and author of the book Quest for 
the Best, says [7]: ~~- ~ 

The communicator is going to have to make much 
greater. use of the electronic tape or whatever 
comes along to replace it eventually, rather 
than paper, in disseminating information 
across the country. 

He goes on to add this aside: 

I find some objections to this. You don't 
have a chance to think as much when you look 
at tape ••• You can argue with a book, but you 
can't argue with a television screen. But I 
think as a communication device it is going to 
supersede all others. 

In Conclusion, A Little Perspective 
Lest you feel that by following all these 
suggestions you will master the technical writing 
dilemma forever -- or now feel so overwhelmed that 
you don't even want to try making things simpler 
a closing quote on the future may provide some 
perspective. 

Dr. Arno Penzias, winner of the 1978 Nobel Prize in 
physics and research executive director at the 
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Communications Sciences Division of Bell 
Laboratories, speculates (81: 

If given a choice, people are likely to choose 
those machines that allow them to communicate 
in the same way they communicate with other 
people. They will choose machines an~ 
services that have friendly interfaces ••• 

Perhaps writing is a temporary aberration of 
human history caused by the limitations of 
technology. It is much easier to scratch 
symbols in the mud with a stick than to build 
a system that can recognize spoken words and 
convert them to test. But that does not mean 
that writing is more fundamentally suited to 
human needs than speech recognition. In an 
era of technological choice, transfer of 
information -- whether text, graphics, sound, 
or video -- will more closely approximate 
human-to-human interactions ••• 

••• Computer users will act as computer 
designers, making use of one kind of friendly 
interface to help create others. 

Until this visionary time comes, however, writing 
simply and clearly is, and will remain, state of 
the art. 
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INTRODUCTION 

How many times have you used 
the TELL co11U11and to send messages 
to other users on your HP3000 
system and said, "Gee, if' I could 
send · messages between programs I 
could make some really neat 
applications." Probably never (at 
least not in those words). But the 
ability of two processes in the 
same job/session to communicate 
allows for a greater deal of' 
co-ordination and sophistication in 
programs. The MAILBOX intrinsics 
do provide this kind of' 
co11U11unication. But it isn't very 
reliable or easy to use. And the 
MAILBOX intrinsics do not allow for 
communication between two different 
job/sessions much less 
communication between two processes 
on different machines. IPC 
(Inter-Process Communication) files 
are an easy and elegant method for 
processes to communicate. 

Basic Conceptual Description 

MESSAGE FILES : 

Message f'iles are queues or 
First-In-First-Out (FIFO) data 
structures. The first message 
written to the file is the first 
one read. As a queue there are two 
ways to access the file. Either you 
are a reader or a wri tar. Writers 
add to the end of the queue and 
readers take from the beginning of' 
the queue. 

Think of it as a tube. Writers 
are at one end, readers are at the 
other. Writers place the messages, 
one at a time, into the tube 
opening at their end, and readers 
take the messages oqt, one at a 
time, at the other end. Notice that 
you cannot read the messages in any 
order other than the order in which 
the writers placed the messages 
into the tube. You cannot read the 
third message in the tube unless 
you have taken out the first two 
messages. Logically you cannot be a 
reader and writer at the same time. 
You have to run f'r~m one end to the 
other changing from a reader 
(writer) to a writer (reader). 

This model applies to message 
files very well. When you open the 
file yo~ must indicate if you are 
opening as a reader or a writer. To 
be able. to read and write you must 
open the file twice: one as a 
reader, another as a writer. 
Applying this to our model, you are 
hiring two guys, one at each end of 
the tube, who communicate with you 
via telephone. 

The model applies in niessage 
reading and writing. When writing 
it's simply an add to the end of 
file (end of' tube). If' the file is 
full (tube is .full) you have to 
wait or an error condition will 
occur. Which will happen will 
depend on the mode of' write (We 
will discuss the details later). 
For readers the model demonstrates 



the major difference between 
regular file and message files. To 
read the second message in the 
tube, you must take out the first 
message. Message files accomplish 
this by destructive reads. As you 
read the file, each message read is 
taken out of the file. The next 
message in the queue comes to the 
front. This happens no matter which 
of the many readers take the 
message. Non-desructive read mode 
is available, but it does not move 
you into the queue. It's like 
reading the message at the front on 
the tube without taking it out. 
But you still can't read past it to 
the next message. You must take out 
the first message to get at the 
next. 

The "TUBE" model shows how a 
user perceives messages files. In 
reality it is nothing more than a 
serial file. But the file system 
intrinsics (FOPEN, FCLOSE, FREAD, 
FWRITE, etc. ) treat files of type 
message as our model describes. 
The file label contains the 
information on readers and writers, 
the pointers to top of queue and 
end of queue as well as file size, 
etc. Because the file system knows 
exactly how to treat the file to 
make it look like a queue we don't 
have to bother doing the checks. 
For this reason, message files are 
much easier to use than creating 
your own serial file and figuring 
out all the exceptional conditions. 

Accessing Message Files 

The beauty of message files is 
that access is through common file 
intrinsics. Some intrinsics cannot 
be used on message files. Logically 
FUPDATE, FPO INT, FREADSEEK, 
FDELETE, FREADDIR, FWRITEDIR and 
FSPACE cannot be used since they 
imply being able to reorder the 
messages in the queue. All of these 
intrinsics will fail when used on 
message files. 
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To identify a message file is 
quite simple. On a :LISTF,2 look at 
the TYP field. If the character 
under the "p" is "M" then it' s a 
message files. To build one is 
just as simple. In the :BUILD 
command add ;MSG. 

Below is brief description of each 
intrinsics and how they can effect 
message files. 

FOPEN 

This is where you open access 
to your message file. In opening a 
file you describe several important 
items. 

Access type : by opening up in 
READ access you become a 
reader. If you are the first 
writer to open up and you open 
up using WRITE access it will 
cause the clearing out of the 
file. If you are second writer 
to open your access is 
automatically altered to 
APPEND access. 

- Exclusive : setting to SHARE will 
allow for multiple readers and 
writers. In SEMI access only 
one reader is allowed but 
there. can be many writers. The 
default is EXCLUSIVE which is 
one- reader and one writer. 
Note that if you wanted to 
lock the file completely you 
will have to open it in 
EXCLUSIVE as a reader and a 
writer. If two processes are 
attempting this at the same 
time, the possibility of 
deadlock exists. Be sure to 
error out if you cannot lock 
the file, rather than wait for 
it to free up. 

- Multiaccess : The main advantage 
to message files over other 



FREAD 

means is the easy ability to 
access a file from many 
different jobs/sessions. 
Also, the file must be allowed 
to be accessed at least twice, 
once as a reader and also as a 
writer. Therefore an access 
mode of no multiaccess is 
changed to GMULTI 
automatically. The default is 
GMULTI, which means other 
job/sessions may access the 
file. MULTI means that only 
the current job/session may 
access the file (essentially 
it's the MAILBOX facility 
replaced). 

This reads a record of data 
from the begining of the queue. 
When a record is read, it is 
deleted and the next message comes 
to the front. Using FCONTROL 47 
will prevent an FREAD from 
destroying the message. If a FREAD 
is performed against an empty file 
with no writers , an EOF is 
returned. If there are writers or 
if it is the first FREAD to the 
empty file, a wait will be in 
effect. 

FWRITE 

This writes a record of data 
to the end of the queue. If the 
file is full and there are no 
readers, an EOF condition will be 
returned. The FWRITE will wait on a 
full file if it is the first FWRITE 
after an FOPEN or an FCONTROL 45 is 
in effect. If the file is full and 
there are readers, the FWRITE will 
wait until a block of records has 
been read from the file. 

FCLOSE 

Closes the file. When a file 
is closed by a writer a close 
record is written to the file. 
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FCONTROL 

There are a few additions to 
FCONTROL for IPC files. 

control code 

6 Write EOF. This will not 
actually write an EOF but it 
will write the file label and 
buffer area to disc; useful in 
helping the message file 
survive system crashes. 

45 Extended wait. If set to TRUE 
readers will wait on an empty 
file that has no writers and 
writers will wait on a full 
file with no readers. If set 
to FALSE, an FREAD to an empty 
file with no writers, or an 
FWRITE to a full file with no 
readers , will return a EOF 
condition. The TRUE or FALSE 
will stay in effect until it 
is changed by another FCONTRCL 
45. Note: the process will 
also wait if it is the first 
FREAD or FWRITE after an 
FOPEN. 

46 Writer' s ID. If set to TRUE, 
each FREAD will cause the 
writer ID header to be placed 
in the first two words of the 
reader' s target area. The 
first word and 2 for close 
record. The second word 
contains the ID. Open and 
close records contain only the 
writer ID. Data records 
contain the message after the 
header data. If set to FALSE, 
the open and close records are 
deleted immediately as they 
hit the head of the queue. The 
two-word header data is not 
passed on to the stack of the 
reader program. 

47 Nondestructive read. If set to 
TRUE, the next FREAD will read 



but not delete the message at 
the head of the queue. 
Subsequent FREADs will cause 
destructive reads unless 
another FCONTROL 47 is set. 
The next FREAD would also read 
the same message again. If 
set to FALSE, the next FREAD 
will cause the message to be 
deleted. 

Software Interrupts on 
Message Files 
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Message files are the only 
files that allow for software 
interrupts. This feature allows 
for a process to sit in the 
background and use very little CPU. 

Initially, your program is 
disabled for software interrupts. 

48 Interrupt procedure. This is To enable, you must set the 
used to pass the address of intrinsic FINTSTATE to TRUE. 
the interrupt handling Setting it to FALSE disables 
routine. It stays in effect software interrupts. Normally, 
until another FCONTROL 48 is before you enable FINTSTATE you 
set. To disarm the trap, call want to set up the interrupt 
with the parameter set to 0 procedure. To arm the interrupt, 
(zero). use FCONTROL 48 and send the plabel 

FCHECK 

An additional message has been 
added to the catalog. It is error 
number 151 CURRENT RECORD WAS 
LAST RECORD WRITTEN BEFORE SYSTEM 
CRASH. It just informs you that 
the last few messages written to 
the file may not have gone through 
before the system crashed. If you 
were expecting close records you 
probably will not be getting them. 

FFILEINFO 

With this intrinsic, the 
number of readers or writers and 
the address of the software 
interrupt procedure may be 
determined. 

34 - returns the number of writers 
accessing the file 

35 - returns the number of readers 
accessing the file 

49 - returns the address of the 
software interrupt procedure 

address of the interrupt procedure. 
This will cause the file to be 
placed in no-wait I/O. Then 
initiate an FREAD on the file to be 
interrupted. When·that is done you 
enable the interrupt by 
FINTSTATE(TRUE). 

If you want to know the 
address of the plabel you have set 
in the FCONTROL 48, perform a 
FFILEINFO 49. This will return the 
plabel of the interrupt procedure 
currently set. If a 0 (zero) is 
return, no interrupt procedure is 
set. 

When the file is interrupted 
your interrupt procedure is called, 
software interrupts are disabled. 
At this po int your read is in the 
middle of the I/O. Because of the 
no-wait I/O mode of the file, you 
must issue an IODONTWAIT to 
complete the I/O. After you have 
performed your interrupt handling, 
you must exit with a FINTEXIT. This 
will re-enable software interrupts. 

If a CONTROL-Y trap is . also 
set in your program, it will 
disable software interrupts when it 
is tripped. When the CONTROL-Y 
interrupt is completed, the 
RESETCONTROL will restore the 



software interrupt to it's previous 
value. If you want to be able to 
service a software interrupt in a 
CONTROL-Y trap, perform a 
FINTSTATE(TRUE) in your CONTROL-Y 
procedure. 

There are several other things 
to note. There can be only one 
FREAD or FWRITE outstanding for any 
particular file. All additional 
FREADs or FWRITEs will be ignored. 
Software interrupts do not work on 
remote message files (files . on 
other computers). Also, software 
interrupts will not interrupt while 
an MPE intrinsic or procedure is 
executing. The only exceptions are 
PAUSE, PAUSEX and IOWAIT. To abort 
an uncompleted FREAD or FWRITE, use 
FCONTROL 43 (abort nowait I/O). 

Here is an example how a 
software interrupt would be set up; 

Fnum := FOPEN (,,,); 
IntAddress :=. @IntProcedure; 
FCONTROL (Fnum,48,IntAddress); 
If<> then ErrorRtn (Fnum); 

FREAD (Fnum,Target,L~n); 
If<> then ErrorRtn (Fnum); 
FINTSTATE (TRUE); 

The interrupt procedure would be • 

PROCEDURE IntProcedure; 

Begin 

IODONTWAIT (Fnum,Command); 
If<> then ErrorRtn (Fnum); 
CASE Command of 

Begin 

End; 

FINTEXIT; 
End; <<<< IntProcedure >>>> 
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Things to Watch For 

There are little aspects to 
any facility that can cause a 
programer to look for hours at a 
particular problem. The following 
are observations and comments that 
might help you quickly find 
problems that you are experiencing 
using IPC message files. 

If you are copying a message 
file using FCOPY, it will empty out 
your message file like any ordinary 
reader. But if you use the ; COPY 
option, the file will be opened in 
copy mode and will treat the file 
like a serial file. As a result it 
will completely copy the file 
without destroying the messages in 
the file. Note that to do this 
FCOPY has to have exclusive access. 
FCOPY without the COPY option is 
just like any other reader. As a 
result, if the file is empty upon 
opening, FCOPY will wait until a 
message is written. You will have 
to break and abort FCOPY or write a 
record to the message file. 

You can open the file as a 
-program in copy mode too (see FOPEN 
intrinsic details). This will give 
your program exclusive access. The 
file will be treated as a serial 
file. So you can read every message 
without destroying the previous 
one. This is the only mode where 
this wiil happen. 

Remember that an EOF condition 
is a message that informs you that 
certain things have happened and 
does not neccessariiy mean that the 
file is empty. As a reader, you 
will wait on an empty file if it is 
the first FREAD after an FOPEN or 
if there are writers associated 
with the file. Writers will wait on 
a full file if it is the first 
FWRITE after . an FOPEN or if there 
are readers associated with the 
file. Readers will get an EOF 



condition when the file is empty 
and the last writer closes the 
file. Writers will get a EOF 
condition if the file is full and 
the last reader closes the file. 

If you are using software 
interrupts, remember that when the 
last writer leaves a file, an 
interrupt occurs. The interrupt 
will return an EOF. It' s a way of 
telling you that all the writers 
have left. You either terminate 
the program, or if you want it to 
continue, close and then re-open 
the file. 

One the features of IPC files 
is user mode no-wait I/O. But you 
can only get no~wait I/O when you 
initiate an FCONTROL 48 on the IPC 
file. So be sure to perform a 
FCONTROL 48 before you perform Y?ur 
first FREAD. 

Uses for Message Files 

As I have said earlier, if you 
want two or more processes to 
communicate, IPC message files are 
ideal. But then when would you want 
two processes to communicate. Well 
here are some examples. 

Hewlett-Packard's HPMAIL 
product uses IPC message files. 
When you start up HPMAIL a 
background job, known as the 
mailroom, is streamed. This 
background job is responsible for 
the distribution of mail. It 
receives orders for mail 
distribution through an IPC message 
file. 

Communication with background 
jobs is very useful. I have been 
working with one application where 
IPC has saved a port and added 
mobility. The· application accepts 
data from HP3077a Datacap terminals 
and adds the data to a: data base. 
At times we would like to adjust 
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the time or see the reject rates or 
see if a datacap terminal is 
operational. To do this we have to 
be able to enter commands to the 
program. Initially we had a central 
terminal running the application 
program. This wasted a port since 
it was rare that we should enter 
commands to it. We wanted to place 
it as a job, thereby saving a 
terminal. But we still wanted to 
communicate with it to reset 
termi.nals, etc. Enter IPC message 
files. Using the software interrupt 
feature of IPC files, commands are 
entered to the application job and 
responses are returned via another 
IPC message file. This not only 
gave us an extra terminal, but also 
allowed us to communicate with the 
application from anywhere the 
system was accessible. When the 
application had a problem and 
needed reseting, we could do it 
from home via telephone modem. 

Maybe all you want is a 
utility to send messages to the 
night operator. You could write a 
program that would add messages to 
an IPC message file. When the 
operator is ready to read them he 
runs another program that would 
print out all the messages. With 
MPE security you could arrange that 
only the operator can read it but 
anyone can write to it. This would 
save you from multiple editor files 
and keep messages secure from other 
mischevious people. 

I am sure that there are many 
applications that I have not even 
approached. Just the ability to 
communicate across machines and 
with background jobs make message 
files extremely useful. 

In Conclusion or 
So Why Use IPC Files 

There are many uses for IPC 
files. But as always it depends on 



how your application is to work. 
Don't use IPC files simply to use 
IPC files. But if you do find they 
will help your application you have 
many advantages going for you. 

uses the already known file 
intrinsics (FOPEN, FCLOSE, etc.) 
because of above, you can use 

high-level languages (BASIC would 
have to call SPL or FORTRAN 
procedures) • 

- utilizing file security system 
can use system file commands on 
file (BUILD, FILE, etc.) 

- access remote IPC files via DS 
- multiple user access 
- user mode no-wait I/O on message 

files 
- when writers leave, close records 

are written 
- can identify which writer wrote a 

FFILEINFO Provides acceas to file information. 

IV IV BA 

FFlLEINFO (file"""' {,itemnuml, itenwoluol/ 
f,itemnum2, item.1J1Jliu2] 
{,itemnu.m3, itemualueJJ 
[,item1Wm4, itemvaluc4/ 
/,it•"""""5 •. ium"41•ffN l;. 

NOTE 

Jtemnum/itemualue parameters must appear in pairs. Up to five 
items of information can be retrieved by specifying one or more 
itemnum/itemvaiue pairs. 
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message 
software interrupts on message 

files (not directly available in 
COBOL) 

The ease of use, complete 
error-checking and·thought put into 
IPC communication makes IPC a very 
useful feature of the MPE file 
system. 
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36 L 
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ITEM 

label rype 

current number of writers 

current number of rqder1 

File Allocation Dale (CALENDAR format) 

File Allocatil)t) (CLOCK format) 

SPOOF LE Device file number (#0 or #I 
numb9r) 

RESERVED 
FFILEINFO provides access to tile information. It is designed to be extensible so that new file 
information can be defined and accessed. 

40 

41 

0 disc or diskette device stlWt 

device type 

PARAMETERS 

filenum 

itemnum 

itemualue 

integer by ualue (required) 
MPE me number returned by FOPEN 

inte1er by ualue (optional) 
Cardinal number of the item desired; this specifies which it.em value is 
to be returned. 

~~:::£ ~~p~!:~al~pecified by the corresponding itemnum; the data 
type of the item vai.ue depends on the item itielf. 

CONDITION CODES 

CCE No enor 

CCC Not u&ed 

CCL Accesa or calling i.equence error 

42 

43 SA 

44 I 
46 SA 

48 
47 

48 I 

~ 

device subtype 

environment file name 

Ian disc extent allocated 

file name from labeled tlpe HOR 1 record 

tlP8 dentity 

ORT number 

UNIT number 

software interrupt PLABEL 



FOP EN 

INTRINSIC NUMll~ll I 
Uled lo al.ablillh acceu &o a rilo and oplionally 
define Uu~ phy»ical chuaderi1tit:1 of I.ho fdt: 

prior lo aieUinM up MCCeil '° il. 

I BA l.V J.V IV BA BA 
/Uenum:•FOPi::N{/or11ualdc11iji1uatDT,fopd01111,eupli(.lllf.,..Clk•,deukt1Jqrmm11, 

IV IV IV DY IV 
uurlgbcM.btoc•faclur,n .. mbuf/cn,fi~.Uc,numat•nll. 

IV lY O.Y 
inilialloc.(i1"""4•); 

'lbe FOP EN intrim1ic mu.kea it po11iible to acceu a file. In- the FOP KN inLrinaic call, a particular tile 
m1y ~ rt:forencud by ii.a furmal {de de•igmdor, deacribed in Sect.ion lit. When the FOl'EN inl.rirndc 
ii elu.-cub!d, it rdurns lo Lb~ u~r'• proce:;a a file 1.umber by which lhe 1y1lem uniquely klenlifwa 
Uw hie. 111ili file numbe~. rilither Uuan the file <kt;paloi, then ii uliCd by 11ubsequenl intrilliica in 

rcfcrt.-ncin& lhc tile. 

FUNCTIONAL RETURN 

'l'hiii inlriniic- reLurn11 au int.ci:er file number used lo identify the opcutd (ilo in other intri1uic c11lll. 

PARAMETERS 

furmuldc,;igr1ator 

foptw11• 

byte array toptionalJ 
Contain& a &lriua: of ASCII chllracten inl.erpreted u a fonnal file 
dca;icnatOI'. aa defined in Section tu. 1'hil 11trin1 mud be1o>i11 wiU' a 
leLLer, cont.uin alphanumeric chuac&.eh, ahubu, or ~riudi, and 
h:rminal.e wilh any non-alphanumeric charac&.er e.w.cept. a •lwih m a 
11eriod. U the ilri111 nam1;11 a li)'lilem-defined tile. it e&n be&:in with a 
dollur a;ign ($); it it 11ame1 a u.er-predcllOL-d file. ii. Cllll bc.!gin wilh MR 
Wilt:ri:ik (•). New KSAM rdea unlike atandard file1 mulit be oiwnOO with 

a umque narne. 
l)c/ault: A temporary nornelea;1 file lhat can be read from or wrilten lo, 
bUt nut ""'ed, is a~i#JH:d. 

logu.:al by 11alue (uptio1141) 
Tiu: /ophon• parameter allows you lO ipeeify different ftfo chanac· 
terl:olic& by i;cUinM: corr~pondinll bit ·11:rou11inp in a 16-biL word. 'l'he 
corrc:opondem:e i.li from ri&hl lo lefl, bt:ginnin11 with bi& 16. '11u:~ char· 
actcrU.lic& are wo follow•, piocect.lin.i: from the rightmoi>l bit poupli to 
the lefl11l0til biL poups in the word. 'fbe bit 1ellin&i an: aummari~t:d in 

fib'lUC 2-1. 

NO'fE 

Bit grou~ are dcnol.L-d usint: the tla.ndud SPL notation. Thua 
biU (14:2) indie11la bib 14 and 16;bil4(10:3)iluJicaWtbill 

10, II, lln<I 12. 

Dil< f14:2) - llomllin foplioo. 
Th.u tile domain h• ht: ~ched by MPH to too.Le Uw fiht, indicllled by 
theld Wt. aut.1.in1•: 
00 • 'l1H1 fi111 a. a 11aw tile. crti•IAMI at UU. point.. No 1W11n:b W n~cljjjU')'. 
01 • 'l'lut Ille la an old peimenunt file, and Llw •)'•I.um Iii• domain 
ahould be .earched. 
10 • 'fho filu ii au old t.umponuy file, and tho job file domain aohould be 
aearched. 
11 • 1'h•· file it an old file lhat ia to be toc.ted by first 11earchin1 the job 
file domain end then. if the rlle ii not. found, by httUchin1 the iYil.!10 

file domain. 

Bil 113:1) - ASCll/Binacy Fopliun. 
The code (ASCII or binary) in which a new tile ii to be recordlld when 
it i& wriUen to a device that a;upporll both codea. In tht1 cue of di&e 
firea, lhil alao artecbl paddin1 that can occut when a direcl-wri&.e 
intrin:oic call (lo'Wlll'J'EDIR) i1 iaued lo a record that liea bt!yond lhe 
current loaicll end-of·f~ indic•tor. In ASCU tih:1, any dummy recordl 
belwttoo dau previout end-of-file and th• newly-written record are 
padded with btamks. In binary lilei, 1ueh r~or<b ue pouldL-d with 
binary zerOI. All file:. except mag lit.pe 1&nd it!rial diic file• are treuled &Iii 

ASCII file:.. lo'oreii:n J1:oc fUe:i llfl! binary recordli. 
For ASCII fHea;, lhiti bil is l. 
For binary filu, Lhia bit is 0. 

Bib (10:3) - Def11ult Vile Delii11nator Foplion. 
'fhe uclual file dei>i"1u&tor ia equaled with the formal file di!liignator 
apec::UilMI in FOP£N. if 
1. No eKplicit or imt>licit :i'ILE command equalin& the formal file 

deiii&nator lo a different actual file dt:11i.:nalot' occura in the job or 
&e:iliiion; or 

2. The Disallow l-'ile Equation l'opllon (bit 6) ia lipecified. (Nok lhat 
a lea.din& • in a formal dc11ipator can elfeclively override the di&­
allow file equ11tion /option.) 

1'he bit iwttinp ue 
000 •The actual file delii1natoria theHmeaa the (ormal file dei;i.rnator. 
001 .. Tile actu&&I file dl;iiaJn•tor ia $STDLIST. 
010 s The actulll r1h: de,i1u11tor ii $Nl!:WPASS. 
011 '"'The actual lile dc:oiiinalor ii $0LDPASS. 
100 .. Tbe actual file dc:oiKnator ii $STD1N. 
101 •The actual file deioia:nator ia $STDINX. 
110 = 'l'he actual file de:oi1nator ia $NULL. 

Billi (8:2) - ltecord lo'onnat Foplion. 
1'he fornu1.t in which the r~ordii in the fde are record&:d, indicated by 
Uu~liC bit 1i1!llinK1: 
00"" lo~iud---len.:th rL-cordli. 'l11e file bi compo£ed of logicid recordti of 

, unifonu knl{lh. lo'oreiL,'U di:teli alway& ~uave fiKtid-li.!nl(lh recunb. 
01 "" Variable-t&:n.:U1 rccurdli. 1'he file coutain11 lugicid recordl of Vlll)'in11 

lenit.h. 'l'hili formut i.ii relilricled lo records U1at are wril.Wn in 
aequen~ill ordt:r. '1'11e ai:t.e of each record Mi rttt.'Orded lntcnudly. 

Th• ac&ual- phy1ical record 11ize uaed ii determined by mukiplyina 
the rcc1iu (apecililMI or default) plua ~ by lhe blodi/acior. and 
addin& one word for Iha end-of-block indical.ol'. Thil opt.ion ia not 
allowect when NOUUli" ia lipecif-ied. In such a cue. the nscofll 
fosmal ul8d ia undelirusd·hm&lh record1, dillcuued below. 

10 • Undef'med-lenllh recordi. The file cont.in1 record• ot varyina 

··~- that were not written u&inl the variable-lmlih /oplion (01 a. 
All filoa not on di&c or mupetic tape are treated u containin& 
undefined-lenath rec:oub by default. The file 1ya;lwn make& no 
Ulibmpdoa. about tl1e amount ol d•la U1at ii Ulieful. The Ulel' 

muat: determine how much d11.u; 61 iiood. 
FOi' undefined lena:th recorda, only the da.tu. auppUed ia written 
witb no information about it.a len.ilh. 

Note: Undef"aned-len&lh record1 are aupported by all d~ices; 
IP.eel- and variable-len&th rec0rd1 are 1Upported by diic and 
m11tinetic tape devicu only. To lit.le lhia another way: dlac .-.ld 
mqnetlc: Ype dwicea papport all record formalai, whereu aU Other 
devicel aupport only undefined leH&lh .recorda. 

Bil (1 :II - Caniap Control Fop1iu11. 
II aelected, thia 1pecifiel that you wiU aupply a carriap control 
directive in the callin1 aequeru.-e of each FWRITE call that wrilel 
record. onto the rde. 
0 • No carriap control directive Hpect.ed. 
l • Carriap control directive e:1pecled. 
Carriaga control ia defined only tor ch&racl.er oriented, i.e., ASCII, fila. 
Thia option and binary ue mutually ~cluaive and au.empt.a to opt:o 
new lilea with both bin_ary and 1.hil optlOn rea;ulta in an acceu violation .. 

Bit (6;1) - Diaallow File Equalion Jt'oplfon. 
Thia option' i&norea any cone:ipondinK :FILE command. tt0 that I.tut 
ipetilicatiom in the FOPEN cidl take effect (unlea pieempll."tl by tbOH 
in the Clle label, for dilic filei). Note Ulal a le1.din11 • in M formal d~i1· 
nator can effectively override U•e diliallow file equation /option. 
0 ""' Allow :FIL£. 
I • Di..ilow :FILE. 

BiU (2:3) FUo Type Fopliun 
l>t!Leiminea the lype of file to create for a new file. If the file ia old, lhia 
field ia ipored. 

000 - Ordinary file 

001 - KSAM file 

010 - Relative 1/0 file 

100 - Circular Cde (dbcui:i&:d in Sectiou Ill) 

110 - MeaQI• file 

Note: 1'he Def11ult Deaipalor FOla<l'ION, bits 10 through 12, oH._,n; 
aa:veral choice» for default file de1tijna.tolli. Any value Ulied otJler thun 
0 for "filename" wW ov~rride Ute FiltS '1'y11e field. 

O'I 
CX> 

CX> 



aoption• 

FOPEN 

Oil.Ii (0:2)- llclicrved for MrE. Should be liel to i.cru. 

lqaical by ualue (oplionalJ 
The aoplio1111 panuueler permita you lo 'pecily up to &even diUenml 
accea option& edablbhed by bit 1fOUpin611i in • 16-bil word. 'rhei>i: 
accc:i.li optiona are deecribed below. The bit setlin111li are 1ummiuh.ed in 
fi6'Ure 2-2. 

Bili (12:4) - Acce!Oi 1'y1)ti AQptiom. 
'l'he type of .iacce:;.i; ullowcd tor U•ili accelili of lhili file: 
0000..., Reild acceas only. The f'WRITE, FUPDA1'E, and FWRl'l'EOIR 

ihl.nmic call.11 cannol. reference thiil file. 1'he end-of-file iii not 
ch1maied. &he iccord pointer 11Uutai at 0. 

0001 ""'Wril..e llCCCll£ only. Any Wt.La wriU.1m in lhe tile prior lo Ute cur-
1enl l-'Ol'li:N requeiot ia delet.cd. The FllEAO, )'READSBEK, 
io'Ul'DATE, and FRKAODIR inlrin•ic callti cannot reference 
thi11 fik 11le end-of-tile ii &el t.o O; Ute record pointer til.arl.a at 
0. On ma .. 'flelic la1w an EOF muk will \Ml written t.o lbe Lape 
when U1e file ii 1''Cl.OSED even if no data hi written. 

0010 =- Writ.e accc~ only. but 1)feviou11 ®la in lhe tile itt not deleted. 
1'he 1''llEAll, FREADSEEK. f.'UPOA'fE, und f.'JlEAODtu 
inlrimJc culls Clltlnol reference lhili file. The cud·o(.file pointer 
i£ nol cb11.nGcd, lhe record poinlt:r illll1.a al. 0. 1'herelore, th.la 
will be overwritten it ii WIU'fE ii done. 

OOH• AJlpend w:ce:>i> only. The l"llEAD·, .. 'READOlll, FREAOSKEK, 
i''Ul"OA1'E, FSPACB, FPOIN'f, aud 1''Wlll'fl:!:DIH. inlrirn;ic callli 
cannot refimmce Ulis tile. Thill option iii nol vlllid for fileli con· 
l&ininii vwiahle·lenKUl recordli. The end-0Hilt! pointer ii u:aed lO 
&el U1e record pointer prior lO each 1''Wlll'fE. to'or dioc fileli it 
iii updated (in .1m internal tile &)"Iii.em table) atler each 1''WIU1'1l. 
Thus, dala in lhe tile c1mnot be overwril.len. 

0100 s ln1ml/oulpul &cce:>i>. Any Ule inLrim;ic ~ct!pl io'UPDA'l'E can be 
Uisut.-d for lhh• file. The end-0f-file pointer ii nol cluu1Kct!, Lhe 
record pointer i>lart.li al 0. 

0101 .. Up4 .. htlt! accei;i;. AU hie inlrin11ic11, includinK FUl"DATE. cam be 
i:.i;ued tor Ille. 'l11e end-ol·llle point.er h; not chimKt:d~ the record 
pointer olart.::i Oil 0. 

0110"" l!:x:t!cut.e acce11J>. AUowli ulier wiLh PrivUcKt.-d Mode Cupubilil)" 
inpul/oul11ul. IU:Ct!lili lo ilUY loaded me. 1'he end-of.file poinh:r ii 
nol chw1.::cd, lhe record poinkr iitarlli at 0. 

Bita (8:2) ~ l!:xclusive Aoption. 
Thi.Ii aoption iipecifie:i whclhilr you have conlinuouii exclm;ive accelili lo 
thia file, from lhe lime it ii opened to the Lime it ii cloitcd. 1'hii opLion 
oft.en ii u&ed when pedorminK wane crilicaJ operation, 11uch u u1lllatiug 
lhe tile. 
01 • Exclultive accelii. After lhi1 fill1 ii opened, prohihita unolher 

i''OP~N requ1:liiL, wheth1:r iS£ued by thia or another pruccs:;, uutU 
thi& procesa i&11ued the FCLOSE ieqUelil or terminilleli. It any 
proce&$ .art!ady ii 11cces.sinK lhia lilu when thia l-'Ol'k:N c&dl i11 
bliued, a CCL ilUOr code ia reluined Lo I.he c1tlliu1 procesa. It 
another J.o'OPEN c.al iii i"°ued for lid& file while the ilxclw;.ive 
aop1;011 iii in etft!cl, an enor code ill relurnt:d lo that cWli111 
procelill. The il¥clu1ih1e acce111 aoptiun cw1 be rt!qUeliled only by 
usera allowt:d the file lock.in& MCcelili mode by U1e . 11ecurily 

. proviaion1 tor the me. , 

JO• Semi-nclu&ive acccu. After the tile ia opened, prohibit.a C.OO· 

cunent output acce.u to thil file throuiih another FOPEN reque1>l, 
whelher iliiued by thil or another proce.u, walil thil proca• biuea 
the FCLOSE reqUe&& or terminMk•· A &ubliCquent sequul for the 
input/output or update aoptiDn acceioa type will obl&in read only 
MCCCU. Other type11 of read Mecca, however, aro allowed. II an)' 

proceu Mkcady haa output acceMi to lhe tile when UU. FOPl!:N call 
la illiued, a CCL error code ia rdurned to I.be caJlinac proce:o11. It 
anoUwr FOPEN call that violalci the read-only re11lriction ia iti:iued 
while the a;emi-excluliive aopl;on ia in e((ect, that call (ailp 11nd an 
error code ii retume4 lo the callinte procClll. The aemi-excluaive 
acceu. can be reque11led only by Uielli allowed thu file·lockina 
acceaa mode by lhe ieewity proviliona for the filu. 

J l .. Sh1J11 acce111. At~r the file ii opcnt!d, permita concurrent acceu lo 
U1il file by any proceu, in any accei;a mode. aubject Lo olhel' ba.iiiC 
MPE M:curil)" provision1 in effect. 

00 • Default value. It the re&d acceaa only aopt;on ii 1elected0 ahare 
acce.liAI (11) takea. eftect. Olhel"Wil>e, excluliivo accetili (OJ) takea 
effect. Re&!lfdleiii of which acceq ii aelected, FGETINFO .wiU 
report 00. 

Bil (7;1)- Inhibit Butterinc Aoption. 
When 11.eleclcd, thia aoption inhibit.II aulomatic butferinte by MPE and 
allow.Ii input/output to tuke pbcu direcUy between the u&er"• dulil area 
l&lld the Mpplic•blu bu.rdw1tre duvicu. 
0 • AJlow normal bullerinii. 
l • Inhibit bultt!rilltl (NODUF). 
NOBUF acce111 i.t oriented to the trander of phyaical block• rat.her than 
logiclll reCordi. 

With NOBUF acce&a, you have rc1>pon1tibilil)" for blockin11 .1md de­
blockint1 of r"°nb in the file (Mee Section Ill). 1'o bl conliiril.cnl with 
lile11 built. winii bullt!red 1/0. recorlhi lihoutc..I hctlin on wont btnu1c..luri&:li0 

ant! when thu lnlorm&tion contt!nl of the record iii lew; Uuu1 Uw defined 
record leut(th, the recol'd ihould be padded with blank11 by you i( the 
tile ii ASCIJ or with uroli if the tile ill binary. 

The· rec•Ue and block 1b.e tor. lile1 manipuh1t.ed under NOllUF acceu 
follow tho twne rulea aa those tile1 th11l are created UiiinJi butlerinjl. The 
t!etault blod/actor for a file cre&Wd under NOBUF ii one. 

When a NODUF tile ia opened without mullirecord 8CCt!lil, the amount 
of data tran&~ened per l'ilad or write iii limited lo a· maximum of one 
block. 

The end-of·file, ned record point.er, and record tramfer count 11re 
maiuw.ined in term& ot loti:ical record& tor .al file11. Tbe numbu of 
lo!Pcal rt:conb aftec&.ed by each trllnift!r ii determined from tho &iu of 
the lrllnllfer. 

Tl-Wien alway11 belfin on• block boundary. 1boliC tnulli(en; which do 
not lram;fcr whole block# leave the ned record pointer ieL lo t.he finol 
rt:cord in lhe nut block. The end·of.file pointer Uway11 poinLI at the 
lul l'ccord in the file. 

.t"or file• opened with NOBUF acct:lill, the i''IC.EAODIR, 1''Wll1Tl!:DllC., 
and. Fi'OINT inldnriiCI lrt:ill lbe rec11sw1 puameler && a block number. 

Non-lllO Meceu lO a RIO fiN can btt indicated by lipl:'Cifyinii lhe 
NOUUI'' option. In tbia CaMt the phyllical blocluoi~e (item #21) from 
i''FILEINFO &hould be Uied lo detennine lhe muimum l01111ilel' length. 
(1'he i''Gl."J'INFO "blk'i~e'" paraamet.er ma)" al:io be utted.) 

Bila (6:2)- Mulli·Acceiil Mode Aoption 
Thia feature pem1ita proceuea located In ditterenl joba or &elilliom lo 
open lhe &&me file. 

00 - No mulli·acceu. 

OJ - Onl)" intra·job mulli·acceu 1.Uowedi lhia ia the u.me ii.Ji 11pecityin11 
thct MULTI option in a t'ILK command. 

JO - lntel'-job mulli·accea allowed; lhia ia the llame aa 'pecityin1 lhe 
G¥UL'fl option in a FILE command. 

11 - Undefined. It lhi.t ia iipecitied, the FOPEN will be rejected with an 
enor code of 40; ACCESS VIOLA'flON. 

Bil (4:1) -No-W.Ul l/O Aoplion. 
The aelection of thia uoplion allow1 )'OU lo initiate an 1/0 requelit and 
to h1t.V1t control returnttd before the completion of U111 IJO. 'l'hu IOWAlT 
inlrin11ic mull b1111 callt:d alter each 1/0 reque1l lo confirm lhe com11lu~ 
lion of the 1/0. '.11.e No-Wait 1/0 aopllon imPliea the NODU1'' aoption; 
if you do not •pecity NOBUF, the file 1y11Lem doe1 it tor you. Abo. 
multirecord acce&1 ia not avail&blo. Thia option ia not avu.ilu.ble if the tile 
ii located on a remote computer. 

NOTE 

You mu&t be runnin1 in Privile1ed. Mode to u&e No-Wail 
1/0 ond NOBUF. 

Bil• (3:1) - t'~e Copy Aopllon 
'fhi1 feature perm ill' any tile to be treMte~f aJ a 1lMndard i;equential file, 
rather thiUl aa a file ot ii.a own &ype. 

0 - The file will lie tceeued in ill native mode; U111.t ii, a message file 
will be tre11ted aa a meiiA.a:e fde, a KSAM rile a.ti a KSAM tile, etc. 

l - 'fhe file ill to be treated u a 1tandud, aequenlhi.I tile with variahle· 
le"nlflh recorda. · 

Note: In order to liCCe&I a meauae file in copy mode, a proce11 muiil 
have exclu,ive accelili &o the tile. 

Bita (0;3) - Reserved tor MPE. Should be &et lo zero. 

Default: AU bit• are ul to zero. 

CONDITION CODES 
CCl!.: llequell &£Milled. The tile ia: open. 

CCG Nol returned by lhia inuimic. 

CCL 

m 
ReqUt!lil denied. '11,t; may be becauie another pl'oceu alr"8d)" hu 00 
e¥cluiiive or 1Cmi·exctulli.ve acceu for thi11 tilct, or an iniLial lllloc"lion of 
diac IJl&lCO cltllno& b@ mMdtt due to lack of diac 1p11ce. Tb~ file number 1 

nlue returned by FOP EN ii lhe file ii not OJlened 11ucce&lifully iii ~ro. \0 
'J'he li'CllECK int:rinaic lhould bd called for more delaila. 



IODONTWAIT lni&iate1 completion opt1utiuna tor an 1/0 requelil. 

IV LA I :L 0-V 
fnum:•IOOON'fWAl't'(/UfmWu,tarict.tcount.c•l4tion); 

If IOWAl'l' iii c;1.llcll ttnd no 1/0 hu compleWd, lhen the culling 1>roceSti is 1>uspendcd until wmu 
1/0 comph:leli; if IODON'J'WAl'I' iii c111lcd 1md no 1/0 h~ com1)lcWd, then control iii rcturn1.-d to 
the cullina:: pr'!cc!Ni (CCE iii rc:lum ... -d auU the rca;ult of IOOON'l'WAl'i' i11 aero.) 

FUNCTIONAL RETURN 

'l'his iulrini;ic return:;; ail in1..t:.:c1 rcprci>enlin&1 lhe file numl>t!r for which the completion occurred. JI 
uo cOm11lctiun occurred, "cro Ui returned. 

PARAMETERS 

Jilt•"""' 

largt!t 

tL-u1m1 

i1Jte1er by value (required) 
A word idcnlificr lipt!ciryiul{ t.hc lilt: number fur wluch lhure is a 1umd· 
inu; J/0 rct1u.id. II zero i111ipecifit:d0 tbu JODON'J'WAl'I' inUimiic will 
clu~ck for any 1/0 comµlctiun. 

la111eal urrny fopiimwlJ 

A word pointer lipet:ifyinil t.hu DB-relative addreu of &he WM:r'a Input 
hurter. Thia bulfer mUlil latile t:nouiiti tn coul&lin the input record. It 
·mould bu the saine buffer apecified in Utu oriiiinaJ 1/0 request. ii th.v.t 
requHl waa a read. 'fbii; &lllowa for proptsr recoiinition of :EOO (AND :) 
where applicable. 

wlegi:r luplwm1/J 

A wu1·d lo which iii rulurued il ptii;ilive integer rupre:tamlint: du: lcn.clh of 
the n.'Ceived or lruni;miltcd recoa·d. lfthe ociginul rcquc:tl i>pt..-ciflcd u bylc 
coualt, the inlegcr rnprelic11t11 byleti; if the rcquelil tipccifit:d words, the 
inlc.ccr repre::;cnl:t wurdti. Nute lhul thili purumelcr iii porlincnl unly 1f 
lh1; uriginul ruquci;l wa:t u rt:.ad. The li'Rl!:AD inlrinliiC ulw11y11 n:turmi. 
zero ·a:t ili; funditluul return if no·wait l/O i.li i;pccilicd. In th111 cu:;c, the 
uctuul record length iii. rch1ruud in the lcu1wl puruuu::ter uf 
IOUON'l'WAl'f. 
IJi:/iudt: 1'he le111Jth t>f Ilic recunl i:o 11ul rdurnc,l. 

cdatio1t logical ( optio11alJ 

CONDITION CODES 

cci.: 

CCG 

CCL 

U11ed '°' diliLribut.ed 1y1tcms lo return I.he number of U1e ca.JlinK •talion 
which completed. 

lle11ut:1>l Jr<1nlcd. If the functional rctum iii non-zero lhcn 1/0 com­
plcliou occurred wilh uo errur1i. If lhc l"clum i1i :tcru &bcu nu 1/0 hil.li 
com1)lutud. 

An end-of.tile condition wali encouuh::Icd. 

llcqut.-sl denied. Normu.11/0 complC"Lion did nut occur bccau:>e thC"re 
were no l/0 rcquc1il1i 1wndin.i:, a panunclcl" error oc'currcd. or un .ub­
nurmul 1/0 complcliou occurred. 

SPECIAL CONSIDERATIONS 

You mu!il be nmninii in l1rivilc1rcd Mode to ipecily io'OPEN uoplio111 No-Wail-1/0. 

Wit~ rpc' fCONTROl. 'Ii "4vS•$ fJo. 'fJoit ~lo ; .. uJe• mo.le. 

FCONTROL r.:rtorm1 conliol oper11.tiona on • file or device. 

IV IV L 
BCON'fROL(fllenana.N11lfttktt~.pw4tn }t 

The FCONTROL inldniic performa varioua control operationa on a flle or on the device on which 
Uu: file reiide1. 

PARAMETERS 

file1'Utn 

etmtrulcude 

l""•m 

inle1er 6y flalue (required) 

A word identifier 1Ui>plyin1 &he f"llo number of, tho file tor which lhe 
conll'ol oper11Uon iii lo be performed. 

inte1er by &Wu• (r•quin:d) 
An inteser apecif1ing the op~ralion to be performed: 

4 - Set Time-Out Interval. Thia code indicate. &hat a time-out interillll ia 
lo be appliud lo input from the terminal. If input ii requeated from t·he 
tenninal ·but Ml not received in thia interval, the i'READ ftMjUe&I. t.crmi· 
nalel prematurely wiLh condition coda CCL. The interval itlielf ii a;peci­
fied, ·in aecondi, in a word on the uaer'1 at.ck, indicated b)' param. If 
thi.I inklrvaJ ii zero, an)' previou.1)' Ulll•blilhed lnturval i• CIU\Cellt:d. and 
no lime out occun. Controlcod.e 4 it iainored if lhe addrelilied filv it not 
beina relid from the I.em in ll. Note that &hill only allocill Uut next reacl. 

43 • Aborta pendina NO-WAIT 1/0 requelil., 

4ti • Enable/Diaable extended wait. 

46 • Enable/Disable readin1 writer'• ID. 

4'1 • Nondealructive read. 

18: Set soft ... "re interrupt 
proceJute t r1p 

logical (required) 

If controlcode ii 2, ti, 6, 7, 8, or 9, poram la an)' variable or wold 
identifier. Thia p1tramt:Ler ia needed by FCONTROL to aawtY, lhe 
internal requirenumt. of the intrinlic. It aenea no other purpoie, 
however, and ii not modified by the intrilUj,iC. 1 

for 'lfl jive e.ld .. ess of it'l"terrupt proceaure 
~Section V for param requirement& whe'\ wnlro)cude iJi IO or vre1tkr. 

CONDITION CODES 

cci.: llequeal j:faDled. 

CCG Not returned by lhi11 intrin11ic. 

CCL Requeat denied becauae an enor dccurred. 

SPECIAL CONSIDERATIONS 

S1Jlit ala.ck call1 ~rmilled. 

m 
CX> 

0 



SETTING UP SHOP - GETTING AND KEEPING ON THE RIGHT TRACK 
Linda Pottenger 
Hewlett-Packard 

You have just purchased a Hewlett-Packard 3000 system, and have 
aquired the "friendly" hardware/software that comes as standard 
with your 3000. You have a staff that is eager to produce good 
systems for your users. With these raw materials you will 
attempt to create a friendly atmosphere for yourselves, as data 
processing professionals, and for your users. So, do yourself 
a favor and set up shop right. Make the lives of both 
yourselves and your users an easy, efficient one by 
establishing some basic ground rules and sticking to them. 

Establishing standards and procedures will take some time on 
your part, however this investment will buy you several things 
in the long run. 

1. New accounts/systems can be set up easily because the wheel 
has already been invented. The thought-time to create a 
new process is reduced because it becomes a "routine" 
rather than a "task". 

2. The education curve will be lower for your new hires (both 
data processing and users). A published standards and 
procedures manual can be used as a reference for training 
new employees as well as a refresher for "old-hands". 

3. Maintenance activities can be shortened because systems/ 
programs can be identified and tested easily. Users will 
find it easier to converse with data processing personnel 
when they can talk in terms of a documented program number 
that has a bug, rather than the "gross pay report that I 
run every other Tuesday doesn't work". 

4. Being organized conveys a subtle message to your users that 
you know what you are doing. You appear much more 
competitentwhen you can immediately locate a file rather 
than when you must search the entire system to locate that 
same file. Your user's time is just as valuable to him, as 
yours is to you. Being able to respond quickly is one of 
many ways to increase your credibility. 

Let's now investigate a few ways to help you set up shop. 

1 • ACCOUNT STRUCTURE MODEL 

Create a standard model to be used for EVERY account. 
Customize only when necessary. Some of the benefits of this 
standard structure is that you will always find data bases in 
the SAME group, source code in the SAME group, the account 
manager is ALWAYS THE SAME user name, and the groups and 
accounts are secured equally throughout the accounts. 
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SAMPLE ACCOUNT STRUCTURE 

ACCOUNT NAME= ACCOUNT PASSWORD: 

ACCOUNT DESCRIPTION: __________________ _ 

------------=------------------- ---------------------- ----------- -----------GROUP· NAME:: FILE JOB JOBC PUB SOURCE 
________ , ----------------- --------- --------- ----------- -----------GROUP.PASS: 

CONTENTS: 

SECURm: ----------------- ---------- ---------- ------·~; ___ _ 
USER NAME: 

USER PASS: 

PURPOSE: 
-------------------

USER NAME: 

USER PASS: 

PURPOSE: 
. . ------------ ------------------- ---------- ---------- ---------- -----------

USER NAME: 

USER PASS: 

PURPOSE: 

DISTRIBUTION: 

S:i;stemmanager 



2. NAMING CONVENTIONS 

Naming files in a conventional manner allows immediate 
identification of the file. Set up standards for file names 
and STICK TO TiiEM. You can't be very descriptive with 8 
characters, so develop a naming convention that can become 
descriptive to you. 

Standardize these· names as a minimum requirement: 
a. Application programs 
b. Job streams 
c. USL files 
d. UDC files 
e. Permanent files 
f. VPLUS files 
g. KSAM files 
h. Data bases 
i. Report names 

Suggested naming convention: 

Create an 8 character file name formatted as follows: 

TAAFFNNN 

where: 

T = Type of file 
AA = Application 
FF = Function 
NNN= Sequential number identifier 

a. APPLICATION PROGRAMS 

T = type of file 
"S" = source code 
"X" = executable code 

AA = application 
"AR" = accounts payable 
"PY" = payroll, etc. 

FF = function 
"EX" = report extract program 
"MN" = main menu or driver program 
"RP" = report writer 
"UD" = update 
"UT" = utility 

NNN = sequential number identifier 

All programs ~hat are "COMPANION" programs will share the same 
sequential number. identifier. For example, a companion extract 
and print program will be named: XAPAR100 and XAPRP100. 
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b. JOB STREAMS 

T = type of file 
"J" = application job stream 
"C" = compile job stream 

AA = application 
Same as APPLICATION PROGRAM definition. 

FF = function 
Same as APPLICATION PROGRAM definition. 

NNN = sequential program identifier 
Same as APPLICATION PROGRAM definition. 

All job streams will carry the same name as the main program it 
executes. 

c. USL FILES 

T = type of file 
"U" = user file 

AA = application 
Same as APPLICATION PROGRAM definition. 

FF = function 
"SL" for segmented library 
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NNN = sequential program identifier 
Same as APPLICATION PROGRAM definition. This number is 
the same as the executable code module that it creates. 
an example: SPYUD100, SPYUD101, SPYUD102 are compiled into 

UPYSL100 to create XPYUD100 

d. UDC FILES 

T = type of file 
''U" = user file 

AA = application 
Same as APPLICATION PROGRAM definition. 

FF = function 
"DC" for defined commands 

NNN = sequential program identifier 
Same as APPLICATION PROGRAM definition. 

e. PERMANENT FILES 

T = type of file 
''W" = work file 

AA = application 
Same as APPLICATION PROGRAM definition. 

FF = function 
"S1" for sequential file 111, "S2" for 112, etc. 
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NNN = sequential program identifier 
Same as application program definition. This number is the 
same as the executable code module that creates it. 

f. VPLUS FILES 

T = type 
"V" = VPLUS form file 
"F" = VPLUS fast form file 

AA = application 
Same as APPLICATION PROGRAM definition. 

FF = function 
Same as APPLICATION PROGRAM definition. 

NNN = sequential program identifier 
Same as APPLICATION PROGRAM definition. 

g. KSAM FILES 

T = type 
"K" = KSAM 

AA = application 
Same as APPLICATION PROGRAM definition. 

FF = function 
"KY" = KSAM KEY FILE 
"DT" = KSAM DATA FILE 

NNN = sequential program identifier 
Same as APPLICATION PROGRAM definition. 

h. DATA BASES 

Since IMAGE allows 6 characters for a data base name, a 
deviation from the above naming convention is required. 

TT = type 
"DB" = data base 

AAAA = application 
Same as APPLICATION PROGRAM definition, however may have 
2 more characters for clarity. 

The data base schema should be named in the above manner, with 
"SC" as the last two characters of the 8 character name. 

i. REPORT NAMES 

T = type 
"R" = report 

AA = application 
Same as APPLICATION PROGRAM definition. 

FF = function 
Same as APPLICATION PROGRAM definition. 



NNN = sequential program identifier 
Same as APPLICATION PROGRAM definition. This numbering 
convention allows for immediate recognition of program number 
when the report number is known; 

3. DOCUMENTATION STANDARDS 

Documentation, though an undesirable task, is a necessity to 
every data processing shop. This documentation does not need 
to be elaborate. It needs to be consise, and useful. 

Some programming languages lend themselves to comments. COBOL 
for example, can be self documenting if certain program 
standards for documentation are enforced. Require COBOL 
programs to contain a purpose, a description, and a brief 
history of program changes in the remarks section. Require 
that sections or paragraphs be commented if the section or 
paragraph performs complex routines or calculations. Require 
COPYLIB buffers, data names, and standard routines be used. 

Require on paper a few minimums: 

a. Cross-reference of program number to program description. 
b. Cross-reference of program number to job stream reference. 
c. Cross-reference of program number to files used. 
d. Data dictionary 
e. Report definition 

4. SERVICE REQUESTS 

In order to be able to prioritize requests of your time, some 
mechanism must be provided to respond to service requests. A 
suggested way to do this is to establish a SERVICE REQUEST 
system. This may either be a manual or mechanized system. The 
minimum requirement is to develop a form to be completed if 
data processing services are required. This form becomes your 
authorization to make changes to existing systems, or to begin 
development on new systems. This form provides you with 
documentation as to why a change was made, when the change was 
made, and at who's request the change was made. It becomes a 
great historical document for your systems development history. 

To aid you in prioritizing your time, these requests can have 
estimated completion time vs benefits· gained documented on the 
form. This is an aid to your steering committee in determining 
who gets what done first. 

As projects are completed, completed forms can be filed in a 
"COMPLETED" binder. Outstanding projects can be filed in a 
"PENDING" binder. If you include such things as date 
requested, department requesting, required completion date, 
time required, then you can prioritize in a manner most 
meaningful to you. 

A sample SERVICE REQUEST form follows. 
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REQUEST FOR SERVICES REQUEST NO. 
~YY~MM~N~N=N~N 

DESCRIPTION OF SERVICES REQUESTED: ________________ _ 

SAMPLE OF REQUEST OR PROBLEM ATTACHED? 

~
-----.--------------------1-------------------------T------------------------l EQUESTED COMPLETION DATE REQUEST INITIATED BY REQUEST APPROVED BY 

~~~~~~~~~~~~~~~~~~~~~~~:~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~-

RESOURCE SUMMARY 

MAN-HOURS 
CALENDAR DAYS 
START DATE 
COMPLETION DATE 
OTHER RESOURCES 

DATA PROCESSING USE ONLY 

ESTIMATED TIME ACTUAL TIME 

(OPERATIONS HARDWARE SUPPORT) 

DIFFERENCE 

.---------------------------------------1· -------------------------------------1 ESTIMATED PROJECTION COMPLETED BY/DATE ACTUAL TASK COMPLETED BY/DATE 

--------------------------------------- ---------------------------------------· 
MANAGEMENT APPROVALS 

REQUEST APPROVED 
FINAL ACCEPTANCE 

COMMENTS: 

USER DATA PROCESSING 



5. PROGRAM STANDARDS 

In addition to following the naming conventions as sited 
earlier, a few more program standards should be followed. 

a. Document internally in your program. Always state the 
purpose, run time considerations, program change history. 
Always comment any difficult routines or calculations. 

b. Label your routines so that it is easy to find a particular 
paragraph. A numeric prefix to a paragraph is always a 
good idea. 

c. Code one statement per line. It is easier for the 
follow logic if it is pleasing to the eye, and 
digest with a columnar scan. 

eye to 
easy to 

d. Make data names meaningful. 
descriptive name than G1. 

Gross-pay is a more 

e. Use indentation when coding conditional logic. It is 
easier to follow the if/then construct if the statements 
are aligned in the code. 

f. Keep communication to the console at a minimum. Too many 
messages begin to be ignored by the operator if they are 
not critical. It then becomes more difficult to sort out 
the critical messages from the "chatty" ones. 

g. Use standard COPYLIB buffer descriptions, and standard 
routines. This insures continuity of data names and 
routines throughout a system. Develop standard error 
handling and use it consistantly. 

h. 

i. 

Develop a standard heading for all reports. 
number, run date, run time, page number, 
title. 

Develop a standard heading for all screens. 
number, program number. 

Include report 
and descriptive 

Include screen 

j. Edit all input closest to the source to detect errors. 

k. Establish a standard means to enter date fields (MMDDYY), 
as well as storage of date fields (YYMMDD). 

1. Require testing of all conditions in a program. These 
should include validity checks, file updates, volume tests, 
exception processing, logic testing, calculation routines, 
as well as checking any special processing considerations 
such as month or year-end processing, or control totaling. 
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6; JOB STREAM STANDARDS ----
In addition to the naming conventions previously mentioned, 
consider the following for job stream standards; 

a. Build files needed for work files only in the job stream 
needed. Purge the file after usage. 

b. Comment the job stream's usage and estimated run schedule. 

c. Comment any special run time considerations needed for this 
job. If this job is dependent on sucessful completion of 
another job, allow the streaming of the job to be spawned 
from the successful run. 

d. Use of JCW's is helpful if conditional steps to be executed 
in the same stream. 

e. Limit TELLO? messages unless a critical condition occurs. 

f. Use the FORMS option on files where print is defered to 
tell the operator why the print is deferred. 

Develop your own set of standards and procedures. USE them, 
document them, distribute them. Let your staff as well as 
your users know that these are the rules you are playing by. 

In conclusion, use of any or all of the above observations 
should be helpful to you in setting up shop. Whether you've 
been a user 2 weeks or 2 years, organization is key in keeping 
on track. 
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DATA DICTIONARIES -- A NEW ERA 

Gary Puckering 
Quasar Systems Ltd. 

71 - l 

Ten years ago, the Data Dictionary concept began to 
emerge. Although not given serious attention within the 
DP community at first, by the late 1970's many companies 
were making use of the new Data Base Management systems 
and Inquiry/Report languages to turn over many DP tasks to 
the end-user. To do this effectively, however, required 
that the end-user know what data was available and in what 
form. Unfortuately, most of this information was buried 
inside the program code as data definitions, in a format 
understandable only to those who spoke the language -- the 
programmmers! 

In response to this, many organizations undertook the task 
of cataloging their data with the idea of producing a 
master catalogue of data definitions for end-user 
reference. The approach to this task was influenced 
greatly by the concepts of data integration and data 
independence, concepts which were being strongly promoted 
by the Data Base Management systems. Data elements were 
examined in a different light, independent of the files 
and programs that contained or manipulated them. The 
realization of Data as a Corporate Resource had finally 
emerged. 

Following this realization, many companies acquired or 
developed an automated data dictionary system as a tool to 
manage this newly-discovered resource. Soon, the data 
dictionary became the central repository of data 
definitions in many installations. New software tools 
emerged to extract data definitions from the dictionary, a 
process which began to replace the function of the 
traditional Copy libraries. 

The next major advance in software development, 
dictionary-based programming languages, was not long in 
coming. Within these new languages, the separation of 
data definition and processing specification was complete. 
Now, the application programs described only the processes 
to take place on the data. The data itself was described 
in the data dictionary. 
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The potential for further advances in software over the 
next few years lies largely in new possibilities opened up 
by dictionary-based programming languages. The purpose of 
this paper is to describe some of these possibilities, as 
well as to define many of the important problems that must 
be overcome in order to provide practical and useful 
dictionary systems for use by dictionary-,based programming 
languages. 

Terminology 

The following terms will be used to describe the contents 
of data dictionaries in subsequent discussions: 

1) Object-type 

2) Object 

3) Attribute 

4) Attribute­
Value 

5) Relations 

An object-type is a class of 
dictionary objects which represent 
real-world facts, concepts or 
instructions. For example, FILE, 
ELEMENT, PROGRAM, or LOCATION. 

An object is a specific occurrence of 
an object-type. For example, FILE 
VENDOR, ELEMENT VENDOR-NAME, PROGRAM 
VENDOR-LIST, or LOCATION PURCH.MMS. 

An attribute of an object-type is a 
named characteristic of that 
dbject-type. For example, CAPACITY 
is an attribute of FILE, 
COLUMN-HEADING is an attribute of 
ELEMENT, DATE-COMPILED is an 
attribute of PROGRAM. 

An attribute value is the specific 
value of an attribute associated with 
an object-type for a given object. 
For example, the value of CAPACITY 
for FILE VENDOR is 10000, the value 
of COLUMN-HEADING for ELEMENT 
VENDOR-NAME is "Vendor Name", etc. 

A ~elation is a way of describ~ng a 
connection or association between two 
or more object-types. For example, 
FILE CONTAINS ELEMENT specifies an 
association between the object-types 
FILE and ELEMENT. 



6) Relationships A relationship is a specific 
occurrence of a relation. For 
example, FILE VENDOR CONTAINS ELEMENT 
VENDOR-NAME. 

Types of Data Dictionary Systems 

Generally speaking, there are two types of dictionary 
systems: batch-oriented and interactive. Batch-oriented 
dictionary systems are similar to language compilers. 
Basically, they accept a data definition language, usually 
similar in appearance to the COBOL Data Division, parse 
it, and then create (or update) the actual data 
dictionary. Interactive dictionary systems, on the other 
hand, usually update the data dictionary directly. They 
are on-line systems which interact with the user either by 
prompt-and-response or through menu and data screens. 

Both types of dictionary systems have their advantages. 
For example, in a batch-oriented dictionary system, a 
series of changes can be made to the source code and when 
it is time to put these changes into effect, they can be 
compiled into the dictionary all at once. 
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Interactive dictionary systems avoid the overhead of 
compilation by updating the dictionary directly. This 
usually results in improved productivity during 
application development, since the dictionary can be 
changed more quickly, but can present problems during 
production in coordinating dictionary changes with program 
changes. 

Some dictionary systems are actually a hybrid of the two 
types just discussed. These systems allow the user to 
maintain the source code in many small units, such as a 
record layout. Each unit must be compiled into the 
dictionary but making changes is usually faster than in 
completely batch-oriented dictionary systems since only 
the affected units of source code need be recompiled. 

Because interactive data dictionaries are more responsive 
to changes, the trend in dictionary systems is in this 
direction. However, as new dictionary systems are 
developed over the coming years, much more attention to 
the problem of controlling changes will have to be given. 

Version control 

One method of controlling changes in a data dictionary is 
through version control. With this approach, each object 
in the dictionary can exist as one or more versions. Each 
version can have different attribute-values or 



relationships. 

For example, the following definitions might exist in a 
dictionary: 

Element 

REGION-CD 
REGION-CD 
REGION-CD 

VENDOR-NAME 

Version 

0 
1 
2 

0 

Type 

9(2) 
9(2) 
9(2) 

X(30) 

Allowed-Values 

01 to 09 
01 to 10 
01 to 10, 15 

In this example, three different versions of REGION-CD 
exist, each with a different Allowed-Values attribute, but 
only. one version of VENDOR-NAME exists. 

To make effective use of this facility, the programming 
languages which reference these dictionary data 
definitions must be able to select a version based upon 
some user-supplied criterion, such as a Version Limit. 
For example, a version limit of 1 would cause VENDOR-NAME 
version 0 and REGION-CD version 1 to be selected, since 
these are the highest versions present within the version 
limit. 

To fully address the problem of version control, future 
application languages must provide a similar facility for 
coordinating program versions with dictionary versions. 
If, for example, object modules were,kept track of in the 
dictionary, then the version limit that was in effect at 
the time of compilation could be carried as an attribute. 
Similarly, source modules could be kept track of in the 
dictionary (also with a version attribute). 
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With this approach, it would be possible to carry out 
development and production using the same dictionary. 
Changes to an existing system could be made by introducing 
new versions of data definitions or programs without 
affecting the current production system. When the changes 
have been tested, the new versions of programs and data 
definitions can be promoted to the production-level 
version number with a utility program. 

Active Updating 

The·prospect of keeping track of programs in the 
dictionary points to yet anotqer feature of 
dictionary-based software which will emerge over the next 
few yeara: Active Updating. As previously mentioned, 
current dictionary-based language compilers (or 
translators) obtain data'. definitions for their programs by 
directly accessing the dictionary. However, the flow of 



information is one-way only. Since it is equally 
important to keep track of programs as it is to keep track 
of data definitions, making communication between the 
program compilers and the dictionary a two-way street is 
an important next step in the evolution of 
dictionary-based software. 

To support this faciLity, new dictionary systems will have 
to provide object-types for various process entities. For 
example: 

Object-type 

REPORT-PROGRAM 

ONLINE-SCREEN 

BATCH-PROCESS 

Attribute 

REPORT-NAME 
REPORT-DEVICE 
REPORT-FORMS 
REPORT-COPIES 
REPORT-PRIORITY 
REPORT-SPACING 
PAGE-TITLE 
PAGE-LENGTH 
PAGE-WIDTH 
PAGE-IMAGES 

SCREEN-TYPE (Menu/Data) 
ACTIVITIES-ALLOWED 
START-LINE 
SCREEN-LENGTH 
WINDOW-LINE 
MESSAGE-LINE 

COMPILED-BY 
DATE-COMPILED 
PROCESS-LIMIT 
REPORT-DEVICE 
LOCK-OPTION 

Once these object-types and attributes were defined in a 
dictionary, then objects and attribute-values could be 
automatically generated whenever a program is compiled. 
This would provide an accurate, up-to-date source of 
information on processes which reference the dictionary. 

71 - 5 

Perhaps of even greater value, though, is the potential of 
having compilers automatically generate relationships 
between data and process objects. Such a feature can 
provide a wealth of information which is invaluable for 
ongoing maintenance and enhancement of systems. 

For example, whenever a program is compiled, the 
relationship between it and the files and elements it uses 
can be automatically recorded in the dictionary. 
Moreover, informatiort about the way in which these data 
objects are used (such as whether the file is read, 



written or updated, or whether a particular element is 
modified, displayed, used in calculations, or not used at 
all) can also recorded. Such information can be used to 
determine which programs may be affected by a change to a 
data definition. 

Initially, dictionary systems will be able to provide 
Impact Assessment reports which simply identify the 
programs which may be affected by a given change. 
Ultimately, however, these systems will be able to 
differentiate between changes that necessitate a 
recompilation and changes that require a redesign. For 
instance, changing the allowed values of an element may 
necessitate a recompilation of the programs which use that 
element, but increasing the size of an element may require 
that screens or reports be redesigned to accomodate a 
larger field. 

In addition to reporting such information, future 
dictionary systems will help reduce the maintenance effort 
by generating the job control commands necessary to 
recompile affected programs. 

User Extensibility 

User extensibility is a feature of dictionary systems 
which allows the dictionary user to define his own 
object-types, attributes and relations in the dictionary. 
With it, he can extend the standard definitions provided 
in the dictionary to tailor it to his own environment. 

Many dictionary systems already support user 
extensibility, to the extent that standard commands or 
screens are provided to enter and maintain user-defined 
objects, attribute-values and relationships. In general, 
however, the users ability to create customized screens, 
commands or reports, or provide special edit checks, is 
quite limited since this requires programmatic access to 
the dictionary. 

Once again, the potential for improvement here lies in 
improving the interaction between fourth-generation 
languages and the dictionary. New access methods can be 
introduced which will allow the user to develop programs 
which maintain and report user-defined objects in the 
dictionary. 
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For example, the user could define a new object-type, such 
as FORM, with attributes such as FORM-NO, FORM-NAME, 
FORM-TYPE, SIGNED-BY, etc. He could then write a program 
to enter and mainta~n forms in the dictionary by declaring 
FORM as a dictionary file. Data which is read from this 
"file" is actually read from the dictionary. A form 



"record" would consist of the elements FORM-NO, FORM-NAME, 
FORM-TYPE, etc. This gives the dictionary user a 
high-level programmatic interface to the dictionary. 

Programming Language Interface 

Despite the tremendous growth in popularity of 
fourth-generation languages, conventional languages like 
COBOL and PL/1 will remain in use for many years to come. 
Therefore, dictionary system designers must provide 
interface facilities for these languages. 

To support conventional languages, dictionary systems must 
provide utilities to generate COBOL FD's, PL/1 Declare 
statements, etc. In addition, interfaces to various data 
base management systems can be provided in a similar way 
by generating the appropriate DBMS data definition source 
code. Once again, the dictionary is to be treated as the 
central repository of data definition information. 

Another interface method that is gaining increasing 
importance as dictionary systems become more widespread is 
a standardized programmatic interface; that is, a standard 
set of GET/PUT routines which allow programs to retrieve 
and store data in the dictionary. Such routines make 
possible two things. First, it makes possible the 
development of custom programs which maintain dictionary 
data or report dictionary contents. Second, it permits 
development of routines which provide special functions 
like editing or output formatting by referencing 
dictionary information. 

Conclusion 

Data dictionaries, and dictionary systems, have come a 
long way in the last few years. Already they have had a 
significant impact on the design of 
application-development tools. The trend toward 
dictionary-based programming languages is bound to 
accelerate over the next few years as more and more 
software developers respond to the demand for them and as 
the technology of data dictionary systems continues to 
mature. 
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IS THE FOURTH-GENERATION SOFTWARE 
LIVING UP TO ITS EXPECTATIONS? 

William A. Rose, III 
No~sis Computing Company 

More and more fourth-generation software products are 
becoming available for the HP/3000, and the advertised 
advantages of these products seem impressive. The 
developers of fourth-generation software claim that 
users will save time and money on software systems 
development. It is therefore important that the 
usefulness of fourth-generation software products be 
evaluated for those people interested in the advantages 
of this type of software and also for those people who 
may already be using the products without receiving the 
full benefit from their investments. In this paper I 
intend to explore the use of four th-generation so ft ware 
on the HP/3000 and suggest some general principles for 
maximizing its usefulness. 

Unless you are involved in the study of different .types 
of programming languages, you may be asking yourself 
the question "What are fourth-generation software 
products?" The label "fourth-generation" software is 
used to describe a relatively new and fast-growing 
group of products. RAPID/3000 from Hewlett-Packard and 
the Powerhouse products from Quasar Systems Ltd. are 
two examples that are available for the HP/3000. 

James Mar tin, a well-known autho;r on computer so ft ware, 
stated his definition of fourth-generation software in 
his book Application Development Without Programmers. 
I would l 1ke to use his definPcTonas-a-guTdel-ine in 
discussing and evaluating this new type of software. 
Martin states two criteria that should be met in order 
to classify a language as fourth-generation. The first 
is that a non-technical, non-programmer, end user 
should be abie to take a two-day course and obtain a 
working knowledge of the language. The second 
criterion is that a fourth generation software should 
enable software applications to be produced in 
one~tenth the time that it would take using 
conventional programming languages (e.g. COBOL, PASCAL 
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or FORTRAN). (If you are wondering about the first 
three generations, they are machine code, assembly 
language, and higher-level languages such as COBOL, 
PASCAL and FORTRAN that are machine independent.) 

Before proceeding, I would like to make a few 
comments. The terms "fourth-generation software 
products" and "fourth-generation languages" have been 
used interchangeably, although the latter term is more 
descriptive. However, the developers of these products 
have tended to avoid using the term "language" and I 
will try to do the same. The experience that I will 
draw from for this discussion is with the Powerhouse 
products from Quasar Systems Ltd. But the areas that 
will be explored are general enough to apply to other 
fourth-generation software products. 

Also, in an effort to simplify this discussion, I would 
like to categorize the products into three general 
areas: database description languages, 
screen-generators and report-writers. Since 
fourth-generation report-writers are the most widely 
used of the three, the emphasis will be in this area. 
This discussion can be expanded into other areas, but 
please keep in mind that you will probably be leaving 
the realm of end users. 

Martin's first criterion for a fourth-generation 
language is that an end user should be able to gain a 
working knowledge of the language from a two-day 
course. Important implications for software 
productivity flow from this criterion. But before 
these implications are described, it should first be 
established that Martin's criterion can be met. Have 
end u.sers been able to learn and effectively use 
fourth-generation software products? 

There is no doubt that the answer to this question is 
"yes". Any vendor of fourth-generation software can 
and will gladly place you in contact with many such 
people who have had good experiences in solving their 
data processing problems in a cost-effective manner. 
However, there are other users who cannot tell such a 
happy story. If you are one of these frustrated people 
or are thinking of taking a fourth~generation language 
course, the following guidelines may help you avoid 
wasting your time and money. 

The most basic guideline is also the most important: 
make sure that you or the person that you are sending 
to the class really wants to learn the material. When 
an organization o:t a department is first exposed to 
fourth-generation software, there is usually a likely 
person who ends up with the role of "pioneer". There 
is often a lot of pressure on the pioneex to be bold 
and lead the way. Unfortunately, if this person is not 
really interested but only yielding to pressure, he or 
she is likely to end up frustrated with 
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fourth-generation software. It's not in anyone's best 
interest to put a reluctant person on the spot. 

Before you attend a class, check to see if hands-on 
terminal experience will be allowed. If you are going 
to be expected to sit down at a terminal and write a 
program, familiarize yourself beforehand with the 
editor that· you wi 11 use during the cl ass. Trying to 
write a program in a new language using a new writing 
tool can be a very frustrating experience. In fact, it 
is analogous to placing someone on a horse and 
expecting him to race in the Kentucky Derby before you 
teach him how to ride. Try to learn the basics of the 
editor before the class if possible. 

Another unfortunate situation happens all too often. 
Someone takes a class and then returns to a busy 
business environment. The person's workload makes it 
difficult to take time and practice using the knowledge 
gained from the class. Several weeks or months later 
when the workload lightens up and the person starts 
using the software, the class material seems foreign. 
It is important to allocate some time immediately after 
a class to practice using what you just learned. 

A guideline closely related to the previous one has to 
do with familiarity. Usually people will be attending 
a class in order to learn how to write reports from an 
existing database that is important to their work, but 
the examples used in a classroom situation revolve 
around a generalized database. It is helpful to become 
familiar with your actual database before you take a 
class. You will be able to ask questions that relate 
to your real-life situation and apply the material in a 
way that is beneficial to you. Try to be familiar with 
your database so that a class will be more meaningful 
and you will have a context in which to practice after 
the class. 

The last guideline that I will propose concerning the 
idea of a two-day class relates to the course 
material. If classes are taught at different levels, 
make sure that you take the correct one for you. If 
you don't have any options and you find your course 
proceeding too quickly, let the instructor know that 
you are having difficulties. Non-technical users can 
swiftly lose interest in a class full of programmers. 

The conclusion that I draw concerning Martin's first 
criterion is "yes", there does exist software that can 
be learned by end users in a two-day class. Care 
should be exercised in selecting people to attend a 
class, preparing for the class and allocating follow-up 
time afterward. But the ability to transform end users 
into people who can satisfy most of t~eir own data 
processing needs with little technical support is a 
very powerful argument for the usefulness of 
fourth-generation software products. 
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Turning to a more technical topic, I would like to 
discuss Martin's second criterion for fourth-generation 
languages: applications development should take 
one-tenth the time that is required by third-generation 
languages. Is this a realistic expectation? 

The general answer to this question is that it 
depends. It depends on several things, including the 
result that you are trying to produce and the person 
who is doing the work. But the fact that the answer to 
this question is not an unqualified "yes" does not mean 
that a ten-fold increase in productivity cannot be 
realized. There are many situations where this type of 
increase is being achieved, and it may be achieved in 
your situation if you are currently using 
third-generation languages. Even where there is not 
such a large increase in productivity, systems 
development with fourth-generation software moves along 
at a swifter pace than if third-generation languages 
are used. 

I would like to explore some reasons why 
fourth-generation software products help increase 
programmer productivity. It is not my purpose to 
deliver a sales pitch that expounds the outstanding 
qualities of certain products. But when you look 
carefully at all of the features of fourth-generation 
software products, you may summarize many of the 
benefits into one single statement: fourth-generation 
software products allow you, in most cases, to describe 
what you want as the end re.sult. You do not need to 
describe how to reach it. 

For example, to print a page heading on a report, with 
fourth-generation software products you only need to 
describe what you want the heading to look like. You 
do not need to provide the logic that determines when 
and how it should be printed. Many of the time saving 
advantages of fourth-generation software products flow 
from the fact that it is much easier to describe the 
desired end result than to describe both the end result 
and the precise method needed to achieve it. 

Productivity in the area of program maintenance is also 
closely tied to this characteristic. It is quite often 
the case that over the lifetime of a program, the cost 
to maintain it can exceed the original development 
cost. Therefore, the expense of maintaining systems 
should also be considered when evaluating the 
usefulness of fourth-generation software products. 

A major problem with maintaining programs written in a 
third-generation language is that ~aking a change can 
often result in damage to another part of the program. 
Altering the logic of a program increases the 
probability that the program will have more problems 
after you have fixed it than before you started. The 
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use of fourth-generation software products can 
virtually eliminate this problem. Once you have 
described the change in the end result, it is up to the 
fourth-generation software to make the appropriate 
adjustments to the logic. Program maintenance can be 
another big area of savings when using 
fourth-generation software. 

But saving money by using fourth-generation software 
products to develop systems only makes sense if the 
application can be programmed using the 
fourth-genera ti on so ft ware. The current level of 
sophistication of fourth-generation software does not 
make their application suitable to all situations. You 
may have personally come across a situation where you 
have had to fall back on a third-generation language. 

In my experience, however, for every situation where 
you cannot use fourth-generation software, there are 
probably several situations where you can use 
fourth-generation software to satisfy needs that would 
otherwise remain unmet. An ad-hoc report which 
requires only five lines of code in a fourth-generation 
language can give you data that you would probably 
never even try to obtain using a third-generation 
language. You may be unable to use fourth-generation 
software for a specific application. but, without this 
software you give up the benefits that can be realized 
for less complex situations as well as the added 
dimension of ad-hoc reporting. 

While we're looking at reports you can and can't write 
with fourth-generation languages, I would like to 
propose a valuable new feature. The fourth-generation 
languages that I am aware of allow access to only one 
record in a file at a time. But the ability to have 
access to data from a previously read record would 
greatly enhance the power of fourth-generation 
software. For example, consider a system which tracks 
the movement of equipment. If you could compare a 
record with a previous one, it would be easy to detect 
illogical sequences of moves. But detecting these 
illogical sequences is virtually impossible if you can 
only "look" at one record at a time. 

As with third-generation languages, the person using 
fourth-generation software products can obtain better 
results if he understands the product well. In fact, 
in certain respects the user's knowledge of the 
fourth-generation software must be more complete than 
the programmer's knowledge of the third-generation 
language. A COBOL programmer who knows the basic 
language statements can usually be creative and produce 
the desired results. However, if a person using 
fourth-generation so.ftware is unaware of the particular 
option that will al1ow him to easily complete his task, 
the task may have to be abandoned. For example, a 
COBOL programmer may use the same basic statements 
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which produce 
on a report. 
would find it 
heading if he 
option. 

page headings to put an initial heading 
A person using fourth-generation software 
impossible to produce that same initial 
were unaware of the initial heading 

I am not saying that a fourth-generation language is 
harder to l·earn than COBOL, or that you can't achieve 
complex results with fourth-generation software. But 
you need to be very familiar with a fourth-generation 
product before you can expect to produce certain things 
that at first sight seem to require a third-generation 
language. 

A good data dictionary is a tool which can boost the 
productivity of all users of fourth-generation 
software. The data dictionary should allow the 
database designer to specify value edits, default 
column headings, help messages, COBOL-like picture 
clauses and ther options for the individual data 
elements. Once these have been described in the data 
dictionary, the effort required by users to produce 
attractice reports and useful data entry screens is 
greatly reduced. 

Database design is an important factor in the 
e ff ic iency of any system. A wel 1-constr uc ted report 
program can be terribly inefficient if it reads data 
from a poorly designed database. When a database is 
being designed, it is difficult to foresee all of the 
future reporting requirements. Therefore, with any 
database, you may at sometime find yourself having to 
write an inefficient report program. But with 
fourth-generation software, you may be able to speed up 
such a report with what I will call an ad-hoc file. 

Consider a situation where you need to match records 
from two files according to a common key as well as a 
non-key date field. You would normally read all of the 
records that match the desired key value and then 
select from those the ones that have the correct date. 
If you are reading from a database which holds a great 
deal of historical data, this method would be very 
inefficient. However, this would probably still be the 
best method using a third-generation language. 

If you were using a fourth-generation software product 
you could take advantage of the ability to easily 
produce ad-hoc files. In this situation, an ad-hoc 
file would work as follows. You would create a simple 
MPE sequential file of the records from one file with 
the desired key values regardless of the date. The 
next step would be to FCOPY this MPE file into a KSAM 
file with the date now included as part of the key. 
Then, using the fourth-generation software, you could 
read through the other file and match records from the 
newly created KSAM file according to the ~riginal key 
and the new date key. Now you read only the records 
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that you are interested in. 

Before you write this off as too inefficient, you may 
want to try it. In a situation similar to this, the 
use of an ad-hoc file reduced the run time of a report 
to one-sixteenth of its original run time. Creating 
and using an ad-hoc file is much easier with 
fourth-generation software than with a third-generation 
language. 

This example is difficult to follow and may not make 
much sense if you have not had to face this type of 
problem before, but don't despair. The general 
guideline that I would like to draw from this example 
is much simpler. When using fourth-generation software 
products, be creative in using their capabilities to 
create ad-hoc files and allow simplified access to 
different file types. 

Before I conclude, I would like to deal with a major 
area of criticism concerning fourth-generation software 
products. Some people argue that applications using 
fourth-generation software run too slowly. Depending 
on the specific package and the specific application, 
this can be a valid complaint. Benchmarking 
four th-generation software packages against 
third-generation languages is far beyond the scope of 
this paper. However, I would like to state a few 
thoughts that you might consider if this is a problem 
area for you. 

Numerous studies have shown that it can cost more to 
develop a program than it will cost to run it over its 
entire lifetime. In this situation it seems important 
to consider the development costs of a program in 
relation to the run-time expense. If a program takes 
ten percent longer to run but costs one-tenth as much 
to develop, you may still be saving money. 

Some critics of fourth-generation software products 
have taken an integrated approach. Without giving up 
the benefits of fourth-generation software for 
formatting data for .reports, you may find it desirable 
to use another method for data retrieval or sorting. 
An example of this approach would be to retrieve the 
desired data and then use a sorting utility which is 
faster than the standard SORT/3000 usually used by 
fourth-generation software products. You could then 
use the fourth-generation software to read the sorted 
data and produce the report. 

The ability of users to obtain results in one-tenth the 
time with fourth-generation software can be very 
beneficial to any organization that has data processing 
needs. Even thC?ugh you will. not obtain such 
spectacular productivity increases in all situations, 
many people have found that the use of 
fourth-generation software products is a very effective 
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way to solve problems. The beneficial results that are 
expected from four th-gen er a ti on so ft ware products are, 
in fact, being realized and ~n many cases are being 
surpassed. 

A large group of people are currently using 
fourth-generation software products on the HP/3000. 
Their numbers are increasing and will no doubt continue 
to increase. The growth of fourth-generation languages 
is starting to follow the same pattern experienced by 
third-generation languages. Just as third-generation 
languages became more popular than second-generation 
languages, so the new fourth generation of languages 
may someday gain a strong position relative to 
third-generation languages. 
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User Documentation:. The New Approach 
By Sanford Rosen, Ph.D. 
with Sara Beck Rosen 

and Susan Furlow 
Communication Sciences, Inc. 

Since the beginning of the computer industry, application 
user documentation has had a basic responsibility to ful­
fill. That responsibility has been to "make it work." In 
order to "make it work," documentation must, clearly and 
quickly, transfer information from the people who under­
stand how something works to those who have been assigned 
the task of learning how to make it work. On the surface, 
this appears simple enough. However, history has proved 
this kind of transfer of information to be enormously 
difficult. 

Up until now, paper-based manuals have been the major 
medium used to accomplish this transfer of information. 
However, the problems associated with their use have been 
extremely difficult to overcome. What we've learned is 
that it's not simply a matter of codifying the documenta­
tion itsel~ Rather, it turns out that paper-based 
manuals, no matter how immaginatively packaged, inevitably 
intimidate the uninitiated user. And if you are lucky 
enough to seduce the user into becoming actively involved 
with a manual, whether or not the "make it work" informa­
tion contained in the manual gets successfully transferred 
to the user depends on many things. For example, one of 
the most difficult things to guard against is the-user's 
"wall-stare." ("Wall-stare" is a reader's disease, 
related to boredom and a perceived lack of "need-to-
know. ") Although many of the communication problems 
related to wall~stare and other reader/text interactions 
have been solved by creative technical writing groups, the 
computer industry still needs a mainstream solution to the 
problem of transferring "make it work" information, and 
preferably a solution that considers the problems of the 
user community. 

We must not minimize the communication problems that now 
exist in the computer industry--and for that matter 
throughout our society. The United States is rapidly 
shifting from a mass industrial society to an information 
society, and the final impact will be more profound than 
the 19th century shift from an agricultural to an 
industrial society. In· connection with ~he shift to an 
information society, it is important to notice a powerful 
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anomaly developing: as we move into an era in which the 
literacy of the general public is more important than ever 
befor.e, our schools are turning out people whose general 
level of literacy is becoming progressively lower. SAT 
(the college entrance exam) scores have been going down 
for more than a decade. Consider this: for the first 
time in the history of the United States, the generation 
that is graduating from high school today is less skilled 
than its parents. This fact compounds the already 
difficult problem of transferring information. 

But there are other problems involved in the successful 
transfer of information. One of the biggest of these is 
the failure of people in the computer industry to realize 
the absolute cruciality of documentation. Those at the 
top have consistently ignored the fact that a link must be 
forged between computers and people, a link which for the 
most part is now missing. That "missing link" is 
documentation. 

But how did an industry with such technical power allow a 
thing like qocumentation to become the missing link? And 
why, after 25 years of continued, rapid, technical 
advancement~ has almost nothing been done to correct the 
serious problems caused by this missing link? In the 
first place, it has been difficult to convince even the 
most intelligent and progressive management of the dollar 
value of paper-based user documentation. Management has 
heard experts give academic and theoretical arguments 
praising the value of good paper-based documentation, 
arguments allowing that while it takes time and money to 
create documentation that supports the user, rather than 
gets in his or her way, the benefits of doing so can more 
than make up for the costs. Customer-support costs can be 
considerably lowered. User satisfaction can be increased, 
resulting in fewer returns and more repeat business. The 
documented product's image and reputation can be 
tremendously improved. Management has also been reminded, 
over and over again, tha~ the user manual has other kinds 
of lasting value. It is an excellent training tool for 
any client, analyst, or programmer who needs to be 
familiarized with a system. It can teach, demonstrate, 
motivate, and remind. 

The preceding arguments sound good to me. They should~ I 
have been pres'enting them (along with many others) for the 
past seven years. Given what has been the state of the 
art of documentation up until now, these types of argu­
ments have represented our best methods of solving docu­
mentation problems. However, even if we assume the 
existence of both good user documentation standards and an 
effective documentation methodology within which to apply 
them, management can rebut our best arguments with some 
very basic, embarrassing questions such as: 
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1. Yes, but will they read it? 

2. Some users have limited technical backgrounds and 
meager reading skills. What guarantee do I have that 
documentation will do them any good? 

3. Systems change. How can I be sure that user documen­
tation is updated on a timely basis, disseminated 
correctly, and included and used in new versions of 
user manuals? 

4. Can a manual be created that users can read without 
having to skip, jump, detour, and reverse their way 
through it? 

5. What will a good manual save in employee time? 

All technical writing groups that expect to stay in 
business, whether they be internal or free-lance, are 
familiar with these arguments and prepared for their 
rebuttal. This does not diminish the validity of manage­
ment's questions, and it certainly does not eliminate the 
subjective nature of paper-based documentation and the 
unpredictability of its success or failure. Examining the 
medium of paper more closely, I find there are even more 
areas that contribute to the failure side of the scale. 
For example: 

Organization. A paper-based manual must take on a 
physical structure of some sort. That structure must 
incorporate some standardized way of presenting informa­
tion, such as in terms of: 

• Tasks or functions. 
• Responsibilities by audience group. 
• Categories of .information. 
• Sequences or chronologies of ·information. 
• Levels of detail (general to specific). 

A manual's structure also determines such interdependent 
elements as how its sections and subsections are marked, 
how its table of contents is set up, how things like 
dividers are used, and so forth. Whatever decisions and 
choices one makes about these structural elements, the 
resulting manual cannot possibly encompass all possible 
audience needs~ The best it can do is to address the 
majority, if there is one. Since some choices necessarily 
negate others, this structuring, so fundamental to the 
paper-based manual, will also, in some ways, limit 
effective access to the information. Thus, no paper-based 
manual can even approach the utopian goal of being all 
things to all readers. 

Updating. The process of updating paper-based user 
documentation is difficult, time-consuming, and expensive. 
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Consequently, those in charge of the process must insti­
tute an effective updating program that provides such 
tpings as: · 

1. An effective way of notifying the documenter of system 
changes. 

2. An effective way of using word processing equipment to 
handle text changes, and possibly changes to graphics 
as well. 

3. An innovative way of dealing with cross references. 

4. A way of physically packaging the documentation so 
that pages can be replaced or added with ease. 

5. A coherent system of recording and handling different 
versions and revisions, and of tracking who uses what. 

6. An effective way of soliciting comments and update 
requests from the user community. 

A comprehensive updating program of this nature requires 
commitment, not only from the personnel responsible for 
the tasks associated with the actual updating itself, but 
also from th~ people in management who are responsible for 
the budget required to support these tasks. However, 
despite the fact that it is getting more and more 
difficult to sweep the subject of documentation under the 
rug, technical writing managers continue to report that · 
they have tiouble getting the budget and scheduling . 
allowances they need. The road that has led documentation 
to its current state is paved with good intentions and 
reduced budgets. Management has yet to learn the lesson 
of software economics: it costs more· to monitor and 
modify documents than .to develop them in the first place.· 
But even if there wer• no budgetary constraints o~ the 
updating process, it turns out that there is at present no 
really efficient, cost-effective way of handling the six 
factors I Ive, just listed. The standard approach to 
updating, as well as the standard approach to the whole 
question of documentation itself, must be reexamined. In 
both cases, methods inust be developed that a·re more 
responsive and less expensive. 

Apparency. "Apparency" is a word I have coined to 
describe a manual's o~erpowering physical ~resence, and 
the aspects. of that physical presence that create in the 
reader an iriescapable feeling ~f being o~erwhelmed. No 
matter how you package it~ the paper-based user manual 
that can adequately support a sizeable application is .. 
itself sizeable. The total manual is physically 
"apparent" to all who must use it. The technical writer 
can .employ all tbe·guile available_to him or her: he or 
she can color-code, use graphics to suppott the text, 
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construct a comprehensive index, use tab dividers for easy 
access, and develop psychological games to entice the 
reader. These techniques, as ingenious as they may be, 
cannot reduce the apparency of the user manual, and the 
intimidation that goes with it. This intimidation 
produces "reader resistance": it reduces a reader's desire 
to read the manual, and usually lowers the grade level at 
which he or she reads, understands, and absorbs the 
information being presented. As long as the industry 
relies on paper-based documentation,_ the apparency problem 
and the. resulting reader resistance cannot be overcome. 

Revelation, Drama, and Interaction. These three 
elements must be present to keep the attention of any 
audience, and it's difficult to achieve any of them via a 
paper-based manual. The paper-based manual cannot 
adequately time and control the rate and impact of the 
process by which information is revealed, nor can the 
reader "interact" with it in any meaningful way. A paper­
based manual cannot help but be a static and unresponsive 
object, in spite of the ways the technical writing com­
munity bas tried to deal with this fa-ct. Ana· try it has. 
All sorts of imaginative approaches have been brought to 
bear. For instance,· the "programmed text" is an example 
of a paper-based document that attempts to time and order 
the'revelation of information in a way that is both 
dramatic and personally interactive with each and every 
reader. But the programmed text is not an appropriate 
vehicle for the kinds of information that go into most 
documentation. · 

You may think my use of the words "revelation," "drama," 
and "interaction" are a bit theatrical in the context of 
documentation. It is my contention, however, that we must 
again borrow from the arts' to achieve our goal of the 
successful transfer of the kinds of information we're 
dealing with--"instructional literature," with a high 
potential for producing disinterest, boredom, or confusion 
in the readei:. I say "again" because technical writers 
have borrowed from. the arts before. I refer to their use 
of the "playscript" format. This format, which is akin to 
the script of a play, uses role assumption to give the 
reader a feeling of active participation in whatever the 
documentation is describing. However, we could go even 
further. With today~s technology, ~e need no longer rely 
on the paper-based approach. Instead, we cari i~troduce 
more imaginative, creative, and engaging methods of 
achieving our goals~ as I will explain later in this 
paper. · 

The reason we must do something soon is because the 
problem is becoming more crucial in direct ~roportion to 
the i:ate at which technology is evolving. Here is what is 
happening: 
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1. Hardware costs are coming down. 

• All that technology is getting crammed into smaller 
and smaller packages, and being produced in larger 
and larger quantities at lower and lower costs. 

2. The user population is expanding. 

• Sophisticated products are cheaper and thus 
available to more people--and more people are 
buying them. 

3. User sophistication is decreasing .• 

• The expanding user population includes more people 
who are not trained in the product technology. 

4. Traditional methods of supporting a new purchase are 
becoming less effective. 

• Twenty years ago, when products cost $100,000 a 
throw, a manufacturer could afford to assign a 
full-time representative to the user organization. 
Today's purchase price cannot justify expanding a 
service organization so that it is big enough to 
give advice to all of the users all of the time. 

Just as the traditional methods of support must be 
abandoned, so the traditional paper-based approach to 
documentation must be abandoned in favor of a new 
approach--one that can beg in to unite the various func­
tions served by documentation, training, and education. 
This new approacb must not only overcome the reader/text 
interaction problems of the past, but must also take 
advantage of the technological advances available today. 
It is my firm belief that this new approach must be one 
that uses automated documentation methods. By 0 automated 
documentation methods, 0 I mean a collection of standards, 
examples, and instructions that are on-line, and are able 
to be called up, in various configurations, by anyone 
doing documentation. This will all but eliminate the need 
for paper-based docu•entation with its inherent problems, 
problems which have helped obscure the importance of docu­
mentation in the minds of managers whose failure to 
appreciate this importance may have been fed by the subtle 
realization that no documentation they've been exposed to 
so far has been totally adequate. This new approach, if 
formulated carefully, can lead the computer industry into 
a new era--one in which the user community will be in pos­
session of tools and techniques that will allow it to 
assume a new level of responsibility for solving its own 
information-transference problems, and for tailoring its 
documentation to its own needs with a specificity never 
before possible. 
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The concepts of computer-based education and on-line 
"help" to support application software are not new. Many 
software companies and data processing departments have 
used "help" screens and computer-based tutorials to assist 
paper-based documentation in the transfer of information. 
However, the approach presented in the remainder of this 
paper advocates the establishment of a new relationship 
between application software and what I call a "documenta­
tion/help subsystem." The design and implementation of 
such a subsystem must (as stated earlier) take advantage 
of advanced technology, incorporate the newest automated 
tools, and be reponsive to the needs of the user 
community. A fundamental requirement of such an on-line 
documentation/help subsystem is that it be designed as a 
stand-alone system, rather than be included as routines 
built into specific applications ("applications" here 
meaning, e.g., accounts receivable, accounts payable, 
order entry, manufacturing, etc.). The programming call 
for "help" would then be made to the stand-alone documen­
tation/help data base, instead of to a routine in the 
application code. This approach would permit members of 
the user community (i.e.,·writers, documenters, readers, 
editors, etc.) to create, modify, and maintain the 
documentation/help subsystem data base without disturbing 
the existing application code. 

Whether or not the users succeed in their attempt to 
assume the responsibility for the preparation of their own 
documentation will depend on the nature and quality of the 
tools and techniques supplied to them by the stand-alone 
documentation/help subsystem. To begin with, such a 
subsystem must contain a data base of on-line user docu­
mentation standards. These standards should present 
generic patterns for the users to follow when they prepare 
on-line user documentation. The standards should use a 
"boiler-plate/fill-in-the-blanks" approach to assist 
uninitiated users through the path of least resistance. 
The users should be able to add standards as they become 
more and more familiar with the subsystem and with their 
own needs. Examples of the categories of standards the 
initial standards data base should include are: 

• How to Use HELP. 
• A System Overview. 
• System Conventions. 
• User Procedures. 
• System Screens. 
• System Maps. 
• Error Messages. 
• Files/Data Bases. 
• Glossary/Index. 
• How to Use Your Equipment. 

The inclusion of such standards, supported by a data base 
of examples, will help the user avoid the blank-page 
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syndrome. Questions like, "How do I write on-line docu­
mentation?" and "Where do I start?" can be answered 
immediately. Once the user has prepared on-line documen­
tation/help to support an application, he or she must have 
the capability to review that documentation and the 
standards. Keeping standards, examples, and--pi:eviously 
prepared documentation stored on-line will result in a 
library of solutions that can be applied to future 
application user documentation/help. This will eliminate 
some of the trial-and-error associated with the 
preparation of most paper-based documentation. 

Other user-assistance tools aimed at increasing the 
effectiveness of the documentation should also be included 
in the documentation/help subsystem. For instance: 

• A library of graphics symbols to be used to supplement 
narrative where necessary. 

• A general glossary of industry terms and definitions to 
help guarantee that such terms are used consistently. 

• A data base of general writing standards that can be 
adopted by the company as a whole. 

• A number of note pads that people can use for communi­
cations directly related to the documentation. The 
design of these note pads can vary according to the 
various levels and functions of the people using 
them--for example: 

Researchers. 
General readers. 
On-line application operators. 
Writers. 
Editors. 

Functionally, the documentation/help subsystem must be 
data base-oriented. It should combine menus and commands 
for user efficiency. It should interface with an auto~ 
mated data dictionary, if one is used, and be capable of 
creating a text file that can be manipulated by a word 
processing system. This data base orientation will 
support the most effective updating--especially when 
documentation/help is standardized. It will also reduce 
the storage requirements, since no physical pages of it 
will need to be stored. Screens can be made up of logical 
pages, assembled only when being viewed. The data 
elements information may be stored on the automated data 
dictionary, if it allows for user definitions, and if it 
is being used consistently across applications. Boiler­
plate standards and company-specific standards should be 
on the standards data base, and exception data on a 
document data base. To efficiently access these data 
bases, the user ~ust be supplied with an effective method 
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of navigating within the documentation/help subsystem. 
Therefore, I recommend that system navigation be accom­
plished through the use of a combination of menus and/or 
commands. This approach accommodates both the uninitiated 
and the experienced user. Supplying the user with a word 
processing capability--through the manipulation of a text 
file--allows for the preparation of paper-based 
documentation (and possibly graphics) on an exception 
basis. 

The following narrative and graphics present a simplified 
overview picturing a possible structure of a documenta­
tion/help subsystem. The subsequent information breaks 
down the two components (A and Bl to further illustrate 
some of the subsystem's features and functions. 

Appllcatlon(s) 

Documentation/ 
Help Subsystem 

Appllcallon 
Support 

Documentation/Help Subsystem 

Components A and B 

figure 1 

O•t• Dictionary 

Component B 

Stand-Alon• 
Documenta­
tion/.._ 
Program• 

Utllltloa 

Figure l defines the relationship between the applica­
tion(s), the automated data dictionary, and the documenta­
tion/help subsystem components A and B. Component A 
directs the calls made to the documentation/help subsystem 
from the application(s). Component A also returns control 
to the application when the user/operator exits the docu­
mentation/help subsystem. Component B is the stand-alone 
portion of the subsystem that enables documentors, 
readers, editors, etc., to create and update documenta­
tion/help on the data base that is accessed through the 
use of component A. The personnel who use component B 
will have a wide range of tools available to them, such 
as~ note pads, graphics symbols, data processing docu­
mentation/help standards, company-created standards, 
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general writing standards, word processing and sort 
utilities, and a reformat/print facility. The application 
user who uses component A to call the documentation/help 
data base will find many levels of information presented 
in a structure that makes navigation very simple. 

Component A is used through a combination of menus and/or 
commands. This will allow users to call the documenta­
tion/help data base to get information that is outside the 
normal capabilities of the single application screen being 
viewed. Once into the documentation/help data base, the 
user may get to menus and directories, or, if the commands 
are known, navigate around in the documentation, viewing 
data presented in any of the categories shown in figure 2. 

Applica!lon(s) 

Documentation/Help Subsystem 

Documentation/Help Subsystem 

Component A 

figure 2 

The application user will be able to read any support 
screen and, if necessary, make notes on his or her 
personal note pad. However, since the application user 
will have entered the data base through Component A, he or 
she will be prevented from making any changes to the 
documentation data base itself. The right to manipulate 
data on the documentation/help data base is protected, and 
may only be accomplished through the use of component B. 
Component B is, of course, controlled by security identi­
fications granted to documenters, editors, etc. 
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l l 
Read Review 

Documentation/Help Subsystem 

Component B 

SI and-Alone 

Oocumenta-
lion/Help 

Programs 

l 
Edit Process Print 

figure 3 

l 
Help 

Component B (figure 3) is the functional "guts" of the 
documentation/help subsystem. It has five major functions 
within which reside the important subfunctions needed to 
create, update, and read the documentation/help data base. 
The •read" function allows users to read documents without 
having entered the subsystem by way of component A (an 
application). Thus the system can accommodate any kind of 
documentation, such as programming, operations, or 
whatever you can imagine. The "review/edit" function 
allows reviewers and editors to read and comment (by use 
of notepads). The "process" function allows a writer to 
create a documentation/help data base by building it from 
scratch, by assembling it from pieces of existing documen­
tation, or by using a predetermined boiler-plate standard. 
The •print" function converts information located on the 
documentation/help data base into a text file. This file 
can then be manipulated by word processing software. 
Finally, the •help" function answers user's (writers, 
editors, etc.) questions just as they would be answered if 
the user used component A to get to the documentation/help 
data base for application support. 

Structuring the documentation/help subsystem with the 
stand-•lone approach presented in this paper offers the 
user community (or whoever assumes the responsibility for 
preparing user documentation) a level of flexibility that 
encourages experimentation as part of the normal prepar­
ation of on-line user documentation. Consequently, the 
way information is constructed and presented will be 
varied in response to the signals (direct and indirect) 
from end users themselves. This approach will help build 
reader confidence, and promote a refining of the tools and 
techniques that the documentation/help subsystem 
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introduces. Correspondingly, many of the problems from 
the past can be left in the past. 

The problems associated with paper-based structure and 
organization can be all but eliminated because of the 
logical rather than physical assembly of information. 
Updating, and the disseminating of new or modified 
documentation/help will be done with the assistance of a 
data base, and in an on-line environment. This will 
offer the most responsive updating ever~ and should mean 
more effective use of computer software--which, today, has 
survived in a relatively unresponsive environment. 

The problems connected with the "apparency" factor 
associated with paper-based documentation will also be 
alleviated. With the exception of some supplemental 
paper, all documentation will be totally transparent to 
the user. The intimidation factor will be gone. The 
information will be revealed to the user as he or she 
needs it. The overall physical volume of the documenta­
tion/help will be hidden. The documentation/help will 
unfold to assist the user as the need to know is communi­
cated to the subsystem through an interactive process 
between user and documentation. The on-line documenta­
tion/help subsystem will bring revelation, drama, and 
interaction to the process of transferring "make it work" 
information to application users. 

I also peiceive that this new approach will begin to put 
an end to the dreaded reader's disease "wall-stare." 
Users will be able to more quickly find- their answers and 
return to application functions. This will eliminate the 
normal page-leafing and index-searching that goes with a 
thick manual and that inevitably generates the need to 
rest, and the desire to stare for awhile at t'he nearest 
wall. 
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USER FRIENDLY SOFTWARE DEVELOPMENT 

by 

Ivan M. RosenbeT'g 
Distinctive Solutions CorpoT'ation 

I. INTRODUCTION 

This paper discusses the characteristics of "user-friendly" 
software syste~s. and proposes development methods and 
techni~ues which can efficiently produce such a system. 

WHAT IS A "USER-FRIENDLY" SYSTEM? 

It is important to fiT'st have a good idea of the intended 
T'esult before discussing how it will be created. What does 
"user-friendly" mean? Often it refers only to the 
resultant software system, in particular the ease with 
which a user can direct the system to perform desired 
tasks. A system that provides .the ability to select from 
menus is usually considered more "friendly" than one that 
requires the entry of one of a possible thousand codes. 

However. what if the menu trees are so "deep" that it 
requires a significant time to get to the menu that 
contains the desired selection? The frustrated user who 
knows exactly what he wants but has to labor through twenty 
menus will not feel that the system is very "friendly". He 
would prefer to specify which function is to be performed 
immediatel•J upon system entry. In this case, a "keyword" 
approach may be preferable. 

Thus, "user-friendly" is not a quality that is inherent in 
the software system itself, but rather is a term that can 
only be applied to the user-system combination. The 
characteristics of the user must also be considered in 
deciding whether a particular system is "user-friendly". 

We must also realize that it will be t~e user who will make 
the "user-friendly" Judgement, not the data processing 
pT'ofessionals. Thus we must look at what the user may 
consider in maki~g this evaluation. 
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THE USER 'S VI El.JP OI NT 

What may be surprising is that users, consciously and 
subconsiously, consider more than Just the resultant system 
in their evaluation. although that is a prime determinent. 
In our experience as application software providers, users 
appear to focus on four dimensions: Guality, Functionality, 
Cost, and Time. 

GUALITY: the "degree or grade of excellence" of the 
system, often related to the reliability, 
consistency. ease o.P use, and support. 

FUNCTIONALITY: the degree to which the system provides 
desired application-oriented functions, including 
specific computations, reports, and inquiries. 

COST: the resources needed to receive the perceived 
and desire~ benefits. including monetary .Punds, 
personnaL hardware. and training. 

TIME: the elapsed time required to achieve the desired 
results, including time from commitment to 
production, and the time re~uired by the system to 
per.Parm its functions, including response time. 

There are tradeoffs between these four dimensions. To the 
extent one optimizes one dimension, the other dimensions 
tend to be "suboptimized". For example, the more 
functionality demanded of a system under development, the 
more the product will likely cost and the longer it will 
take to be installed. The more complex a system, the more 
execution time will likely be required. 

DEFINITION OF "USER-FRIENDLY" 

It is up to the developer to make th• user explicitly aware 
of the tradeoffs, to appreciate the user's weighting and 
considerations under each dimension, and to propose and 
create a solution that optimizes the user's weighted 
average. 

This result in the following proposed definition for a 
"user-friendly" system: 

Given a specific user, a "user-friendly" system 
is one which optimizes the user's weighted 
average evaluation of the s~stem OYer the 
dimensions of quality, functionality, cost, and 
time. 
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OUR BACKGROUND 

Distinctive Solutions specializes in providing software 
products to banks and commercial finance organizations. 
This marketplace is characterised by new users, a 
requirement for a high degree of reliability, the need for 
exception and inquiry information in a timely manner. 
ad-hoc inquiries. personnel turnover, changing requirements 
as as marketing approaches change, and a labor intensive 
operation. The limiting factor in a financial organization 
is often the ability to process information within required 
timeframes. 

In the past, m~ny such organizations developed their own 
custom system. However. the cost of maintaining these 
systems and keeping them up-to-date with the emerging 
computer technology and the needs of the users has 
increased the demand for standard products. Yet, despite 
the common asp2cts of the application, we have found that 
each company is quite different in the terminology and 
procedures it uses, in the data it feels are important to 
monitor, and in the specific computational algorithms it 
uses for computing interest and other fees. 

The challenge for our company was to develop a standard 
product for the commercial finance industry that would be 
evaluated as "user-friendly" by a wide range of potential 
customers. The product had to be easy to customize and 
enhance, easy to learn, had to be supported as standard 
product, extremely reliable. and had to be sold and 
maintained for a price that was both cost-Justifiable to a 
sufficient portion of the marketplace and profitable for 
us. 

This paper is a result of the experience we have gained in 
achieving this goal. 

OVERVIEW 

The rest of this paper is divided into four sections: 

II. THE SYSTEM LIFE CYCLE: which is used as a context 
for discussing software development methods. 

I I I. SOFn-JARE: DEVELOPMENT METHODS: 
development methods that lead 
systems. 

which discusses 
to user friendly 

IV. CHARACT~RISTICS OF USER-FRIENDLY SYSTEMS: a set of 
proposed design 
characteristics that 
friendlinees in users. 

and 
promote 

implementation 
a feeling of 
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II. THE SYSTEM LIFE CYCLE 

Every system, whether automated or manual, has a life 
eye le: a beg inning, an existence, and an end. The 1 i.Pe 
cycle may be viewed in terms of phases, JUSt like a 
person's li.Pe m4y be viewed as beginning with the decision 
to have a child, and proceeds through gestation, birth, 
youth, maturity. and death. 

Since the user is one of the "parents" of a system, it is 
important that the user have a context for understanding 
how the "child" will grow. Understanding the complete life 
o.P a system is also important in insuring that the right 
.Poundations are laid. Too o.Pten the focus is on gettin~ 
the system running, rather than on the steps that are 
necessary to insure that it- will run correctly. For 
example, there i~ o.Pten pressure to ~egin programming early 
in a development proJect, instead o.P insuring that the 
de~ign <which defines what will be programmed) is complete 
and is actually what the user want•. I.P users .Pully 
appreciated that the programming is completely dependant on 
the design phase, there would be fewer costly changes to a 
system soon after it is installed. To a certain extent it 
is like the car repair man in the TY ad, "you can pay me 
now <to do the design right), or you can pay me later Cto 
fix the program)". Si~ce it is much more expensive to "pay 
later", and the user is often the one who .does th~ paying, 
it is important that the user takes respohsibility .Por 
insuring that the design, and in fact all the phases. are 
done thoroughly and correctly. Thus. it is important that 
the so.Ptware developer educate the user early in the 
proJect concerning the System Li.Pe Cycle so the user may be 
a fully responsible member o.P the development. 

The phases of the System Li.Pe Cycle are: 

1. FEASIBILITY PHASE (Parent's Decision): This begins 
with the determiniation of whether there is a 
problem and, if so, its de.Pi.nition. This step is 
o.Pten given little formal attention, yet it 
provides the .Poundation for everything which 
.Pollows. This phase ends when it is formally 
decided to try to solve the problem, and approval 
is given to the proposed Solution Process. 

2. SELECTION PHASE <Conception>: Once the problem is 
identified, this phase includes the analysis of 
pQtentially feasible solutions and the selection of 
one. This phase tends to have the most managerial 
involvemant. 
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3. DEVELOPMENT PHASE <Pregnancy and Birthl: This phase 
brings the solution into being. In some cases the 
system already exists as a product that can be 
installed without modification, in other cases the 
system must be developed "from scratch", and in 
still other cases an existing system will be 
modified prior to installation. This phase 
requires full user participation to insure the 
desired results. 

4. INSTALLATION PHASE <YoUthl: This phase covers the 
time from when the syste~ solution comes into 
being. through installation and acceptance of the 
new system, including data loading and training. 
The last activity of this phase is usually the 
formal switchover from the old to the new system. 

5. PRODUCTION PHASE <Maturity!: This phase covers from 
switchover. through maintenance and enhancement. 
including the years of useful and productive work. 

6. REPLACEMENT PHASE <Death): At some time technology 
and needs grow sufficiently to make it cheaper to 
replace a system than to do further modifications. 
This phase includes the replacement of the system 
by a new system. and the fir.al shutdown of the old 
system. This phase for the old system overlaps the 
first four phases of the new system. 

There is nothing that is particularl~ "computer" about the 
System Life Cycle. It is true for every proJect, whether 
installing a ne~ computer or opening a new branch office. 
However. it is extremely important that the prOJect 
manager. one of the critical compone,ts to success, be a 
skilled proJect mar.ager with good support. 
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I I I. SOFTWARE DEVELOPMENT METHODS 

1. PRINCIPLES 

There are some general principles to software development 
that underlie all the specific methods and techniques that 
we have used. These principles set the tone for the 
proJect, they form a set of guides that can be used to 
check whether day-to-day activities are consistent with the 
desired results. These are not necessary revolutionary 
principles; often they are JUSt common sense. But unless 
they are explicitly stated, adopted, and frequently 
reviewed, the issues of the moment will almost always 
dominate the long-term view. 

These principles are very attitude-based rather than 
specific methods. Engineering techniques, such as 
structured design or PERT charts, are Just the tools. The 
most important component of a successful relationship is 
the context of that relationship. and that is what these 
principles address. 

A. RESPONSIBILITY: Everyone. especially the user, must take 
full responsibility for the success of the praJect. If 
everyon.e is responsible for every aspect oi' the project, 
then there is less time spent on allocating blame and mare 
spent on finding solutions. 

B. USER INVOLVEMENT: The user must be involved throughout 
the Life Cycle. This is the only way the user can act an 
his responsibility far the result, and can influence the 
dev~lopment process so the result is the one desired. 

C. SYSTEM OWNERSHIP: The user must "own" the system. That 
is, the user must feel that it is "his" system. not that he 
has to adapt unwillingly to the system. This is a 
psychological perception that includes, but is not limited 
to, the system features. If this principle is not followed, 
then any undesired outcomes, even those that result from 
tradeoffs, will be !>lamed on the developer. 

0. SERVE THE USER: If you are in the business of software 
development then one of the principles of success in the 
long term must be to serve the user. Sometimes this means 
explaining the same thing three timas. understanding user 
concerns instea~ of being defensive, and generally looking 
to see what works. 

E. BE PATIENT: This is often the toughest principle to 
implement. Software development is often a new experience 
for the user, and there is frequently a lot at risk; money. 
reputations, sometimes the company's future. The user is 
often anxious and afraid. The experienced developer has 
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been through it before - he knows what is trouble and what 
is not. It do~sn't work to be defensive - the user will 
only become more concerned. Fundamentally the user JUSt 
wants to know that the developer is competent and can 
handle things, and that the user will be taken care of. 
This can be implemented in a wide variety of ways: 
supplyin~ extra data <relevant or net. as long as it is 
what the user wants) concerning the prcJect. insuring the 
user gets all ~is concerns expressed. explaining the same 
thing multiple times <patiently), warning the user cf 
anticipated issues, and educating the user in the 
development process. 

It will help to put yourself in the client's shoes. 
Remember the first time you flew. er drove a car. or did 
something else that used to be frightening? Now you know 
what to expect and are casual about it. The user is flying 
fer the first time and •JOU are the pilot. Keep your 
passengers as comfortable as you can. 

F. MAKE THE EXPECTED RESULTS EXPLICIT: Insure that the 
expected results are explicitly stated in writing. and that 
all prcJect team members and management subscribe to the 
results. Often it is assumed that ev~ryone knows what the 
expected results are. and it is toe often not true. The 
importance of mutually agreed upon results is cr~cial 
enough that a proJect should not begin until this is 
completed. 

G. MANAGE THE PRO~ECT: It is my perception that the primary 
cause of unsatisfactory results is inadequate proJect 
management. ProJect management is not something that can 
be casually assigned to the designer or lead programmer. 
The required skills are different. 

Fer our maJcr prcJects we assign a full-time prcJect 
manager from the very be~inning. Preferably this person 
does net also have an operational role in the proJect, such 
as analyst, designer. er programme-r. It may be that there 
is time for this person· to perform other tasks, but the 
primary responsibility should be to manage the project. 
from contract signing to Acceptance Test completion. To 
many software development organizations this probably seems 
like a very la·rge overhead. However, prcJect management 
must be done, anj it will either be done inefficiently and 
shew up in cost overruns and delayed deliveries. or it will 
be done efficiently by a specialist. 

It is important to also mana~e the user as part of the 
p-roJect. A user's fears will often lead them to make 
demands that may net be consistent with the overall project 
goals. Insisting that programming begin before the design 
is complete is one of the most common examples. This is 
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where a skilled proJect manager will save both the 
developer and the user considerable time and money. 

H. MAKE THE PRO-JECT A SUCCESS: Ii' this isn't a principle 
then one shouldn't begin the proJect in the first place. 
Defining what constitutes "success", the expected results, 
is the first step. Being responsible for and committed to 
accomplishing the results is the second step. Actually 
doing what is required for su~cess is the third step. This 
is where "results, not reasons", is a use·ful guide. 

Making the project a success includes insuring that the 
successes are acknowledged. Often pragmatic engineers 
focus on what is to be done rather than on what has been 
accomplished. ProJect management will produce a set of 
specific milestones. These can be used to compare actual 
progress to the plan and acknowledge accomplishments. 
Insure that there is a frequent sense of completion instead 
of JUSt moving on to the next task. After the system is 
installed and running successfully. have a party and 
publicly thank those who risked by authorizing the project, 
and those who worked nights to produce the results. 

One of the best ways to promote success is to have an 
environment where success is expected. Visibility of 
milestones, acknowledgements, good management, and refusing 
to participate in mutual fault-finding all help. Another 
useful tool is the goal of making the proJect results even 
better than expected. 

I. BE EFFICIENT: The above guidelines focus on the 
results, this one is concerned with how those results are 
achieved. We found that it takes a conscious effort to 
look at how something might be done more efficiently. 
Often the way we do something is closely tied with 
assumptions that may no longer be true. 

J. BE GENERIC: fhis guideline suggests that one should look 
to how the specific may be generalized. This leads to 
systems that are easier to enhance and maintain. and 
permits future systems development to build on the results 
of previous systems. We try to insure that the same 
algorithm is not coded twice. 

K. HAVE FUN: As with success above. if this is not a goal. 
then why do the proJect? When things look their darkest, 
it usually means that there is an important lesson to be 
learned. There can be pleasure and fun in the lea~ning 
process, and thera will ALWAYS be lessons to be learned. 
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2. FEASIBILITY PHASE 

The internal data processing staff is often involved right 
at the beginning of a proJect; an outside vendor is not 
usually involved until the Selection Phase. It is 
important that the vendor realize what has happened during 
this first phase and do what is necessary to "catch up" in 
terms of both the relationship and the project 
deliverables. For example, even after a vendor selection 
has been made many users have not clearly stated the System 
Requirements, which should be a result of the first phase. 
The following assumP.s this situation. 

A. MARKETING AND SELLING <PRE-COMMITMENT> 

Much of today's software is market~d by the developers, 
usually technically oriented people. However, much of what 
closes a sale is not directly related to the software 
functionality. T~e beginning of the relationship with a 
user is critical - first impressions definitely .impact all 
subsequent pe1ceptions1 including the "user-friendly" 
evaluation. 

FORM THE RELATIONSHIP: In any significant purchase cf 
software, users evaluate the relationship as much as. or 
more than, the software functionality. It is important for 
the vendor to ;ealize this and insure that any user 
concerns in this area are correctly handled. Take the long 
term perspective instead of the short term sale. Realize 
that the relationship is one that both vendor and user will 
have to live with for years. The vendor should also be 
evaluating the user to determine if the relationship is one 
that will work. Signs of potential problems include: 
internal political warfare, lack of upper management 
support, a history of unsuccessful data processing 
relationships, unrealistic expectations. and an 
unwillingness to take responsibility for the project. 

HONESTY AND INTEGRITY: Software developers are overly 
optimistic; users are often overly pessimistic. This 
pessimism only increases when promises are not kept. or 
"white lies" are found out. One of the guidelines we use 
in aiming for "No Surprises" is letting a prospective user 
know, up front, t:iat the time· from commitment to production 
may be as lon~ as nine months. This permits the user to 
factor that into his pre-commitment activities and gets 
you, the vendo;, an earlier closure with less crises. We 
have developed standard literature that lets a user ~now a 
typical development installation plan early in the process. 

Above all, do not make promises unless you know you can 
keep them, and keep the promises you do make. 
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CREDENTIALIZATION: Software vendors have a relationship 
with users that is very similar to that of doctor and 
patient. Unless you credentialize yourswlf, your company 
and your product. there will be continual small upsets 
whose source will rarely be clear. Credentialization should 
take.place as early as possible, and it must be continually 
checked to insure it is in good shap~. 

Credentialization may 
demonstrated knowledge. 
financial condition. and 
used. 

be done through references, 
quality of company materials, 
the marketing/selling techniques 

FORM AND CONfENT: Throughout the relationship a user will 
be exposed to much more information that he can reasonably 
absorb. Thus. much of the success of the relationship not 
only depends on the content of deliverables but also their 
form. Sloppy looking presentations leave a definite 
impression. regardless of the quality of the content. 

In our presentations we have one person whose sole purpose 
is to handle logistics. to insure that both the presenter 
and the audience are well taken care of and that the form 
of the ~resentation communicates that we are a high quality 
organization. 

KNOWING THE APPLICATION: One of the best methods of 
credentializing. and of insuring that the system is user 
friendly. is to know the application. It is important to 
realize that users do not always know, or are not always 
able to clearly specify their needs. Not knowing automat.ed 
system concepts, users do not know the potentials and thus 
often suggest Just an automated version of the current 
procedures instead of taking advantage of the computer's 
strengths. Thus. it is important that the vendor understand 
the application so that he 'may guide the user to a 
successful result. 

ESTABLISH THE PRINCIPCES: We find it useful to establish 
ag~eement on the above principles early in the proJect. We 
review each one in terms of the user's and our role. and 
insure we are in concert. This sets a c~ntext for the 
proJect in which specific issues may be resolved. 

B. COMMITMENT 

During this step a mutual commitment to achieve specified 
results is made. usually in the form of a contract. 

CLARIFY THE COMMITMENT: If, during pre-commitment, you only 
promised what you knew could be delivered. then this step 
should be easy. It is still worth insuring that the mutual 
deliverables are clearly specified and are mutually agreed 
to. A good control is to insure that those who will be 
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responsible for delivering on the commitments agreed w1th 
the commitments. Too often a delivery date will be 
promised by marketing that does not have the support of 
development. 

COOPERATION: When a relationship gets down to details there 
tends to be a rocus on what can go wrong, and who will do 
what to whom if it happens. While we do not advocate 
abandoning reasonable mutual protections, our legal 
documents accent the conditions necessary for a 
relationship that works. It mentions being prepared for 
meetings, having meetings start on time, and the 
deliverables of the user (personnel, design reviews, etc.) 
as well as those of the vendor. 

C. FORM PROJECT TEAM: The Project Review Team should be 
formed immediately after Cif not before) Commitment. This 
team is compo~ed of representatives of the user. the 
software vendor. and the hardware vendor. It is chaired by 
the user manager who is responsible for the success of the 
proJect. The JOb of the other members of the Team is to 
support the Chairman. 

The first task of this team is to approve the Project Plan 
and confirm responsibilities. The purpose of the Team is 
to monitor actual progress and to take ne~essary actions to 
insure success. A user representative being the Chairman 
emphasizes the fundamental responsibility of the user in 
achieving this goal. We have found that monthly meetings 
of the full Team works well, with at least weekly contact 
between the user and vendor project managers. 

The vendor should insure that the measures of progress are 
explicit, simple~ and well-defined. These are usually 
based on the four dimensions described above: Quality, 
Functionality, Cost, and Time. Since the first two are 
difficult for a user to evaluate until after installation, 
the focus is often on the latter two during development. A 
vendor who tracks cost and time, keeps the user informed, 
~nd meeis commitments is more likely to have a friendly 
user. 

D. SYSTEM REQUIREMENTS DEFINITION 

This document is a maJor output of the Feasibility Phase. 
It states, in a subjective and sometimes contradictory 
manner, why the user got involved with the project in the 
first place. The requirements should ~e specified before a 
vendor is selected, but often are not. This is one of the 
"clean-up" tasks that the vendor should insure is done. 

In additio~ to giving an overall "vision" to the project, 
the System Requirements Definition is used to evaluate 
proJect success during the ProJect Au1iting Meeting, which 
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takes place about six months after production begins. It is 
during this meeting that the formal judgment on the 
"user-friendliness" of the *ystem is made. 

3. ANALYSIS PHASE 

The purpose of this phase is to produce the System 
Objectives Definition. a document which specifies the 
standards, functions, and data fields of the proposed 
system. The concepts of structured analysis and design are 
useful here, but are not the primary subJect of this paper. 
Rather, I will present some of the techniques we use to 
increase the probability that the result is what the uter 
really wants. 

INTERVIEW EVERYONE: In gathering data, insure a wide 
variety of user personnel are used as sources, particularly 
those actually performing the tasks to be automated. Ask 
them what is working well, what is not and how they would 
change it. Avoid evaluation at this stage, Just gather 
data. We have found that often data gathered in this 
manner is contradictory and needs to be made consistent. 

BE EFFICIENT: Two techniques we use are a portable tape 
recorder and word processing. All data gathering 
interviews and meetings are recorded using a lightweight 
micro cassette recorder. This avoids laborious note taking 
and permits r~viewing the interview later to clarify 
understanding. 

We also make extensive use of word processing. GALLEY is 
provided to all HPIUG installation sites and thus is almost 
a common word processing system that makes it possible for 
us to provide all documentation in machine readable form to 
users. It permits us to quickly provide users with draft 
documentation and to easily make changes as the development 
proceeds. We strongly believe that documentation must be 
comprehensive, correct, readable, and current. 

PROTOTYPE: For a user to learn how a system is proposed to 
work, a prototype works far .bette~ than copies of screens. 
We use a method that permits us to build a prototype as 
fast as the screen layout can be input to VPLUS/3000, and 
no programming is required. The prototype screens are then 
the ones used by the program during implementation. so 
prototyping involves no additional costs. 

EDUCATE: As stated above. most users will propose a system 
design that is based on the current manual system. It is up 
to the analyst to open the additional possibilities of an 
automated system <this is one reason why application 
knowledge is useful). This a a tightrope. I have ~een a 
situation where so many possibilities were suggested that 
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the user put the project on hold until his confusion could 
be resolved. 

REVIEW EXISTING SYSTEMS: Taking a look at similar systems 
and talking with their implementors seems an obvious step 
for both the analyst and the user, but it seems tc be 
rarely done. 

4. DESIGN PHASE 

The purpose of this phase is to produce the System Design 
Definition, a document which precisely specifies how the 
proposed system will work from a user point-of-view, 
including screen and report layouts, a data dictionary, 
operating procedures, design and implementation standards, 
and algorithm details. 

We use word processing to almost automatically and 
efficiently transform the System Objectives into a first 
draft System De$ign. Using the principle of writing code 
only once, much of the design can be highly standardized. 

Each option is defined by the following sections: 

A. Description a user oriented description of the purpose 
and operation of the option. 

B. Operation a description of how the option is 
initiated, including input parameters. Most of the time 
the entire function operation is completely specified by 
the term "Standard Operation". This insures the 
resultant system will have a consistent operation and 
any exception to the standards will be explicitly 
stated. 

C. Program Operation a set of detailed notes to the 
implementors, including algorithms and any advice from 
the designer. 

D. Messages - specification of any non-standard messages. 

E. Layout - the report or screen layout, a specification of 
whether the field is required, optional, or display only 
(if for a screen), and the correspondence between the 
report/screen field and the Data Dictionary items. 

Due to the detail of this phase, it is often difficult to 
maintain user involvement. As with all deliverable 
documents, the user is required to sign off on the Design 
before it is used as the basis for the next phase. This is 
usually enough to insure a careful review. This sign-off 
also includes a precise specification of everything in the 
document considered confidential. 
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5. IMPLEMENTATION PHASE 

Du'l"ing th.is phase the p'l"ograms a'l"e written and tested. The 
followin~ princi~les guide mu~h of what is done at this 
phase. 

STANDARDIZATION: As much as possible is standardized, 
pa'l"ticularly coding techniques, variable naming, and 
p'l"ocedures. The design standa'l"ds make it possible to have 
implementation standa'l"ds. The cost of maintenance is a 
significant consideration during this phase. 

The coding standards we use include the following rules: 

The REDEFINES is not used sin~e it can cause pr~~l~ms 
if the data base structure Cand thus the WORKING 
STORAGE SECTION> is changed. 

All branching ·must be 
alternatives, the bi'anch 
each alternat~ve, with the 
condition. 

explicit. If there are n 
must explicitly check for 

n + 1 branch being an error 

The PERFORM THRU and GO TO statements are not used due 
to the potential fo'I" control structu'l"e erro'l"s: 

All interaction with the file system <including 
IMAGE>, VPLUS, any pe'l"iphe'l"al device, OT' any third 
party utility is th'l"ough p'l"ogram or subroutitie calls. 

TEMPLATES: Where possible templates a'l"e C'l"eated for 
standard option p·rocedures, such as data maintenance. Since 
the control sections Of programs are'a maJO'I" SOU'l"Ce of the 
most difficult.: bugs, this eliminates a significant portion 
of potential e'l"'l"ors, the'l"eby reducing costs and 
implementation time. 

GENERIC UTILITIES: Wherever possible generic Capplication­
independent> utilities are W'l"itten to perform a program 
function. For example we have utilities to handl~ all 
errors, to display all messages. to handle traversing the 
menu tree, for security, for creating stream files,, an·d for 
the on-line H~LP functions. Creating these utilities means 
that building future systems will be that much easier and 
less costly. 

DOCUMENTATION: Things will change. Word processing makes 
updating easier. but proJect management must insure that it 
is done. Out of date documentation or poor document.ation 
cont'l"ol procedures can actually kill a proJect even if 
everything else is done well. · · ' 

TESTING: In my op inion, th is is one of the most neglected 
areas of software development. Practical. efficient, 
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methods of software testing are now being developed, but 
too rarely used in actual practice. Software reliability 
must be built in from the very beginning of the project, it 
cannot be "tested in". Formal test plans should be 
developed with. user participation. Beware of using 
randomly selected data for then the errors will be randomly 
found. 

USER-INVOLVEMENT: Even though users are not directly 
involved with the programming, there is still much for the 
user to do during this phase. Conversion, Data Entry, and 
Data Verification Plans must be developed. We also involve 
users in casual module testing to insure that no glaring 
mistakes have been made. It is important to caution 
against premature data loading, since data bases have been 
known to require changes right up to the final program 
implementation. We also use this time to finalize the 
Acceptance Tes~ a precise specification of the tests and 
expected results that will be performed after installation. 

6. INSTALLATION PHASE 

Although much work may have been invested up to this point 
in user-friendly characteristics, it is. during the 
installation that a developer must be particularly aware, 
for this is the first exposure that most of the users will 
have to the system. Many will be apprehensive, some may 
even be antagonistic. 

The major goal at this stage, beside having a technically 
smooth installation, is to convince the new users that the 
system is comprehensiable, easy to use, and will support 
them in achieving the results that they want. This has to 
be done slowly, with humility, and patience. 

A preview 
using the 
system. 

"show" during the analysis 
p'l'ototype, can ease the 

and design phases, 
way fo'I' the actual 

For new computer installations we recommend at least one 
month for "sha.ke-down", during which the computer system 
management is testing its operational procedures and users 
are be~oming familiar with the computer system. The games 
on the HPIUG Contributed Library are excellent for helping 
people get over their fear of the computer, learn how to 
use the terminal, and to develop an appreciation (quite 
subconsciously> of computer concepts. 

We focus on making the installation as easy and fool-proof 
as possible. To the extent possible we use STREAM files to 
do ev~rything <ADAGER is an example of a well-designed 
installation procedure). It is. particularly important that 
the installation go well since th.is is a very vis-ible time 
with high user expectations. Difficulties during this time 
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tend to lead to user anticipation of further problems 
later. 

We also install with a "ready-to-go" demonstration system 
and data base. .This permits an immediate demonstration and 
testing of the system. with immediate po•itive feedbac~ fcir 
the waiting users. 

Of course. allow plenty of time to solve u~anticipated 
problems. and insure that the proper support people are 
available. 

TRAINING: It is absolutely mandatory that the personnel be 
well-trained to use the system. I believe that most 
systems fail not for technical reasons, but for people 
reasons. and many of those reasons are related to 
inadequate training. People fear what they do not 
understand, and t~ey will cause the demise of a system they 
fear. 

Teaching is as much an art as programming, and talents in 
one do not imply talents for the other. A well-known 
software firm has traditionally hired school teachers for 
customer training and support. and taught them the needed 
computer conncepts and application skills. 

Training requires a good training plan, good system 
support, and good documentation. Also, sufficient elapsed 
time must be allocated, since people can absorb information 
at a limited rate. 

7. PRODUCTION PHASE 

SUPPORT: During the Production Phase the maJor 
"user-friendly" needed characterisitic is good support. 
There will be ~roblems some trivial and some difficult. 
They will ALL appear difficult to the user. Treat each 
problem with respect, even though it may be difficult to 
appreciate the position of a new user who is totally 
unfamiliar ~ith something that you have lived with for 
years .. 

Our Phone-In Consulting Se~vice is very important during 
the early production stages. This is a 24-hour telephone 
consul ting service. Of course, during off-business hours 
the calls are handled by an answering service who then 
contacts the "on-duty" consultant. The relatively low cost 
for a special telephone line and the answering service 
yield significant benefits in increased user feelings of 
security. 

FOLLOW-UP AUDIT: One of the first tasks was to develop the 
System Requirements DefinitiUn. About six months a~ter 
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beginning production a Project Auditing Meeting should take 
place to test whether the desired results were actually 
achieved. This is rarel•J done in our experience, which 
leaves the project implementors with a strong feeling of 
incompletion and frustration. We have found this feeling of 
incompletion the aspect that "burns people out" the most. 
People need a sense of completion before they can address 
the next challenge. 

BUGS AND ENHANCEMENTS: Now also is the time for a good bug 
and enhancement reporting/fixing program to be in place. 
Users can understand that it may take time to fix a bug. 
They tend to be intolerant of having to call the same bug 
to your attention more than once. The complaints one hears 
are rarely that the bug wasn't fixed ~uickly <unless it was 
a major problem), but more often that the reported bug 
didn't appear on the next list of current bugs, i.e., it 
wasn't acknowledged. 

IV. CHARACTERISTICS OF USER-FRIENDLY SYSTEMS 

This section summarizes some of the design priniciples that 
we use that appear to support user evaluations of being 
"user-friendly". As I stated in the beginning, none of 
these can be adopted blindly - the specific user must be 
taken into accou~t. 

1. USER'S POINT OF VIEW 

To the extent that the system design and structure, and the 
system terminology, reflects that familiar to the user. the 
system will be m~re readily adapted. 

MODULAR DESIGN: A modular design, where each program 
performs one well-defined function, supports this concept. 
As an added benefit, this also makes maintenance simpler. 
Thus, to the e1tent possible each on-line maintenance 
program updates only one file or data set. Processing Jobs 
perform individual, well-defined tasks, such as interest 
computation for all loans at a branch. We try to make all 
system tasks, particularly the processing tasks, match 
conceptually the structure of the current manual system. 

MESSAGE SYSTEM: One of our utilities is a Message System, 
which handles all messages to the user, whether through the 
terminal or a Job. These messages can be completely 
customized by the user to conform tc the terminology and 
practice at each site. It is possible· for each user to 
have his o•.Jn set of messages. In addition, this system 
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will permit ncn-English language messages so the same 
software may be used outside the U.S .. 

VPLUS permits the screen labels to be changed without 
affecting the programs. The Code File permits codes to be 
customized to the user. The only aspect that is currently 
not easily customizable is the report labels, and 
standardization m.;;iy soom permit that. When that is 
accomplished, all codes and text that the user sees that is 
non-numeric may be customized without programmatic changes. 

2. CONSISTENCY 

Consistenc•J 
system can 
enforcement 

is one of the most important characteristics a 
have. This is encouraged by the use and 
of standards. Inconsistent operation will 

cause frustration and inefficiencies. 

TESTING: Sometimes consistency can be a hard objective to 
obtain as the implementation requirements are considered. 
When an exception is proposed, we make a "test run" of the 
user training to see if we can explain the operation in 
simple terms. I.P not, the exception is not allowed. 
Exceptions are. in fact, rarely approved. 

FUNCTION KEYS: The use of the function keys is o.Pten abused 
regarding consistency. If a function is to always, or 
frequently, be assigned to a function key <such as EXIT> 
then it should always be assigned to the same function key. 

We do not use function keys for specifying application 
functions. Function keys have the limitation of having 
only eight alternatives available at each "level", which 
could lead to very "deep" trees and illogical groupings of 
functions, and makes the specification of parameters for 
the function request a complex process <the keyboard is 
used to enter data and the function key is used to request 
the function, bath could be done through the keyboard). 

We use function keys to specify non-application functions 
that are always available, have meaning for all application 
systems, and are consistent. Our current standard is: 

Fl: Return to the System Master M~nu 
F2: Return to the Subsystem Main Menu 
F3: Back up one screen 
F4: Refresh the screen 

F5: Cancel a requested action <Panic Button) 
F6: Print the screen 
F7: Confirm a requested action 
F8: Exit the system 
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FUNCTION CATEGORIES: Every function in our systems is in 
one of four cat~gories, as follows: 

DATA MAINTENANCE: on-line, affects the data base 

INQUIRY: on-1 ine, does not affect the data base 

PROCESSING: batch, affects the data base 

REPORTING: batch, does not affect the data base 

On each 
category 
option. 

menu screen, the options are grouped by function 
so the user is clear about the capability of the 

In particular we think the separation between processing 
and reporting is an important one. During the time a 
processing program is running, the system is at its most 
vulnerable <to system crashes, etc. >. It is therefore 
desirable to minimize the processing time. Eliminating any 
reporting function. with its often included sorting 
requirement, makes a maJor contribution to minimizing this 
vulnerable ti~~ Processing programs may then be optimized 
without regard t~ reporting requirement~. 

Reports should be able to be run as m~ny times as desired, 
should be interruptable without consequences, and should be 
able to be run as of past dates. These characteristics are 
exactly the opposite of most processing programs, and thus 
it is illogical to combine them into a single unit. 

Our processing programs do produce reports that indicate 
and summarize t·he actions taken by the program, but these 
reports are intended only for checking to insure correct 
program operation. 

3. SIMPLICITY 

As simplicity is the m~Jor tool in producing reliable 
systems, it is also a maJor tool in making those systems 
user-friendly. Simple does not mean unsophisticated. Guite 
the contrary, wa have found that the simpler we make the 
user procedures, the more sophisticated the implementation 
must be. 

For example. a user may specify his office indirectly 
through the logon user name. When he selects a report. the 
system automatically sets .up the report request to include 
only those entities within his line of command and directs 
the report to the printer of the correct type that is 
associated with the user's organizational unit. A field on 
the report menu permits the user to override the output 
printer by simply entering the identifier of the desi~ed 
printer location. Other menu fields. which can be set by 
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default, permit the user to specify sort order, report 
groupings. date, number of copies, output priority, a 
password for report access, and a file name for on-line 
report display. Normally the user does not specify these 
fields. He only does so if the associated option should be 
different than the default. The programming behind these 
features is quite sophisticated, although simple in 
concept. To the ~ser, it is extremely simple, as we 
intended. 

4. PSYCHOLOGICAL CONSIDERATIONS 

The psychological considerations are sometimes the hardest 
to determine. before or after the fact. Here are some 
hints that have served us well: 

FEAR OF THE UNKNOWN: We assume the user, particularly the 
new user is afraid - of looking foolish, of doing damage, 
of making a cistake. They have heard of the famous missing 
comma in the FORTRAN program that caused a missile crash. 
They imagine what they could do from a terminal. 

Thus we try to build a system that is comprehensible and 
friendly. The training is designed to take the user step 
by step. and the system operation proceeds in the same 
manner. uncovering more detail as one proceeds to "deeper" 
levels. This is a typical characteristic of menu drivin 
systems, which is one reason most of our systems are 
designed on this basis. 

We also 
to be 
message 
on-1 ine, 

respond to each and every user input. If there is 
a wait. we display "PLEASE WAIT" and the reason. A 

is displayed whenever the data base is changed 
confirming that the desired action took place. 

All error traps result in a "soft-failure", i.e., a 
specific message indicating the cause, severity. and 
occassionaly the recommended action. Although error codes 
are included for the data processing staff for fatal error 
messages, all errors specify the situation in readable 
text. 

KNOW WHERE YOU ARE: The user should know "where they are" 
are every moment. Again. a menu tree structure can assist 
in this. Even within a program the user should be clear 
about his alternatives at every step and where those 
alternative fit into an overall application obJective. 

For example, a question and answer system can be confusing 
during data entry and correction when there is a provision 
for "backing up" and "leaping forward" over data items. 

EXPLICIT DATA EASE CHANGES: Changing the data base is one 
of the most pcwetful user capabiliti~s (as compared to 
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requesting an inquiry or report>, and thus it must be 
explicitly clea~ when a data base change will potentially 
be made. For axam::i le, in our data maintenance procedures. 
the data base is updated only once for each "transaction", 
and that occurs when the user presses ENTER with an ADD or 
CHANGE in the Action field. Even on multi-form maintenance 
programs <which we try to avoid), the data base is updated 
only a.nee during a transaction. 

When a data base change is made. the screen is cleared and 
a confirming message is displayed. If there were any 
errors. the data base is not affected, the error message is 
displayed, and the user has the option of cancelling the 
entire transaction or correcting the error. 

The various program categories described above also make it 
clear to the user whether the requested program has the 
capacity to change the data base (data maintenance and 
processing) or r.ot (inquiry and reporting>. For all batch 
programs and deletes the programs always ask the user to 
confirm the request by pressing a function key. 

PANIC BUTTON: Every system should have a panic button. 
People laugh when it is described but they certainly feel 
better for having one. Our panic but !:on is a function key. 
Whenever it is pressed, and it is always active. the 
current action. whatever it is, is cancelled and the 
current program is reinitialized back to what it was when 
first entered. The data base is unaffected. 

This gives users the knowledge that if they do get 
confused. they can use this key to get them back to a known 
point so they can start again cleanly. 

CONTROLLING THE SYSTEM: It is important that users feel 
that they are controlling the system. not being controlled 
by the system. Actions that are required within a specific 
time-span <such as the logon) tend to be preceived as the 
system driving the user. Discourteous or abrupt messages 
communicate the same feeling. 

The system should be perceived as supporting the user. 
guiding where necessary. informing where there is a 
question. and generally being responsive to the user's 
desires. Any inflexibility to which the user must conform 
is a potential problem area. If there are no options in a 
procedure, then the procedure should be performed by the 
program withou~ requiring usar input. Whenever the user 
has a input it should be to communicate information or give 
permission to proceed. l..jhenever the system takes some 
action. it should inform the user. For example, if there 
is a time-out on a function, the system should display that 
tha time limit was exceeded when it abo~ts the fun~tion. 
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5. PARAMETERIZED AND TABLE-DRIVEN: 

Actual numbers are minimized within the coding as much as 
possible. This permits the user to set the actual values. 
making the system very flexible. Even where user 
specification of the parameter does not make sense 
currently, or is too complex. we still implement it in that 
manner to allow for future enhancement. 

Of course this may have undP.sirable performance 
implications. However. it is easier to improve specific 
performance problems than to generalize a specialized 
program. 

When a rule is implemented within the system. we often put 
a flag on it. Just in case that rule may not be always 
desired. 

The design attempts to have entities defined by a set of 
codes and values and reduce any complex inter-field 
relationships. Even if only one method is currently 
specified, we make it specified by a parameter, JUSt in 
case. In other ~ords, we rarely hard code a method into an 
algorithm without having an easy method for specifying an 
alternative method. 

To the extent possible we use the facilities of the HP 3000 
to make a system as customizable as possible and yet 
minimize program changes. For a few examples: 

Every user may have their own menu tree 
There may be any number of data bases running off 
the same set of programs. 
Custom programs may be integrated into the menus so 
they are indistinguishable from standard programs. 
Menu trees m~y be completely customized 
All messages may be customized 
All data base passwords are in an external file, 
and thus password changes do not require program 
recompiles. 
What components of the standard product are 
available at a particular installation are 
specified by a set of flags accessible to all 
programs. 
The syste.m as a whole, and each component, has a 
"Control File" that contains the "configuration", 
defaults· and parameters for the system and that 
component. These may be changed without affecting 
the program' code. 
A Code Table provides the translation between the 
external codes used in a particular installation 
(which are user specified) and the internal codes 
<which are fixea by the implementation). 
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6. RELIABILITY 

Reliability is related to consistency, except that it is 
undesirable that a system be consistently unreliable. 
Reliability means that the system does what the user 
expects it to do. Thus it is a function of both the system 
implementation and the users expectations. 

All we have said above can be summarized in this quality. 
This goal must be part of the system from the very 
beginning, guiding the design, the implementation, and the 
training. 

V. CONCLUSIONS ANO SUMMARY 

The large number of issues addressed in this paper, some of 
them very attitude-oriented rather than specific rules, can 
be summarized in the following conclusions: 

1. User-Friendly S~stems are more successful from the 
perspective of all involved with the system. 

2. User-friendly systems can cost t~e same or less than 
systems built without this consideration. 

3. The considerations that lead to user-friendly systems 
are consistent with the considerations of the software 
development team of cost, timing, efficiency, etc. 
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Framingham, Massachusetts 

AUSTllACT 

An overview of the llose/HPJOOO environment and System Operation Pro­
cedur•s are presented. Such aspects as Application System Administra­
tion, !latch Scheduling; Tape and Print Handling, System Backup and 
Recovery, Hardware Maintenance, Fault Isolation and Control, System Per­
formance 1ind Activity keporting and maintaining a good sense or hUlllOr 
throu11n it aU are discussed. Th11 Presentation of this paper will be 
done by the Authors and some friends in an interactive for1.111 for new 
HP3000 users. 
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2. Script 
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-· Glossary 
5. Ex hi bi ts 

lNTHODUCl'ION 

llose Corporation is a Manufacturer of Loudspeak•ra and Audio Elec­
tronics, with manur .. cturing subsidi<tries located in C11n11da and Ireland. 
We are a World leader in the Consumer HI fl, Professional Sound Systems 
and Car Stereo market place with Sales subsidiaries located in the 
United States, Europe, Far East and Australia, with sales in excess of 
$100 million/year. 

We represent Corporate Data Processing services and currently service 
two manufacturing plants: an Electronics Division is located in Hopkin­
ton 11nd our Framingham plant houses the company's Loudspeaker Division. 
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our current configuration of HP3000's is diagrammed below: 

NOTES : A I. Printronla P300 wilh TAC boord lcr production ol Bar Coded Lobe ls. 
Bl. Termilol Trpes• 

HP26408, HP2645A, HP2649A, HP2621P, HP26248, HP2382A 

DIRECT 825, 1025 
Cl. HP2631A used os remote prlnlera f« Purchaah>Q ond R1caivl119. 

OI. Use of our ROLM CBX for p«I conlention is imminent. 

El. Us• of HP Cluster Controller to reploce MUX is imminent. 
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Corporate Data Processing Organizational Chart 
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l f l 
~plication Computer Contract. ond 

Control Operation Support 
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ACCOUNTING STRUCTURE DIAGRAM 

HPE OPERATING SYSTEM 
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PRIVATE 
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FIELD SUPPORT lf>320BO 
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MGR TECH JOB 
PUB 
SOURCE 
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We have had HP3000's 

since 1976 

1.5 mb 

1.0 mb 

512 K 
1.0 mb 

III 33 III 
1976 1978 1980 

SCRIPT 

2.5 mb 

1.5 mb 

4444 
1982 

Thh paper will address t.he Computer and Production Environment.. The 
way we will present it ta through a "Day in the Life• Scenario. We wish 
it. were Fiction. The data is intended as food for thought. We hope 
that some of our tools, and procedures will be of value to you in your 
DIP Environment. 
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111:00 

18:15 

18:20 

18:)0 

18:50 

21:00 

22:00 

llAY 1 

COHPUTEI OPEllATIOMS 

Log-on :HELLO CS3280 0 0PEM.l&PIOD0 STIEAllS 
Snut Down On-Line Access for Batch Processing (PUDC) 

"anually STREAH SESDlllCUP (thla will subsequently streaa SESD01') 
Log start time and Job I on Production Schedule 

SESD01' 11boru - Failure ill logged 
Unusual Condition leport (UCI) is aenerated 
Production lun Sheet ii checked and recoverr ls pert'onied 
lecoverr Job (SESMRSTR) la executed and it aborts 
Call Divisional Srst .. ""nager (DSM) 
Establish recovery - with 2 subsequenL jobs 

lun ti•• - -5 minuLea 
Print time - 10 ainutea 

Decision - Hold until next mornini. 
Generate leport or leporta for each JOb that will not run 
Generate ' diatribute H11sl11& leport Foni (Hlf) to Users 
Log subsequent Jobs that will be delared on Production schedule 

Continue with Mtghtlr Production 

Dated1ap 
2 fulld1aps 
Todalf ii IELOAD day 

SllUTDOWI 
IELO&D ACCOUITS 
FILE DUHPTAPE;DEVaTAPE 
FILE SYSLIST;DEYaLP 
IESTOIE •DUHPTlPE;f.f .f ;OLDDATE;FILESa12000;SHOV 

Yer I flf SJSLIST. genente UCB for rues not restored, then rue 
listing 

Log Downtl•e 
Log Tapes 
Package tapes for offslte atorage - 1 tape aet remains in-house 

for possible file retrieval 
Lockout BARCODE.aAPROD and SERIAl.S.AAPROD (PUDC) to prevent access 

to system until the problem (Above) ls· fixed 
Log on as Ort.RATOR.SYS 
Log on UDC raises limits. enables logging, eLc •••• 
Go home 
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DAY 2 

COHPUTEk OPERATIONS 

7:00 Check previous days Product.ion Schedule for ABORTS, UCR's, etc. 
Review all UCH'a 
Set. up daya production stream fllea by lnatalllng run tlme parame­

ters via USE FILES 
Ensure SLEEPER la running 
lasue Syat.- Probl- Report (SPR) and note what Users have been 

locked out, then deliver to Appllcatlon Control Group for 
proceaalns 

8:00 Coffee Break 

8:1- Operator ia Paged 

User: 
Operator; 
User: 
Operator: 

Ia the ayat.em up? 
It waa. 10 minute.a ago. 
Then my television ia hung. 
1'11 check right away and call you back. 

8:20 At ayatem console: SYSTEH FAILURE 1650 
STATUS S1001100 DELTA P 0125q2 

Log System down time 
Write UCR 
Log ln Cold Book 
Check Production Schedule for Jobs running at time or failure and 

record on Production Schedule. 
Look up SF lbSO in Con.Ole Operators Manual 
Recovery is: HEllOIJ llllMP 

WAIJISTART until lllTl.lL detects defective track• 

Look up Recovery in BOSE Operators Manual 
Perfor11: HEHORY DUHP 

WAHHSTART - Note: No defective tracks listed 
SPOOIC OUTPUT SPOOLFILES (Use ;PURGE opt.ion) 
SHUTDOWN 
COOLSTUT 
Note: OPERATOR.SYS logon UDC· 
Send (BROADCAST) 11esaage to users 
Write UCR on warmstart 
Issue SPH on Warmstart ' Deliver to Application 

Control Group 
Issue SPR on Syste11 Failure 1650 
Log System Up time 
Catalo1 Dump Tape 
Stream llllHPJOB 
Run SPOOK (Spookin spoolfiles) 
Deliver DPAJI' list (Memory Duatp) to System Hana1er 
Check output from Jobs running at time or Sy11te11 

Failure and log on Production Schedule and 
schedule recovery and/or rerun. 

Iaaue UCR or SPR 
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011:00 

DAY 2 (Cont.'d) 

<< SWICH SCENE TO APPLICATION CONTROL GROUP >> 

Kevlew SPH, enter into system •nd distribute to DSM and file 
appropriate copies 

Keview recent Qiange Action Sheets that effect SESD01~ or any pro­
grams used in it 

<< SWITCH SCENE TO DSM >> 

8:30 Keview of last nights SPR's 

SESDOn $STl>LIST shows: 
Program SEOl'P was 11tte•ptina to read file SE01,IM and OPEN 

Service was not granted 
To•bstont: shows FSERR -7 ( DISCIO ERROR 011 FILE Ul:IEL) on 

Ll>EV 15. 

Recovery Job SESkRSlR $STDL1ST shows: 
Restore of file SE01-1N failed due to FSERR 38 (parity er­

ror on tap .. ) 
Hanu1tl Recovery effect11d 
Issue Operations Processing Request (OPR) to: 

Unlock bAkCODE.AAPHOD and S~RIALS.AAPROD (PUDC) 
Rerun SESW1q and subsequent jobs at noon 

Close SPR 

<< SWITCH SCENE TO SYSTEM MhNAGER >> 

8:30 Heview last nights SPR's. 

sf· 650 - Suspect Puw~r Disturbance! 
Review Gold Book and recent SPk's for additional 

i11form1ttion 
No obvious related Unusual Conditions not.ed 

W1trmstart - S1ste• Manager Hanual ' Console Operators Hanulil 
indic1ttes that a Suspect Tracks Warning should be 
issu .. d. 

Call PICS - SE lndlcittes probable Hardware d11fect. Memory dump 
ls no good 

Call CEO - CE indicates that since no Drive Fault condition 
exi~ted we must wait till next occurance or give 
up the machine for Di1ognostics. Memory dump is 
no good. Probably c1oused by Power Disturbance. 

Hold both SPk's open to s .. e tr symptom recurs 
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<< SwITCH SCENE tiACK TO COMPUTER OPERATOR >> 

d:jO All seems normal through the day 

07:00 

oa:oo 

011:20 

O~:OO 

09: 10 

09:q5 

DAY 3 

Everything is normal - no UCH's from last nighL 

Cofru tireak 

tiack at Console 
SYSTEH FAILURE 1650 
STATUS S1001100 DELTA P 0125qz 

Same Recovery and results as yesterday 
UCR's 6 SPH's issued for SF 650 and WARHSTART 

<< SWITCH SCENE TO SYSTEH MANAGER >> 

keaders Digest version or next few days 

CE's suggests running WOIJCOUT to cause failure. Workout runs 
continuously in DS QUEUE for days ), q and 5. 

System runs fine through day 1. 
Hust have been Power?? 

<< UACK TO CONSOLE >> 

DAY 8 

SYSTEH FAILURE 1650 
STATUS S,1001100 DELTA p 0125q2 

Slime Recovery • fiesults as before 
UP AND RUllNlNGll 

SYSTEH FAILURE 1650 
STATUS S 1001100 DELTA p 0125q2 

Same Recovery • Results as before 
UP AND RUNNlNGlll 
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011:30 

09:30 

10:00 

21:00 

23:00 

211:00 

<< BACK TO SYSTEM MANAGER >> 

Hust do a0111ethingl 
ffun DPAN- on most recent llemory 01np 
Not.ice a DJSCIO comvletion f1tilur .. logged but .. ost other tables 

are 1&11rbaged 
DPANlf •mother Memory Dump - Same observation. 

Call PICS 
Describe the observi.tions then await ci.11 back 

Hail brini&s a new Syatea Status Bulletin (SSB) 
Review of HPE reveals the critical clu•: 
If a DlSCIO error occurs while transferring to or froa VIRTUAL 

Hemor)' the syatH will Fail before the Suspect Track 1a 
recorded. 

Decoding the Diac Request Table entry indicates tile Cylinder and 
Head on LDEV 15 where the error occurs. 

A look at Virtual Heaor)' illocatlona indicates that the location 
is in Virtu1tl Memory. 

Schedule further investigation for evening. 

PICS Ci.llbMck with no new data. 

Describe Observations to l>E and confirm that it la a likel)' 
conclusion. 

<< liACK TO OPEKATOk >> 

Production is complete 
System all backed up 

« liACK TO SYSTEM HANAGER » 

Deallocate Virtual Hemory from LDEV 15. 
RUN WORKOUT 

WORKOUT still going ok 

Reading t.hrough System Manager Manual notice the next. clue. 
Althouih VH allocations ma)' be configured on a COOLSTART; the 
changes will only take effect on a RELOAD. 
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03:00 HELOAD complete 
RUN WORKOUT 
Sf lb50 
WAkHSTAHl' 
Delete Defective Tracks 
COOLSTARl 
RUN llOHKOUT 

l>AY 9 

It ts now clear that the Coolstart that was done three weeks ago 
to increase Virtual Kemory had actually set a Time llomb which was 
triggered first by that Production Job Abort but turned lethal 
when the RELOAD put the piece of Disc into Virtual Memory, 

Reallocate Virtual Memory 
Hake changes on Coolstart 
SYSDUHP and create; 

Carriage Return 0.-p 
Future Date 0.-p 

Schedule Reload for weekend 

••• And they all lived happily ever after - (Until the next time)I 

CONCLUSlOU 

Our computer l'acili ty is a critic al corporate reaource servin11 production 
on-line and batch systems as well as system development. It provides deci­
sion llUl'l'Ort tnform .. tion to all levels "nd all de1>artments. As such we 
must provide a reliable, productive and res1>0nsive environment to our con­
sumers. The.Se consum1<rs ran11e form data entry clerks throu.ih professional 
programming pe.rsonnel as well as personal computing users at administrative 
and uecutive levels. We have found that the key to our success lies in 
our ability to: 

A) Install new application systems quickly and to operate them as 
they were designed as consistently as possible. 

O) To detect S)'lllptoms of problems as soon as possible and make them 
known to all concerned. 

Cl Have the capabilities of symptom detection and recovery designed 
into both manual and automated syst.,ms. 

D) Ensure that, through docU111entation, all parties are aware of what 
ts expect1<d of whom and when. 

To these end·S we have assimilated data from many sources, tried many dif­
f.,rent techniques and finally constructed the set of Operation Policies and 
SUJJJ.>Ortlns procedures thitt hi.ve been presented here. 
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The discipline to create end execute procedures down to the loweat level, 
Lo" ell activity and report. unusual conditions has been difficult. to 
develop and maintain. The value of the effort. comes when the information 
necessary to solve a problem is available, when the det.a necessary for 
recovery ia ready t.o go, when the review of activities and problems shows a 
trend th11t port.ends future problems that can be dealt with early, and most 
of all when the confusion, Job dlssat.lsfact.lon and finaer pointing that so 
!)fl.en •goea with the territory" becomes non-exiat.ent. 

As ~ou venture into this poorly charted sea of ever changing currents and 
climate take heart; Aft.er seven yeara of se11rchlng, we found moat. of what 
we need from those Hewlett Packard manuals; We maintain a good aenae of 
huraor; and our uaera are "friendly" or else we'll write a policy to make 
them l'rieradly. 

GLOSSARY 

Application Control Group - Responsible for: Data base Administration, 
Application lnstallation and Progrem Maintenance Control 

lloae Operat.ora Hanual - llose has created its own set. of System Operations 
Procedurl!s which "Interpret." and enhance .the HP manuals. 

broadcast - we use the Contributed Software Library Progrem "BHOADCAST" 
(modified) to aend a message to each hardwired connected terminal to 
announce that the system is back up. 

Carriage Return Dump - A Sysdump (See Sysdump) with a dump date response of 
(Carriage Return). Dumps HP£ and Tables and l/O configuration but no 
Directory of files. 

CE (Customer Engineer) - Tnis is your connection to resolving Hardware 
Problems. Thow shalt Honor and Respect but accept no bull from this 
per.son. 

CEU (Cuat.omer Enalneer Organization) - This ts the TEAH that will keep 
your hi.rdware running. llEHEHllEH: Problem escalation is YUUR 
problem. 

Cnan~e Action Sh--t - ls used to document changes to Production Systems, 
and inform the request.or of actions taken. (See Exhibit H). 

Computer Operations - Responsible for Production Scheduling and machine 
operation. 

Console Operators Hanual - HP provides it. You read it. System failure 
error messages are found in thia volume. 

COOLSTART - Loads HP£ from DISC into Hemory from system disc; all permanent 
user files are saved, but operational environment present prior to 
last Shutdown ls not retained. Open SPOOFL~S (Input and Output) go 
to LOST DISC space. kote: There is no way to detect Lost. Disc Space 
(directly). 

Datedump - Stores all files that have been modified since the d11te pro-
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Divisional Systems Hana11er - AppllciitlOn :>ystems & Progranamlng Hana11er for 
FlN/ACTG, MFG/ENG l SALES. Responsible for all asvects of System 
Design, Pro11rammin11 and Maintenance. Does not have direct access to 
~Released" Production Systems. 

DPANq - Program that produces an analytical formatted listing of main memo­
ry contents based on a memory dump taken after system termination. 
Stu<ly of this 11.stlng can determine cause of hllure, mlgrlOlne 
headach·es or both. Note: ·oPANq writes to this tape so it needs ii 

write rin11. 

OS QUEUl - See System Manager/System Supervisor Reference Hanual. User 
process"s ( Pro11rams) are sclieduhd for Processor actl vi ty in on11 of 
three circular prioritized c.iueues. Typical scheduling is Online 
priority, CS; lliltch, OS which is slightly overlapvln11 CS 1md back­
ground, lS which is lower than OS, 

DUHPJl.111 - Provided by HP but modified by llOSE. 1'tiis Job stored In PUb.SYS 
will prolluct: a formatted listing of ~.emory by u1:cutlng OPAN4 (:>ee 
DPAN4), lt also prints the current I/O Configuration and System Code 
Load Hap, 

files not Restored - This can happen if the Creator, Group or Account has 
t.>een purged, bad dump t1ope, out ol' disc space, etc. 

fulldump - A Sysdump (See Sysdump) with M response to Durop Date of 
llashln11ton's Blrthdate, This dumps HPE, files, TAllLES, 1/0 and Di­
rectory (the whole show), NOTE: Date 0 will write bad file labels 
and data to tape with a warning. 

future Date Dump - A Sysdump (See Sysdump) with a response to Dump Date of 
12/31/99. This dumps HPE, l"ABLES, 1/0 ;md Directory but no files. 

Gold book - lf if ain't log11ed here it ain't sot This book comes with 
your machine at lnstdlation time, It should be kept uv-to-date and 
a copy of your system configuration should reside here. 

INITIAL - This is the program that gets the machine runnin~ at Startup, 
See System Hanilger/Supervisor Reference llonual. 

LOG Downtime - Syst .. 11 Up/Downtime .Summary where Date, Time UP/DOllk, Heason 
System 111 Down, iond Production Schedule delays are 104ged for weekly 
reportin11 purpose11. (See Exhibit J), 

Lo&-on HELLO CS3280,0PER.AAPROD,STREAHS - (CS3280) is a BOS~ standard where 
employee types in hls Initials follow.ad by his employee number, fol­
lowed by a comma. Tnis is tled in with our HP3000 Users Olstribution 
List for security, and memo alstributions. 

Log Tapes - (Operations PRocessing Data ~ase) Home grown tape Library 
Sy.stem showing Tape I, Tape Label D.?scription, Date created, Expira­
tion Date, Tape I of I, Owner and Comments. 

Memory Uump - An HP stand alone utility that takes the contents of memory 
at the time of the system failur" and dUlllps it onto tape. Thls can 
only be performed when the system is in a halted state. Ulses need 
not be running but there must be power to the system. (See DPAN4), 
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Hiasing Report form - (HHF) Informs Heport Recipients that a scheduled 
report was not generated and the reson(.s) why, whether or not it ls 
rescheduled and who to contact if there are questions. (See 
Exhibit Jl. 

Offsite Storage - A secureJ facility located jO miles away that we contract 
to store all Archiv11l t&pes and t"ulldump tape sotts on a yearly rotat­
ing baais. 

Operation Processing Request - To provide a mechanism for requestlng Data 
Processing Operations services or changes to standard operating pro• 
ceuures. (See Ex hi bit O). 

PICS - lf you have CSS Software Support you can call for free SE assistance 
on problems. 

Production Schedule - This is the Operators HlbLE, generated daily for a 
llsUng of jobs that are scheduled for a particular shift, wnether it 
will be streamed by SLEEPEH (see SLEEPEk), manually or automatically­
by another job, scheduled time for 1t to run and print, any 
prerequisite and/or subsequent jobs, the Actual times the job ran, if 
tnere ar" T11pes and special notes. He/she is required to LOG all 
jobs on tills sheet whether on Jobs are on the Schedule or not. (~e 

Exhibit Dl. 

Production Hun Sheet - This is the Operators sequel to the HlbLE. It gives 
all the information he/she needs to get the Job Stream executed and 
Recovered if nec .. ssary. (See Exhibit Fl. 

PUDC - The Contributed Software Library Proaram has been set up to allow 
for select.! ve shutdown ol' Application Systems. (See Ex hi bit A). 

Recovery Job - From Production Hun Sheet - A job that is streamed to 
recover from an abnormal termination of a Production Job. This will 
get you back to the beginning as if no processing had taken place. 
(Se" Exhibit Gl. 

Report of Reports - From Operations PRocessing Data !lase a program is 
inserted at beginning of e11ch Job Stream to produce a report l'or the 
Operators control indicating Heport Nlllllber, Report Na11e, Hail Stop, 
Report Recipient, Distribution Station, Number of Copies and Com-
11ents. (Seoo Exhibit II). 

RELOAD - HPE program that H~STORES your machine contents from a SYSDUHP 
(see Sysdwap) tape. Hote: Does not Hebuild Directory or TABLES. 

RELOAD ACCOUNTS - Allows you to get your system up even if the 11th reel of 
the fulldump is bad because no files are restored (as opposed.to RE­
LOAD). Configures 1/0, HPE and Accounting Structure. Does not re­
store any files. Note: It does erase the File Directory. 

RESTORE •oUHPTAPE;~.f.@;OLDDATE;FILES:12000;SHOW -
Used after RELOAD ACCOUNTS to get files back: 

1. OLDDATE for lat.er reference of old create dates. 
2. FILES: 12000 prevents AllORT due to RtSTORE scratch file 

111ettin!( full. Default is •ooo. 
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SE - (Software Engineer) - Thia person la your connect.ion to Soft.ware 
Problem Solvers. In general he/she will be able to handle all the 
proble11s thiot you were taught to avoid at the System Han11ger/ 
Supervisor Course. But, will need help and/or time to resolve leas 
coD1111on problems. 

SESDBKUP - Thia la the prerequisite job that la run to STORE the aeri11llza­
tlon data biose and aaaocl11ted files, providing "before IHAGE" backup. 
(See Exhibit fl). 

SESDOlq - JOB name or current product.ion job using File Naming Standards. 
(See Exhibit C). 

SE - SErialization (Soft.ware System designation code) 
S - lndic11t.ea 11 STREAH file 
D - Run frequency (daily) 
01q - User defined 1-3 alphanumeric characters 
6th character - Reserved for operations to provide unique 
names for job which must execute multiple till.ea· in. one day. 

SE01qp - Program name using File Naming Standar.da. 
SE - SErialization (Soft.ware System designation code) 
01q - Program Number (3 digits). 
P - Executable program code 

SE01q1N - File within the Job SESDQlq again using File Naming Standards. 
SE - SEriallzatlon (Software System designation code) 
01q - Taken from Program number 
IN - Input only file 

SHUTDOWN - Shuts down the Operating System in an orderly manner. 
No1.e: WARN @ all Users logged on and .. manually ahut cooimunica­

t.ion lines. 

SLEEPER - Contributed Soft.ware Library Program which automatically STkEAHS 
and reach.,dules periodical JOBS. 

SPOOK - HP Utility program that allows int.erogation and operation on 
spooled devicefiles (SPOOLFILES) created iond maintained by HP£. (See 
System Utilities keference Hanual). 

SYSDUHP - HPE program used to Backup iond Alt.er the System Configuration. 
See System Hanager/Superviaor Reference Hanual. 

SYSLIST - Store and Restore writ.ea the list. or files STORED or kESTORED 
(if ;SHOW ia specified) to thla file. Usually equated to Printer. 
'Note: RELOAD will only list on Console Device. 

System Problem Report - Indicate error conditions or problems within any 
functional area of the Information Systems Department which require 
resolution with regard to any phase in the support. of corporate-wide 
.information services. It is a logging, act.ion it.em, and feedback 
vehicle to improve information flow, and to insure proper conaunica­
tion and disposition. (See Exhibit L). 

System Hanager Hanual - Provided by HP. Head it. 
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Syat.• St.11t.ua Wllet.in - Thla la your firat. line of defenH for bot.h Soft.­
ware 11nd •Oii• apparent. Hardware probl .. a, NOTE: You auat. det.eraine 
wh11t. ~ft.ware Versions 10ur are running~ 

Toabat.one - See Exhibit. N. 

UDC - Coanand built. rroa a collect.ion of at.andard HP£ coananda, and/or 
ot.ner UDC'a (see HPE Coalllanda Reference Manual), Can areat.ly reduce 
t.he coaplexlt.y of auch cumbersome t.aaka as ALTSPOOLflLE IOnnn;PlllalO; 
D£Va6;COP1ES:) t.o (PRINT !>61, 10,b,)) ·and at. t.he nae t.lae lncreue 
your Lo4on nep t.iae w11lt.ln1 for a •:• prompt., (SH Exhibit. It), 

Unusual Condlt.1011 Report. - (UCR) A formal record or all unusual condlt.lona 
(Soaet.laea •1T WORKED• 1• considered unusual) and la used t.o document. 
a;rapt.oas of problems 11nd assure that proper maintenance 1a performed, 
(Sloe Exhibit. E), 

USE FILES - A file cont.alning EDIT/3000 coananda, EDIT/3000 reads all 
coaaanda rroa t.he USE file. Any aeaaagea from EDIT/3000 are sent t.o 
the OUTPUT file, aa are requests for text. records, Text. recoraa then 
are entered Ulrou1h the -INPUT file. See EDIT/3000 Reference Manual, 
lie u.. USE FILES to inat.1111 llun Time parHet.era auch as DATES, into 
Job St.reaaa, 

Virtual Memory Allocations - See System Hanager/Superviaor Reference 
llllnual, 

llARHSTART - Cold loada ayat• from Syst.ea dtac, 11111 recover 1ncoaplet.ely 
proceaaed spooled Jobs and spooled fUea. Usually the recovered 
SPOOFLE la destroyed in the proceaa. 

WORKOUT - Provided by HP with your new machine (Sya~• Verification Tape), 
It. exercises DISC 11nd Tape as well as Heaory and CPU. 
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EXHIBIT A 

IUCOD( lltllU tlD 
VCOo FCI l&o 191So 12:J& Pll 

tlart•d• Lebel Prtnt Pre9r••• l 
2 
l 

0 .. 45P 
HOll•C 
can o•-oro•st u 

fUl•d to Dt1pl•r WCLCO"L ••11at•1t 
llASICC-T~f • Stngl• Sertal ~u•btrtJ 

COTCO •c• IO LH OH TH[ !TSTCll 

scuc• 10"' 2 

ICDI TSOoUCL llollPOOO vCDt FCI l&t l91So 12:29 PN 

l CC•[1'U,ll PUlCH 11111' Nt~U>> 
Z :SCTJCW M[NUCll•OK 
S C CCll[1'U~C2 PUOCH raa111"'hAll 11[ .. U>> 

• 
5 

' ' I 

' ., 
11 
12 ., 
•• 
15 
It 
11 
II 

" 2~ 
21 
u 
2J 

:SCtJC" 
c 
:sn.icv 
c 
:StT JCW 
c 
: SC TJCV 
c 
:SCtJCW 
c 
:SC TJCV 
c 
:SCTJCV 
c 
:SCTJCV 
c 
:SCTJCV 
c 
:SCTJCll 
c 

,.[ .. UC IZ•OK 
CCllCNU~f.J PUOCH HO .. INT01' ll[~U)) 

llC1'UCDl•O• 
CCllC1'U::• O[CVl1'1 11•11' 11[1'U>> 

.. c-.uetiUO« 
((ft[kUtt$ l[CVIN' 'a&"IWSHlft "[~U>> 

11[1'UU5•0K 
CCll[NU~C& •ccvt"' HOP•t1'T01' 11[1'U>> 

Mt•u:c••O• 
((ll[Nu:ac •••COO[ - llNIL[ 11[1'U)) 

"[MUtl111&0K 
<<llCNU:IT 000[0 llAIN ll[kU>> 

.. u.u:l T•O• 
•<•CNUtll o•oc• '"'"'"'"." "[NU)) 

11c .. ur11•0• 
CCM[NU119 DAOCa HOP•IMTON M[NU>> 

11[1'UIU•OK 
<<•CNU¥SI sc•t•LS - scc2s•.11tTS>> 

llCllUUC•OO 
<<•C1'u:sa COOPC•CD - l1'05ZP.or1>> 
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EXHIBIT 8 

PIOOUtt 10~ IUlt SHt(t 

'''''": .. ,,.,,,.,, ... 
JOI ~AIOll l[SOl•UP 

PIUUI llofte 

IUPSUI SUDU• 

ftCO: D1llr 

auN ns: 1 

t[l,,IL(I llOltl 

DAf[ ISSUCD: II/If/IC 

D&Y[ •.cvnCD: UIU/lf 

Ul(FIUI HNC 
····-·········-······················································-· ICPOltlSl/DCSCllPflO~I 

11011[ 

··········-·············-···-···································--~----
JOI DUCUPtlONI 

Cr11t•1 a I••• et ••r 11rtalt1atten ttltl lo Ult fer trrer 
recovtrp fro• anr ''rtatta•tton J•' 1tr11•• 

"DI scu 
OLDlll'U 
DLDOH~SI 

OLDSl"SI 
st:nota 
ULDC 

"~'.," st~nou lo lllf ltl•UP I••• 1erle1. 
•····•······················•·······•···········•••·······•····•····•·• au" 111st•uct101111 

LH 0111 

llPE COIOl'&llDS: 

I••• •• lun lnctructt1n1 

SPlCl&L IUlt lllSUUCtlONS: 

LOI Oltl IH[LLD DPtl.A&PIODoSfl[ARS 

llP[ CO•l'&NOS: llDITOI 
It SUDl•UP 
/DO • leolele lllo llfto tll1t 1tr•a•1 S[SDCl•t 
I• CD 
It 
:S"ll" " 

Tllh •tit loOD tfto I•• tr .. 1tru• 1trualftt SUOll• •lloft 
tt 1ucc111futlr ••••l•I••• 

·····--·---·········--·-······························-····-·····-····· llCUllTTI ,, ....... •••urttr. • ••• ,, ........... , ........ . 

lllOI llCOY[IYI Cerroct pre•lt• lftd re•rUft StSDfKUP. 
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t.101 u101•u•.0•1•1 ·••••00.111•11 
ICO••( .. I •••••••••••••••••••••••••• .. •••••••••••• 
ICO••t•t ,. ••• llPOlt It ICPO•ll Pll•ICD 
tt .... , .................................................................. . 
l#h( IPIHIUSIOUflDl••VtCC1&. 
uo .. 1111ut 

EXHIBIT 8 
(continued) 

11 u• OP<. UPePUI •Ct•'tlfC 
111Dhu• 
ICO••l•1 ••••••••••••••••••••••••••••••••••••••••••••••••• 
ICO••Ut UIU tlOUf' t• llf U•t•&.lhtlO• •t&.11 
tCl .. ltlt hll to( ti to H UIU II & UUOU II •rlDlD 

t(t••t•• ••••••••••••••••••••••••••••••••••••••••••••••••• tC O••( ,.., 
tCO••C•t ................................... ,,,, •••••••••••······--
ICl••lllt • • 
ICl .. lllt • 1Plt1P 11 I U,.I •CUii ,.Hua. 
1Cta111(llt • It PllllDU ho( IOl&.OWl .. 5 rv11ct10111 • 
tco .. t:u • ••• uu " tors ""'h ur u u 
1u••l•t • uuuro •• uou. 
ICIU(liit • I •••u•·U•D ICUU .. "'' ult 
tCCl••(llt • ,.,,. "''"'" ''· te• .. t•• • 1 euout•v•ttl 1cuu to ••< •lit 
ICt••lllt • t••l 0 hol CtU.l • 
tCt••( .. t • U WDUl••llltl &CCIII 10 hi( Liit 
ICO••llll • taP( ••111111 10. 
tet••l•t • • •tf.Ll•O·••ttl accru u tM( 
ttl••fllf • ,.hlOUI UP( fl 1ttl (tC&.( • 
Ul•"'l•t • "'""'•' ..... , ..... 
IC l••Ct1t • CC I• I ltltrlll •ut 
IC0 .. (11111 • •·II •IU.ll 
tt•••l•t • 11•0 IPll0 .. 11. ClfllO&.l •H. 
uo .. lfllt • •• u OP1tou1. Hn .. e , .. o 
tCO••t;lif • •• 110 t•tlO•IL l[(O'llD Cl•D• 
tCO••[lt • It I• ltill'Uft O•OUUu' 
tCO••(lit • U•u•01 I[ t l••ILlllC• 
fCO.,.l'\I • II l•IO•I fllL ... 1110•1• 
tClt1•fti1 • 11111111•C ftU. Ill r .. O•I• 
tc0111•l ... • ll•U •lll•.,•I t• C•CU' Ill(• 
tCO••OI • &1"'61 ltOUP er CUI.( •Ill• 
"'""'re.' • ""'" acuuu ., nur th.I• 
"'"'·r•t • ,, ... llH(I Ol(lul•Uttlh 
fC0•<11hl • 
ICO .. (flll • PHI CUI 11 
tCO .. Ut • CC &•II flrt 11u. t•ll 1 .. 0 U 
tto••tlif • lltUU 11 a• IP[ COllllllNO 
ICO.,.•hl • Ul.,.UD tt1UlllUCI• 
t(OH( ... • If hi IUJllC •Ull' II Olt 
tct••(fllt • fMC CJID '"' OP( IUl•H• 
rco•,.Ot • -.11.1. IC uunu u•oar nsur.• 
tcl••lt11 • • 
tCO••l:fllf • IU IPtHP tu• IMUI IO• •Oil lflfl• 
tc1••tt1t • ur au• w:n•.ooc.vtlL. 
tCO••t'lt ••••••••••••••••••••••••••••••••••••••••••• 
fCO••ttit 
ttvli OP C:P.PUI .vt IL 
llt•u• 

flU HIHl(•OtJUlllDt••tO(lflHUI 

ltMIPIOl(tCPUI 

,, ... , .. , ....................................................... -............ . 
tet ... r11t • •o•uo.•v1.uu1. 111u ,,, .. ,, ••• a ••U uu •••I• • 
fC0.,11111 • t11h Ut(•Pt 11 10ttPf11• f111U Uta tUI UCLUIUCLt. • 
ICl•.,.(llt • I' II II IUCUl"UL I P(IVllT 11 llLUIC If llllU. I( • 
ttl•lll(lft • IUu(D ti ht lllllf(I CltUIL( 10• P(UIUll .. U • 
ttt1t•r1i1 • tt th.rut 11. " ht nswu 11 "°' •t• '"' •tou<n • 
tCl•.,.(ltl • WILL U ICIUuU l(P(lf(Dlf Utltll P(UUltOI IS • 

ttl••Cllt ... 11111uo ••• l•l uu 1111 II ILIUDI '""' """'' .. 
IU••(fllt • • •UIU( WIU IC IShlO ti U•( •OUI COllU\.l .. '11&• 
tcO .. •ttil • '"' •tun• c1 .. 011u ............... h•t PIOUU •tu • 
ICO••Ctit • ••utt fOI It UU..01 hh 11&•[ ... OIMtt 1tt(•" &I hit• 
ttl .. (111 • laU.ull•( •DIOPO•· .. , .. ,, sue .. lltl••U •IU It ••• , .. 
ttl••(llt .. l(POU IM( ... u .. Will oo .... h( cut ., 1111 
tcO•.,.llil • 111111&.ttt ti OIUlll UCLUllH &CUii U t111( Ill• UH• 
tCl,.l'l(llt • ff!( PllUU lilh&. l(t fN( .161 ClllflOL WOO •.,1c.• t0 • 
tcl••tlit • ••••• fM(ll t(Ulh.U(I t• tM( tat& 1111 11 IC:UllULC • 
tClll•(illt • 1 J(W' llllU u "' ...... lhOwll( ... , •• tllLL IC 
ICl••r11't • 1(1 UU&L " "'' ...... , ... •rtutlrl coor. • 
tCl••tlfl ............................................................. - .......... . 
tto••Of 
tCO••Clll ••••••••-••••••••••••••••••••••••••••••••••••••-•--•• 
ICOHlO llt•I• flU.UllW( &CUii II llOI ttU UH ., ... , .. , ........................................................................... . 
ttull IPUIPePUl.utlL 

''°' te111111ot 
ICl•llllilt ••••••••••••••••••••••••••••••••••••••••••••-·-·--•• 
l(IH(lll ....... l:ICLUllU •tUll .. nu oata lllC ,, .... ,., .................................................................... ___ _ 
Uull IPlllP•PYl.UtlL 
Hll 
ICO .. t .. t 
ICO••Cll ••••••••••••••••••••••••••••••••••••••••••••-••·--
H .. •Ut IHI llU lllf• l(U llU IUCt 1111 •O ICOUUIUL 
tCl••Clll llLU titU .. Iii I( UClU u• ,, ..... , .. , ................................................................. --......... . 
IClll•(til 
ti ttU PIHltHHlt .. &.fC 111. Olhlt 1ILDl111•& t.ILOlflllt ,I( lltlfl •' 
lltll• llrlttlUHH f•ltlUlt ll•lar 
tr .... , •• 
llUt .. HIOU••lt•U•I '''""'"' .................... ··············· tttue•• u111u1• ••I 110111 •u• te ro..1 

...... 
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P•ODUC110h tU~ SH[(1 

JOI hAM[I StSOfl• UCO: 0.llr 

suesco: suot1• t[rtr IL[: llont 

ltPOO I fSI /OUU IP1 I Oh: 

JO! 01St• JP1JOh: 

EXHIBIT C 

DAtl ISSU(O: U/U/H 

Dnt •nuco: u11s1t2 

USHILt: llon• 

1ht1 Jot COftvtrt1 the "SI tran1•t11ton1 tnto a COIOL•u1aol1 ftlet 
sc,1•01. 11 •••• ,,,, •• , scso:-11. 

Puo; 1 .. n•uc110 .. s: 

•uto•1th1llr atr•••·•CI ., SCSDllCUP. 

l(IUh IHS!lUC110~S: 

T~ts fo~ ••r "ot be re•run. Set fftttructtona for error recowtrt• 

ou• •tcovc•u 

a. If 1r1t1• f1U.1: 
LOG Oh: IHlLLO OP[l.&APl00tS1l[AMS 

:Sll[IM S[Stl:l:ST• 
·:S1'1[&M SCSD31• 

•• If Job ar.ort1: 
1. ~otttr re1pon1tble DSM to ft• tftt •roblt•• 
I• R11t'r11• Job u1tftt [rror tl:ecovtrr Jn1tructton1 ••• .... ,,,. 
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IJOB SCSD:l~•OPCR/ o&•PROD1Ml1S/ 
tCOM"CN1 --~---···•••••••••••••••••••••••••••••• 
tCO"HCNT PRINT RCP0,1 Of RCPORTS PRIN1CO 
ICO"MCNT ••••••••••••••••••••••••••••••••••••••• 
tFILC OPC0,01A:StPlR11D[V:LPICCTL 
ICON11NUC 
IRUN OP~t,PoPUBoCOMPU1[ 

SCSOilH 
IPURGC Slt 29R t2 
IPURG[ sc:230LD 
tPURGC S&VSl"ST 
tPUllGC SAVOHMST 
IPURG[ SlVll1151 
IPURG[ SP141!T 
IPURGC sc:usT 
!PURGC snHOLD 
IPURGC SC:UOU 
IPURGC SCC2eS1l 
IPURGt sc:1501c 
IPU'IG[ sc:l5S1 
IPURGC NCWOH"ST 
IPURGC N[Wl111ST 
IPURGC NCWSJMS1 

ICOMH[~T ------------·------------------------ICOHHtN1 THIS PROCCSS APPCNOS SCRCCN INPU1 
ICO"M[N1 TO 1&PC TR&NSHISSJON JhPUTo 
!COMM[NT 
ICOllllCNT Jf SCSD~14 IS RCRUN &LON[ THC FCOPY 
!CO~HCNT fROH FIL[ WILL BC CMPTYo THIS IS OKo 
ICO~H[~T ••••••••••••••••••••••••••••••••••••• 
!FIL[ sc:14JNIACC:&PPCNO 
tRUN FCOPYoPUBoSYS 
FRO~:S[0230~11TD:•SC~141N 
CXIT 
ICOKM[NT •••••••••••••••••••••••••••••••••••••• 
tCOMHCNT SAY[ OLD SCRCCN lhPUT FILC FOR HISTORY 
ICOMH[Nt AND BUILD NCW CMP1Y SCR[[N ·1NrUT FJL[o 
ICOM~[NT ••••••••••••••••••••••••••••••••••••••• 
IR[NAMC SCD230ft1,SFD230LO 
!BUILD SCt230t11R[C:•48t16tFtASCJJIDJSC:5D~Dtl6t6 
ICOMM[NT ••••••••••••••••••••••••••••••••••••••• 
ICOMM[NT COIT DATA USING scr.14p 
tCOHM[NT ••••••••••••••••••••••••••••••••••••••• 
!BUILD SCf.140TIRCC:•3P.tlTeF1ASClllOISC:2500Del't8 
tBUILD SCt29RD210CV:OISCIRCC=•8DetF1lSCJI 
tf lLC sc;1•1c1:SCG141N10LOtACC=JNOUT 
lflLC SC,140tl:SCt140TtOLOl&CC:OUT 
!FIL[ sc:1•Rtl=SlPARTIOCV=LP181CC1L· 
lflLC SC0140t2:SCC29P.D2eOLO 
!RUN S[Ol4P 
!1CLLOPI SCRl&LJZATJON RCPORTS ARC NOW STRCAM[D 
ISTRClH SCSODlBoSTR(lMS 
11[LLOPI· •••••••••• •••••••••• •••••••••• ••••• 
ITCLLOPI ••• scsor1• HAS RUN TO [OJ ••• 
!TtLLOPI •••••••••• ••••••••• •••••••••• •••••• 
IRUN OPD12PoPU8oilPR00 
SCS0,14 

EXHIBIT C 

(continued) 
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EXHIBIT D 

1 i i i I i 
! i.:.: ! ! : j 

:l I ~! I I ! ! 
': • I • : ! • : : • ! . ! ! . : 
:.!.i.i.i.i.i.i.i ••• 1.·.1 ••••• I. : i 1' : : i '1 : I : ·:·:·:·:·:·:·:·:·:· . . . ·i·1·,·!·t·1·.·!·:·:· .. : : : I I ' I : : : : I : • : I 1' I I : 

• • • . • • I ••• I • • • 1 · I • I I • t: : : I : I I : : I . I I l : I I : .. : 
·1 i;! I i I ! h!a:;! : i . l I I : i I I ···:·:·:·1· ···:···1·1·1· ·1·1·1· ·1·:· . ·i·1·1·1· "KI : : I I • I I : I : I 
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;: i i i i I I i t i i ! l I 'I I i l f i i I I i I l i 
!i:":.: .. 1.:-: .. 1 .. :-1 .. : .. : .. : .. 1-:- .. : .. • .. : .. : .. : .. 1 .. : .. : .. :-i"=-=-i-r-.; i f I I i I i i i ! .. I .: i 1 i i : i f : i f : ' i i ·················1·1·1·····1·1.r. ···I··· ·i······· ····· i i : I i i I : : i . i i : i ., i : I I i I f i 
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EXHIBIT E 

taor I 

•lf.0•1 ·-----

UMUSU•L coi;ou I 01; HP Opt 

TDu• 1t&flll _________________ o,1c_1 __ ,_t1111c ---------

STstc" _____ Joe t.•Ml____ l(J.(,11• _____ .. Jf'\G.•·•Mt ___ _ 

~u• COhflct ------- 0111_1_1_•~& 11•1 ••ObLC~ •r•o•tto ____ _ 

WM& t Nit. P[ .. t 0? -----------------------------·-------

f[l'IFO•lllY Fii -------------------------·----

----------------------------- !T llHO' ----------­

L&\G•lf O •fl•----------------------------------

tT WHO~ ---------

o[CO""Ch011 I OhSIMtt[ S -----------·------------------

-----------------
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EXHIBIT F 

PlODUCllOll IUlf IM[[f 

su1111: Str t•ltuU•" DUI .,,,.,r .. ,. ........................................................................ 
JOI lfUft: SUDPU rau: DaHr D•U ISSUlDI .,,,.,,, 

PIUU: StsDl•UP IUll su: DIU ltvlSCDI UIU/U 
SUD DU 

.sunr11 ...... 'fl"llfl .,.,., USCFIUI ... "' ........................... ·---...... -··············· ----.. ······ ..... . 
ICPOlllSllDtSCllPYIOll: 

I• ltfll•tloS~tp l•I lo Sfli•ltl0Strlalt1alloft Crror •oto 
1. ll,lt•c1.s~•• Su•••rr •· SCll$•~1.su•• 100•1 ••t•d t• "f•• 
3. SCCZt•CleStrePact•nt Lt1t ID• Sl•l~•CP•Lt1ttn1 loodl ltt•o Pfoe 
•• St,ll~tle~f•• Su•~•'• II• S[tlt•:t.tnwentorr Yr1n11ctton1 
s. St,211r1,rt9. St. Srrlol • 11. ste2~•r2.r~rorlC1c101to" ••••rt 
6. Sl,ll•tle•tturntd Cood1 Su•• Ile SCC!l•Cltlnwtntorr Su••1rr 
?. S[tll•tle•ttvrned 50001 lt1ttnn 

,~ •••• , •• tul•••llcallr ••••••••• , stso:1•. 

-..........•.....•. -··-· ... --------.. -·--.... ···--··· ···---. -·-·······-
.IOI DUUIPTIONI 

f~ta 1•' ••lfttl eut r•••rta ••••• en rtnta~t• •••••• It elae 
u•d•l•• 1ortalt111to" •••utftttal ftlta en1 •~• ••o• l•I• ••••• 

IUll INSTIUCtlOllS: 

lul•••tlc•ltr ••••••••• , StSDCI•· 

IUUlll l1tS1'UCllO"S: 

T•t• I•• ••r Rot be re·r~. I•• tR1tructloft1 for error r•cowerr• 

CHOl UCDVUY: 

•• If ''ate• f•tl1: 
LOI O~: INtllO OP[lo&IPIODoltlC&IOS 

:SU(l11 SUHSYI 
ISUtl• SUDllt 

•• It fob obort1: 
I• •ottfr re1ooft1tbl• OS" to ft• t~• •r••l••• 
1. • ••• , ••• u&tn1 rrror ••t••••• lft&tructtona ••• •••••• 
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f.111 UIHlhl,.(•I .u••ODolllUI 
1c1•1111r•• .................................................. . 
ICOtU•(lll "lht t(,.OU Of •OO•IS "llJUO 
IC t.••l llill .............. ••••••••·•••••••••••••••••••••• 
"IU O'CHOIUllPalt IOl OLPICC fl 

:!=:11 :~~u•-•u1.U•,.uU EXHIBIT F 
Sl lOUt 

:::~: ::;:::::::::~;" {continued) 
''IU u•11•ra•1t1, .. 1,0loL••·•·UCCfL 
l•ult ICllP 
ti ILC H':'ltltl•UllUI 
t•ur U~ltUl•S•UC 
,, IL( n11•·~···1•u1 tDh•l••·•·llCUL 
t•h1 .. IUU• 
t11L1: u:uu1•uuu1 
lfUI: IUHIU•SUOC 
"Ill U-:"JIUl•t1CIJf'HflOlW•L1''•••1tllCUL 
t•v11 uao 
lllLC U~JlltlllUl•Of 
l"IU UUllU•1tlPllllOlU&.Pl1t•t•ICCfL 
lllLI HIUIU1tllf'UllH••LPl1•tllCCtL 
""" u•UPl• .. o•ruucu 
"JU ICUUnll:l•Ot 
fl 11.f U JIH:&••IPHT IDl••LP• ••tllCCIL 
fflU UUllU•lttPU1100•L,..,UCCIL 
t•v .. UUIP 
1r1Lt u:nt••H11•01 
••au "~1u;1111111PUtlOfW•LP•·• .. 11tct&. 
1•1u UO:HIU•flll•UtlOO•U1 • ... 11cctL 
llU• UtU• 
'''"' u:1uU•1tlP&ll1Dh•LP&•"•illCCTL 
Hult UUO 
IPIU U~Hl ... •IUIUT 
tr JU UO:UOtlfllC•Uel••f 1&1CI llDl1C•llllelhl11H( 
tlUll UUllP 
lllU l11Put•UUH1l 
tfl\.l 011,,.uusr~usu 
Hult 1011.Put.Stl 
•U loll 
00 
IPILl SUUl•"DlDft•UeDLO 
trill Uo.Ul•l•HCllSU 
"IL( H:Hlll•U JUUU•cc .... u. 
1r1u u~u11 .... rw1t•SltUC•U••••••uc1111 
1 oncssu11,u.111nc 
trill sr~u•11•u11utuccu.,uD 
tlUlt HUl• 
IPILC 111•uhlUl•ot 
"ILl Dut•ut•H:Hlf 
t•u111 sott.•u1.SYS 
•U '•II 
00 
trill Uiltl•l•llH••UeOLI 
lllU H~n111111•HHUt 
trlU 1t•1ta1111tcs1PPClllD 

IFIU HfUOl•••CWIM•UHU•IJeU1felKllt1 
tOllC•IHIUeU1l•IUrt 
trtL( llCIHttUtc•U·•·· .uc I llDUCllHt1u.111nr 
trJU Hlll010•1C•l•ltl•CCOPPOD 
••u• Hin• 
trlU Htl71•••DLOll•Ue0LO 
trlLt uru1•1•sr:uotc 
tr11r 1tt1tot•••cw11•n11~c•u,1,r.uc1111 
' IUC•trut.1hUU9( 
llUll UUt• 
ltfU lllllPUhUll .. t 
tr ru tut•uhlC =nu 
llUll IOlt.Put,Stl 
•U Hel 
•O Itel 
IU ftll 

••• trtu IUHIU•llUCeOLD 
t• 1u: HtHlfl• suun 
trill HCltlll•llP.&ltlotnLJleleUCCIL 
lflLl UUUUUCC .. PJl(lrfO 
1r1u IUIHll•HtHot111u1.1,,oo .. ., .. '""' trlU UPlhl1PUTllt'OLP1tel 
11u11 rc1••·•v• .. 1ts 
flOlllSl IHlU I to• •H,.1 
Ull 
trJU HUllll•lrlHlttDC••lPle4ellCC7L 
If IU: llllCellD 
tllUlll HUI• 
uour ILDOtn1u,uwo ... n 
ll(ltll'f: •CttOttltltellDO"•St 
ll(llU( ILOltllShUWIOllt 
Ill•&•( •hlUSttk.Ollllllst 
fl(•U( OlDSlflsteSUllMSt 
HCH•C: M•ll•lteOLOUast 
IPulH Hfl .. LDoflltS 
ur•ur Hll•t••IUl••u 
11uno ar11•11111uu••oti1,u,r.uc11eouc-11tt1,1"1 
tth.LOPI • .. SUllLUITIOll UPGIUI Dllll(•u 
IULLO•I •• • lt:IOIU Mii 111111 lull ID U.1 • • • 
tClllll(llt ... , .. a ., IUJILIUTIOll •t•ou1 ... Hu• •••11•.•u1 
l[IOflll 
IC0.1 
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EXHIBIT G 

••oouttlON IUN SH[[t 

nur•: s .. tellutlon 

JOI t1••ll SCSUSU fR[Ql •• •toul•td DAY[ ISSUCD: 11/Jl/At 

'IOU: SCSD9•UP lUN SYS: I Dlt[ l[VISlDl ll/l~/1r 

suesco: woNc lCllfll[l NONC USCFILCl llOt<[ 

I• llOt<( 

ror error rtcowerr onlr• U••• t•Pt 11rt11 scecuP. 

[rror rtcowel'r for 1nr 1ertaltr1tton Joth 

1l11tor11: fGDI 
st•• 
DLDP•Sl 
OLDOHHS 1 
OLOSl•ST 
!trl•ct& 
SILDC 
sr:1•111 
srouc:·1 

lUfl INStluCTIOllSl 

LOG Dt<: 

lCAUh lt<StlUCf IO~Sl 

S••C •s •u~ INStlUCTIONS 

If lob 1bort11 correct problt• and re1tr11• SCS••st~ 
uatnt llun lft1tructton1. 
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............... , .. , ... , ........ , ,, ..... , ................................................... . 
IU.,•1111 Pll•1 IOO•I II •01"1 "1•11D ,, •.. , ........................................................ .. 
lllll O"Ull••lt"ltUIUL'ICC1l 
IC ... 1 ... Ul 
l•u• t•:UPel'UleCl•PMU 
lllHIU ,, .......................................................... . 
tct••l111 llllltf l(t HIULllUll• fllll fll" CUlll UPll ,, ...... , ................................................... . 

EXHIBIT G 

(continued) 
Ut .. Utt ,, .................................................................. . 
U t .. l llt II 1 l•I If Ill ,.,, fOI hl Ill 111( ,, ... , .. , .......................................................... . 
fltHlllf ,, ... ,., ············-·· ..... , ......................... .. 
"'""' .. ' . -ICO••llll ..... ,. II • ta•I •CCIII ••ouu. 
tcO .. ltif • " •U•IHI ,.., flUtlflU •u11ruo111 • 
IU••Ot • ... UU If llPU WttlCM Ul II II 
tCl••Uit • ICUllU 111 UCLU. 
tcotuilllf • I l•PUt•llU UUll to hr Ult 
ICO .. lltt • tOI Wll1tr• 10. 
tCl••llit • I 9'11PUl•W•ltl HUil 11 IMl 11111 
HIHOI • t .. I lit 1Ml UtU:. 
HIHlllf • U Wllfl•Wlltl ICUll 11 IM& LUI 
Ht••lllt • UPI wlt1tlll u. 
ltl .. 1•1 • I llLLIUl•WllU ICUU 11 tMI 
tcl••r•• • nnttul ta•r I• '"' ucu • 
ttl•lll(lll • 
tc1 .. 111t • PU• Ult •I 
10-.•0t • Cl I• I UIUll H•t 
tU .. (111 • t•ll fllLll 
tCl••l .. I • ll•U IPlftUL Clllllll •H• 
Hl••lttt • 0 U IPIJlll&L HCOllD CUD 
ICl"•C..t • •• Ill 1•t1t111L llClllD CUD. 
ICl .. Uf • It I• lllPVfe t•tUIPUt 
HIH(llf • '"""'"'• •••ILLllt• 
ICll'lllUt • II l•llrt fUL Ill CHl•I• 
111••1•• • '"" ...... , •• , .... ,. 
HO••l•I • ll•lt llLfHllC .. CtCLr Ill.I• 
ICl••tll1 • 11-&1 HOUP If IU&.I ftlle 
ICIHl•t • H•H aCCIUflt et CULf flLCe 
ICl••C.t • 11•11 flLLll 11Ut111Ut1tl1 ., ...... . 
IC .. •lllf • •H• Ull ti 
ltl••ht • CC l•lt HCC ri•11 t•ll CllD II 
ICl .. C•t • lllUID II All •PC Cl••&llD 
HD••(llt • ICltUIU.I lllflllrlltt• 
IU••lll1 • If '"' 1111111 1 1111 1 U Ill 
IC, .. ,., • '"' cuo t•r u•r t1U•H• 
ICl••lttt - llllLL H UrUUID ICflll 111ur.-
ICI••••' • • 
IU••l•t • ICI a•IU• IUll l"Ht fH •e•C I•••• 
IUl'•l•t • IU ILlt tHllPeHC.utlL• • 

ICl••llll -·····--····························-··· 

llUll IPl llP••• ~U11L 
IU•u• 
ttLC 1Clllf .. •llUllllC••la.,111Hur 
Hl .. ht ,, .... , .. ,---·-···-.·····································-······ ICl•tt(lll 1011 llCLUIUC ICCCll " I•( flDt l&U .. H 1111 •ulll 11 
ICl••lt.i1 -•••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Hl .. ltit 
ICl1'•1111 •••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
ICl••Ut • , ........ ut.UUL WILL .... ,, fll I ... , UH lll•h • 
tc•••ht .... ,. lttf••t .. •Ho•u• ......... IUI UCLUIUILt •• 
u1••0• • 1• It 11 1ucu11•uL • •uuru ti •uusr 11 •tu 11 • 
ttl .. Ot • lllUCI fl !ti( Hltlt COllilOLl , .. PtHIUHll fl • 
tCIHlllf • ti tlLUH lie If fNI llllWU II 1101 ''' fMI IUUCll • 
ICl•ttlU • •IU II l(lllUU U"C1111Lt V1111L H .. 1111111 II • 
IU• .. IU ...... , ... If , .. , ........ II ILll•D• "'"' acunn • 
tCl••llll • I ., .... , •ILL H tllUID ti , .. , •usu• ct•ULI ...... ,. 
tct••h1t • , .. , ••Un• c1110111••· 11 ............ r ••MIU •UL • 
Hl••l•I • PIUH tt• U IUD•ll 1•1• ••d 11111 .. 11:1. Ull•PI 1.t 1•1• te•••t•• • llCLUllWC ............ ,.,, 1uc ... ,, ..... WILL II .... ,. 
tCl .. •1•1 ...... , '"' HHIU •ILL , ...... , .. , cur " ... • 
IU••Ot • IUllLIH ti Hilt• llCLUllU HUii II IMl l&U IHI• 
tU••lllt • '"' ........ WILL 111 he "'°' c111uoe. wtJc •..cw• to • 
ICl•'!Cllf • ••tt• fliih ICUl•UCI If IMC HU UH II ICCCIUILI • 
ICl .. Ot • •..r•• •IU If Ht U •l•I tfMUlllU •..ew• .. Lt. H • 
ICIHlU • "' CIUIL .. '"' ..... ,.. •nu ... roor. ,, • ,, .... , .. , ........................................................ . 
llU• IPfltP••ua .• UllL .... 
Uu• HUlll.••Ul•ltl1PUl&l ""'····· ICl•"'Ot ,,, .. , ... ··-···---· .. ···········-···················--···--··· lllH01 11111 llCLVllfl HUii ., tMI llll ltU llU 1110 •Ullf It 

,, ... , .... -······-··-·-·····-·························-········ IU••I .. 
llUll .... _. •• lfl,UllL 
tlll 
t1u11 llUll&.••Vl•ltl1••H ., .. , ....... , 
,, ... , ... , -·······----- ----····· --······ IU••lllf ltltllf llll IHI IOI 11111 ICH 1111 UH• 1111 
IUHOI •U IUUUIUL flUI ., ... , .. ,, -················ ................... -···· 
11.f IHll •1011111 ttlHltlCllOtllUCtlLllflllf •ILDIM•I t1ILll l•ll•& 
tllUtlfl•HCl•llhllUHClll•Ow 
lf(LLIPt ••••••••••••& ••••••••••••••••••••• •••• 
Uht.IPI HIUIU •&I HW IU• 10 ID-' 
,,, .••: .............. ··········· ............ . 

...... 
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EXHIBIT I 

PAGt l 

~· u ____________________ _ 

O!POat O(CIPll~T 

O(PO<l NUMB(tt ______ hUMfC• Of COPUS ------------
H•OU NL: .. 8Cf _________ t:UMb[• Of tOFltS -------------
It POOT lfUM~[•-------- t..UM'I[~ or COFI CS ---------
UPO•T NUMtC•------- l;U•9C• Of COP IC S -------------------
•r•o•t Nl'llt&(• --------- t.LtM~(• Of CCFICS ----------
• t F o• T -UMt(•------------ HUtt'tC• or t OP ICS -------------
HPO•T 

t.Ufl9(;. __________ 
9-Ut18[ti. or CO•ICS -------------------

flf'.F:>,,1 11TlC ---------------------- Jrf '•C.• ---

~01 .. ,~r ____________________ uc• ~ur.ac• -----------------------

JC! H OIUO 

StST(P FIJLCO --

Oh•t:• --------------------------------

DSM _____ _ 

~------------------------
auu• SCHtOUltDT Y[S -- hO --

•OTC: THIS PIO!L[• HAS IC[h •t•OITtO TO TH[ 05H hOT!O &IDY[o 
FL[IS! CO~l•CT Ohl• YDu• Ds• rGA •CSCH[DULING JNrG•••llON• 
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11"[ 11~[ 
D•IC DO•~ UF ___ , ____ , _____ , •raso" 

US1C" D~•" 

EXHIBIT J 

P~DDUC 110' 
$tlttDUL[ DCLU 

""I 

___ , ____ ,_-.,.._, ___ .. ________ ,_ -------___ , ___ , _____ , , _________ _ ___ , ____ , ____ , _________ , ------___ , _____ , _____ , ___________ , ________________ _ 
==:==:====~=======:::--========== ____ , ____ , _____ , ____________ 1 _____________ _ ___ , ___ , ____ , ____________ , _______________ _ 
_____ 1 ____ , _____ 1 _____________ 1 _____________ _ 
___ , ____ 1 _____ , ___________ , _____________ _ 

_____ , __ , _____ , _____________ '-----------------____ , ______ 1 _____ , ______________ , _______________ _ 

I I I I ===,==:1::==:1::===--=====I=========-.:::::: ___ , _____ , ___ 1 ___________ 1 _____________ _ 
____ , _______ , _____ 1 ___________ , __________________ _ 
____ , ______ 1 ______ , ______________ , __________________ _ 

____ , ____ , _____ 1 ___________ , ____________ _ 
____ , _____ 1 __ . __ , ____ . _______ , ______________ _ ______ , _____ , _____ , _______________ , ________________ _ 
_____ , -------'------'------------'---------------___ / ___ 1 ___ ...:_1 _________ 1 ____________ _ 
___ 1 ____ , ____ , ____________ , ____________ _ 
____ 1 ____ , _____ 1 ____________ , _______________ _ 
___ 1 ____ , ____ , ____________ , _____________ _ 

I I I I =='==='====,=--=====--===,------------____ , _____ , _____ , ___________ , ______________ _ 
_____ , ----'-----'-------------'----------------

' I I I ===·==--=·====·=======,=--=--====---=== ____ ,_;.._ __ , ____ '----- '-----------------_____ , ______ , ____ , __________ ._, ______________ _ ___ , ____ , ____ ,__ _, ____________ _ 
___ , ____ , ____ 1 _________ , ______________ _ ___ , _____ , _____ , ____ ;.._ _____ , ______________ _ 
____ , _____ , -----'------------'-----------------__ , ____ , _____ , __________ , ____________ _ ___ , ____ , ____ , __________ , ____________ _ 
---'---'----'-----------'--------------___ , ____ , ____ , ___________ , _________________ _ ___ , ____ , _____ , , ____________ _ ____ , ____ , ____ , ___________ , __ ___ , ____ , ____ , ________ , __ 
---'----'----'------ I 
---'---'----'--- I 
___ , ____ , ____ 1 , ___________ _ 

----r'----'----'--· I • ___ , ___ , ____ , '-------------

75-30 



LOG'l~ 
')Pll?N NJLISTtl?G?N 
LJl'll ~ ,o 
ST'li:AK'> 10 
OUTF£t,iC! 1 
JOff!hCC 4 
SMCllJOB 
OSUT Ill 
JCP.S!CURJTY HIGH 
JOBPPI CSoOS 
SHl)llO 
CONTihU[ 
llU" H)loUP.BlH 
SHl'.'llJCll JCll 
IF JCll >= 2 TH.::04 

OSC'l~TRJL SY~T!M2,?PCNtN;ll 

C'lNTINU( 
l'lG 08,LOG,R~Sf A~T 

£lst 
~Hlll'UT 

TELLtP••••····················· 
TC:LLiP SP01K OUTPUT. D£l£Ti: 
TElllP SPOJLFll!S. SHUTOOllN. 
t!LLG~ COOLSTART. 
1[Ll~P ••••••••••••••••••••••••• 

!:N:IF 
IF JCll > 10 TH!N 

iLLOCATE EOITCR.PU8o$YS 
'Ll~CATE S~ilToPUB.SYS 
AllCCATE K£RG£.PU8.SYS 
lll~C~TE FC~PY.Pue.SYS 
ALLJCATE OU£01ToPU8.~JP.£ll! 
lfHJT 4t26 
S14,,loJC8 
TELLQP 
Ell OP 
Hllr.P 
T~LLOP 

TC:LLCP 
Tf'Ll ')P 

HLl')P 
T<::LLOP 
HLLOP 
"!LLOP 

£l~C: 
' TrLlOP 

TCll'.:IP 
T!LllP 
TELLCP 
T£Ll•JP 
TC:LLOP 
TELLJP 

!NCJF 

•···•·•···•········•·•·· 
TH! llKlTS A~E S£'• 
O~LIN!t ARi: 'l~rN!O. 

L·~'>:ill'lG IS START:::> •. ....•....•..•...........•....•••.•.• 
TC S!NO a H!s;iG£ TG ALL Ll)GE~D-~FF 
TE~"INALS THtT TH! SYSTEK IS UP • 
LOG 'N AS OPE 9 1TOR.T!CH •NJ TYPE 
ti. • T£llUS£R• • .•.....••......••....•... 
...•...•..•....•.••...•.. 
llHITS ARE OOllNo NO USERS 
CAN L;G ON. YJU KUST RAIS( 
TH! JC~ AND S!~SICN LlKllS 
TC ALLOW ACC!SS TO TH£ 
SY':iH:K. .......•...•.............•.... 

1£Ll(IP ..••...••.•.•.••••..•.•...... 
TELL~P JJB LI~IT "UST 8! lt2 o• lo 
HLL'lP ...••..•....••.........••.••. 

75-31 

EXHIBIT K 



75-32 

EXHIBIT L 

···------
~~~~C~O,llCI ____________ _ 

SU~ USHM ------------PIO~LCM llllt ____________ _ 

DUCllPllO~ or P>CHCP./t .. o• -------------------------

'', ., ...... , '41 --------------------------------------------• • • • ·=·==•••••••:; aa:::::a:::::::s::a:a:::••····=·=·=·=··· • ••••••• 
[&1( •£CCIV[~--------- CMU"G[ J(.110"1. -------
.,. •SS"•t~ D•H l~SULL[D ---------

•lSPOa.U!IL[ l/S Ui[A 

.,,.ra~ur.l(h6. OP\•• 0•1• Ctl/1[(" ~!•VI~~ AO"'l"' = SLS·~•llULCS/CuH sr•v - " ••• •O• ICICS ~ P•OCC~u·n 
___ 11a.••r1r..u1CCIF-C•St&n111Jh = &D••• &C .. 1'41Staa11vc u·•v • •....•....• ,, .....•..............•....•.........•.....•.• , ....... . 
H•~O"[L HUG:,to ---------•tlu•L HOu•s --------

114 & L'S JS -----------------

•UOLUI I Oh --------------------------------



Datt _____ _ 

•tw-.-
••O' 1ou1c1_, __________________ _ 

.IOI 111tAll -

COllPIL( ITIUO' 
DIHll __________________________ _ 

INl UHoa ____ _ 

DDCU11['111 IDN arrtcuD: 

au CHG 

EXHIBIT M 

hi• I 

Pa• er IPIJ•-----· -- , _, - · ... __ _ 
- II SU II 
- DSCD•Y SU 

1aOL1
• -------

- l olDll nu OS II 
_ D.CDPY SYS I 
-- l SYS I tP&ISWD•DSI uou•-------
ato CHG CHANGED 

PIDGUll IDUICC 

PIH lflC IHltl 

FILI IPCC IHU 1 

Uht'l'CltlN 

DPt•n1011;s ooc. _ 

.. OD• IUN SHEU 

olDI SllUll 

DAU USC 

DlL 101£11 COPILll 11t11tU 

llPDtUIDUI FILE CllOGr 

CDllP IU STIU• 

DCS~llPllGN OF Cll&NGtlSll 

DICllSCHlDl10C 1_1_1_ 1_1_1_ 

"""'° u: PlDoltCt Ll&Dl•-------------------
.. ,, _________ _ 

OPlllflONS IUPtl,llDI _______________ _ .. ,, _______ _ 
-- Cll&N&E &CUDN ACClPUD AND l11PLC"'ll1[0 

-- CllUSE ACllDN at.KCfCDI ICE A11ACMlD FOi DEUILI 

lllPLUltllUD If --------·-----------

uu _____ _ 

75-33 



EXHIBIT N 

FILE INFORMATION DISPLAY 

In addition to Command Interpreter and run·time (abortl erTor messages, ce..Wn file input/output 
erTon rHuh in Lhe output of a file information display. For filH not yeL opened, or for which 
&he FOPEN intrin5ic failed, thi5 di,plt)' appean u in Lhe uample below . 

... r-1-L-E---1-N-F-O-R-H-A-T-1-o-N---D-1-s-P-L-A-T• 
<i>--1 FILE NUHBER 5 JS UNDEFINED· I 
©-I .ERROR NUHBER1 2 RESJDUE1 e <VORDS> I 
©-' llLOCK NUHBERt e NUHRECt e I 

..... -----------------------------------------------· 
In Lhi1 display, the lines indicated 5how the followin& information. 

Line 

1 

2 

3 

Content 

A warninc that &here is no correspondinc file open. 

The appropriate error number, relatinc to table E-4. The re1id1.1e, which 
i1 the number of worm not tranderTed in an input/output requeu; 
1ince no 1uch reque1t applie' in this cue, thi' is zero. 

NOTE 

Thi.I will always be the lut FOPEN error for the calline procram. 

The block number, and numrec fieldl wW always be &ero in this short 
form. 

For files Lhat were open when a CCG (end-of.file error) or CCL (irrecoverable file error) condition 
code wu returned, the file information display appears u 1hown in this example: 

+•F•J•L•E•••J•N•F•O•ll•M•A•T•J•O•N•••D•l•S•P•L•A•Y+ 
0-1 FILE NAME JS IN.VOLLMEfl.CLJFTON I 

(!)----• FOPTIONS& NF.W,A,•FOflHAL•,r,N,rEO,T I 
{!)-& AOPTIONS& JNPUT1SflEC1NOLOCK1DEF1BUFFEfl I 

©-'---"'I DEVICE TYPE& 0 DEVICE SUBTYPE& 9 I 
{!)-I LDEV1 2 DllTI 4 UIHT& I I 

G:>--::----1 flECOflD SJ%£& 256 BLOCK SJZEI 256 (BYTES> I 
{!)-I EXTENT SUE& 128 MU EXTENTS& 8 I 

©-• l'ECPTlla 0 l'ECLJMJT& inn I 
{!)-I LOCCOUNTI 0 PHYSCOUNT1 0 I 

(!!}---1 IOF AT& 0 LABEL ADDlll \00201J276JO I 
@-I fJLE CODEa 0 JD JS JOE ULABELSI 0 I 

@-I PHYSICAL STlTUSI 1000000000000001 I 
@-I EflflOfl NUMBElll 0 llEUOUEI 0 I 

®-• ILOCK NUMBl:fla 0 • NUMllECa I I 

···········-·························-···--------· 
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The line' indicated .tiow lhe followin& information: 
EXHIBIT N 

(continued) 
Line 

2 

3 

Content 

The file n11mt: in lhis c-, lhe name is IN. VOLLMER.CLIFIOS 

The foption1 in effecl, includinc: 

Domain: • New file (u in lhi' cue). 
• System file domain. 
• Job temporary file domain. 

NEW 
SYS 
JOB 
ALL • System and job temporary file domain. 

Type: A • ASCII File (u in this cue). 
B • Binary File. 

Default File •FORMAL• • Actual file desi~nator is oame as 
Desi&nator: formal file de•ignator. 

Record 
Format: 

Carriage 
Control: 

File Equation 
Option: 
Labeled 
Tape Option: 

SSTDIN 
SSTDLIST 
SSTDl1'X 
SNEWPASS 
SOLDPASS 
SNULL 

Find leneth. (u in this cue I 
V • Variable len&th. 
U • Undefined len&th (u in this case). 
? • Unknown format. 

N • None (u in this cue). 
C • Caniage control character expected. 

FEQ • :FILE allowed (u in this case). 
DEQ • :FILE not allowed. 
T • Nol a labeled tape (u in this cue) 
L • Labeled tape 

The aoplion1 in effect, includin&: 

Acee" Type: INPUT • Read acceu (u in this c15e). 
OUTPUT • Write acceu. 
OUTKEEP • Write·only acce .. , withoul deleting. 

Multi-record 
Option: 

APPEND • Append acce... 
IN/OUT • Input and oulput acce ... 
UPDATE • Updale acce... 

SREC • Sincle record acce.. (u in this cue). 
MREC • Multi-record access. 

E-21 
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Line 

3 
(Cont.) 

4,6 

6 

7 

8 

9 

10 

11 

12 

13 

E-22 

Dynamic 
Lock inc 
Option: 

Exclusive 
Acceu 
Option: 

Burterin1: 

NO LOCK 
LOCK 

Con Len ls 

EXHIBIT N 

(continued} 

• No locking permiU.ed (u in this case). 
• Lockinc permiU.ed. 

DEF • Default specificaLion (a; in Lilia case). 
EXC "' Exclusive access allowed. 
SEA • Semi-exclusive acceu allowed. 
SHR. • Sharable file. 
BUFFER • AutomaLic burterinc (u in this cue). 
NOBUFF • Inhibit buflerin1 

The Deuice Type, Deuice Subtype, LDEV (Lo1icol Deuice Number), 
DRT (Deuice Reference Tobie Entry Number) and Unit of Lhe device 
Oii which the file resides. (These are 0, 9, 2, 4, and l respectively, in 
this cue.) Jt the f&le is a spooltile, the LDEV will be a "virtual" raLher 
than a physical device number. See ldnum undet FGETINFO. 

The record lize and b/oclr •lze of Lhe ortendinc record, in byte• or 
words as nol.ed. (In this cue, these are boLh specified u 266 byl.ea.) 

The eJCtent size (of the cunent extenL) and Lhe mu utenu (maximum 
number of extenL$) allowed this file. 

The recptr (current record poinl.er) and rec/imil (limit on number of 
records in the file). 

The lo1counl (present count of logical records) and phyicount (present 
count of physical records) in the file. 

The EOF ol (location of the cunent end-of.file) and the lobe/ oddr 
(location of the header label of the file). 

The file code, id (name of creatinc user), and ulobe/s (number of 
user-creal.ed labeb) for the file. 

The phyiicol 1lotu1 of the file. 

The error number and re1idue, u described under the abbrevial.ed file 
information display format, above. 

The b/oclr number and numrec, u described under the abbrevial.ed file 
information display format, above. 

JUL1981 
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THE LION AND THE MOUSE: HOW THE HP3000 
AND PERSONAL COMPUTERS WORK TOGETHER 

Robert v. Scavullo 
NOESIS COMPUTING COMPANY 

All of you who have read bed time stories to your 
children know how the mouse was able to help the noble 
lion out of a deadly trap by gnawing through the net 
that held the lion, thereby turning the lion's scorn 
for the mouse into eternal gratitude. Bringing things 
closer to home -- for the lion read the data processing 
manager and for the mouse the personal computer. 

This is the story of our experience at Noesis Computing 
Company with using personal computers in conjunction 
with the HP3000. We now have a great deal of respect 
for the personal computers. They have changed how we 
work and how our customers work. I have some strong 
feelings on where this symbiotic relationship is going 

but more on this at the end of my talk. 

By way of introduction, Noesis Computing Company is an 
HP300 0 OEM, so ft ware ho use and timesharing service 
bureau. I want to talk about both ou~ own in-house 
experience and our customer's experience with personal 
computers. First of all, personal computers are 
ubiquitous. In the past 18 months, all of our HP3000 
customers and all of our timesharing customers have 
purchased personal computers to do double duty as crt 
terminals and stand-alone personal computers. There 
are some application areas where the personal computers 
have completely taken over work that was done by the 
HP3000. 

FINANCIAL MODELING 

Our HP3000 timesharing service offers both DOLLARFLOW 
and FCS-EPS for financial modeling. Over the past 18 
months all of our modeling business has migrated to 
personal computers. The reasons given are: 

- Cost - it's less expensive· to buy a personal 
computer than to use timesharing. 
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- Feel - users like the visual spread sheet style of 
VISICALC and MULTIPLAN. 

Capability products like MULTIPLAN have 
functional capabilities that are identical to the 
HP3000 software packages. When used with the 16 
bit large memory personal computers like the IBM 
PC and the HP200, the size of model you can work 
with can exceed the HP3000 model size. 

BUSINESS GRAPHICS 

Three years ago when I bought my HP four pen continuous 
feed plotter, I thought that I had arrived in the world 
of computer graphics four different colors even! 
Well, I also saw that week in HP's office one of the 
scientific desk top graphics computers. I asked the 
S.E. how many colors it supported - 3,000 I believe he 
answered. This was my first indication that graphics 
on personal computers would be a hot item! 

We offer two graphics software packages on our HP3000: 

- SMOCK the users contributed library product that 
works very well for our timesharing users who do 
not have HP terminals, and 

- DSG/3000 

Our once thriving base of timesharing graphics business 
has deserted us for the personal computer. The HP125 
with Graph/125 and the low cost two pen plotter is an 
unbeatable combination for both cost and capability. 
We still do have one customer who has his own 2623A 
Graphics crt and a two pen plotter. He likes the text 
positioning capabilities of DSG/3000. 

It is worth noting that, in all the above modeling and 
graphics cases, the ability to easily move data from 
IMAGE to DOLLARFLOW and DSG/3000 was of no importance 
to our customers. None of their applications had any 
relationship with a large database. 

BUT let's talk about the successful cooperative 
ventures. 

REMOTE OFFICE DATA ENTRY 

Our star witness is one of our timesharing customers, a 
steamship company that uses our service to track the 
movement of their containers throughout the U.S. The 
eight regional offices report in daily on all movements 
of equipment in and out of their yard. Each office has 
at least · one personal computer which is used for 
several tasks. 
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Our software on the personal computer does a very 
complete job of intelligent off-line data entry of 
equipment movements. Users work with a set of 
formatted crt screens with full character mode editing 
and extensive validation. In fact, we validate 28 out 
of 30 items at data entry time on the personal computer 
(we must wait until the data gets to the HP3000 to 
check if the equipment is already in the U.S. data 
base and whether the current transaction is consistent 
with the prior transaction i.e. if the prior 
transaction, recorded five days ago, was a shipment 
from Long Beach to Chicago, the current transaction had 
better be a receipt in Chicago of the equipment). The 
local cpu lets us do some fancy footwork in changing 
screens and moving the cursor over certain fields based 
on user input values - something we would have trouble 
with using the HP3000 over the telephone lines. 

Once or twice a day the personal computer goes on-line 
to our HP3000 via a leased line telephone network and 
burst transmits these transactions into a receiving 
program on the HP3000. I might add this is our only 
use of program to program communication - all of our 
other personal computer/HP3000 data transfers are 
merely a file transfer from one machine to the other. 
In the larger offices several personal computers are 
used fo.r data entry while only one is 1 inked to the 
HP3000. Users on the off-line work stations give their 
diskettes to the on-line work station for 
transmission. 

The personal computers all serve as on-line terminals 
for status and activity reports which are printed daily 
and on-line inquiry throughout the day on the 
whereabouts of a particular piece of equipment. 

We started this project in 1978 using Texas Instruments 
desk top computers with tape cassette storage and 
purchased conventional CPM diskette computers in 1980. 
From the beginning it has been a great success. The 
users get very high speed data entry with editing and 
validation usually reserved only for on~line 
applications all without using any of the resources 
of our HP3000. The savings in telecommunications are 
also significant since we need only one 1200 baud line 
to each office instead of a more sophisticated 
multiplexed highspeed network. 

Our network has kept up with the growth of our 
customer. He has added three offices in the past six 
months and his key offices have gone from using one to 
two or three work stations. All their personal 
computers serve only as work stations to the Equipment 
Control Systems. Only in the San Francisco office have 
they explored the idea of the personal computer as a 
word processor with WORDSTAR. 
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PROGRAMMER SUPPORT 

In our office, two of our programmers have personal 
computers instead of regular crts. Our idea was to use 
the personal computer's full screen editor, (the best 
we saw was the UCSD editor) to create source. code and 
then pass the code to the HP3000 for compilation and 
maintenance. After a several month test we dropped the 
idea as too cumbersome and went back to using the 
personal computers in dumb terminal mode with QEDIT. 

I think the main reason our two programmers didn't want 
to bother with the UCSD personal computer editor is the 
beefed up capability all of our work stations have 
anyway. Each of our crt' s are connected to a Type 
Ahead Engine - a sort of personal computer (it has a 
zao micro-processor and 8 kb of memory) • The fully 
buffered I/O in the Type Ahead Engine lets the 
programmers type as fast as they can (this was the 
major argument I got for the personal computers, i.e. 
no typing delays) and each programmer has his o.wn 
custom tool set of user defined f1,mction keys loaded 
with frequently typed character strings (this is old 
hat to you 2645 & 2624 users but we use $800 
Telev idea crts) • In the end the gap between a dumb crt 
with a Type Ahead Engine and a personal computer just 
wasn't that great. 

CHAPTER OFFICE SUPPORT FOR ASSOCIATIONS 

We do a lot of work with trade associations where the 
main application is membership management. our 
software maintains information on members in one 
central on-line IMAGE database and allows the 
association's users easy access to the database. In 
the past, chapter offices usually kept their own local 
list of members to do their own mailings (with the 
predictable result that the central membership database 
never had the same information as the chapters) • The 
local database was a necessity, since headquarters 
couldn't give them the fast response assistance they 
needed to meet the needs of the chapter off ice, to do 
their own mail.ings. To remedy this situation, we've 
installed personal computer work stations with 
correspondence quality printers and modems in each 
office. These work stations are used mostly as 
stand-alone word processors with WORDSTAR. When the 
chapter wants to inquire into or update a member's 
status they call the HP3000 and use the work station as 
an on-line terminal for formatted screen updates and 
short ad-hoc reports. When the time comes to do a 
mailing, working on-line they use QUIZ to select the 
subset of the membership database they want. to mail 
to. This name and address file is then passed over the 
telephone down to a file in the chapter off ice personal 
computer ·where the user working off-line can create a 
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set of lette·rs or notices using MAILMERGE and 
WORDSTAR. Local meeting planners can use a similar 
on-line capability to register attendees and prepare 
meeting schedules. Here the value of on-line updating 
and access to the attendee's biographical information 
in the central database make the on-line 
telecommunication worthwhile. Some of our chapter 
offices use their personal computers for financial 
planning work. None have yet developed any stand­
alone local database applications. 

WORD PROCESSING 

Confronted by HP' s wide range of word and text 
processing systems and software, several of our 
customers have opted for WORDSTAR and a personal 
computer instead of an HP3000 based solution. These 
customers focused on the need to merge names and 
addresses with a form letter for direct mail 
campaigns. They found the effort to integrate their 
database with a form letter was about the same using 
HPWORD as with WORDSTAR, MAILMERGE and a personal 
computer. Both require a file transfer from IMAGE into 
the word processing system rather than the preferred 
DEAR & FIRSTNAME, where FIRSTNAME is an item in the 
IMAGE database. Also the comparative cost of $5,000 
for a HPWORD crt versus $3,500 to $5,000 for a fully 
equipped personal computer has been a powerful 
inducement to use the personal computer. 

At this point I feel honor (or should I say honour as 
we are in Canada) bound to tell you that our 
secretaries still do all their correspondence and 
proposals with QEDIT/3000 and a homegrown formatter 
called RUNOFF. They looked at WORDSTAR and chose to 
stay with the old familiar system. We do however use 
WORDSTAR and MAILMERGE for our direct mail marketing 
campaigns. 

THE FUTURE 

Our biggest success with personal computers has been in 
giving computing support to remote locations - ·sort of 
distributed data processing on a reduced scale. I 
expect to see more data processing to take place 
independent of the headquarters' HP3000. One of our 
customers has approached us about building a stand­
alone database application particular to the needs of 
one of his chapter offices in this case a 
legislative bill tracking system to be used by their 
lobbyist in the state capital. 

At larger remote locations where more than one work 
station is required, I expect small multiuser systems 
to become very popular. ALTOS and Televideo already 
offer systems for 2-4 users in the $8,000 price range 
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that can d.o both the stand-alone functions and give 
each work station the ability to go on-line to the host 
HP3000; HP can't be far behind (I hope). For me as a 
software house, I expect the biggest breakthrough to 
come when a uniform operating system (front runner 
today is UNIX) can run on all sizes of ~omputers from 
the personal computer all the way up to the large 
multiuser systems like a 3000/64 or a VAX. Then the 
data processing department will have a much easier time 
migrating their software to remote smaller sites. 
There will be no need for a data processing staff to 
deal with different operating systems and software 
suppliers for the big and small systems. Program to 
Program Communications has been highly touted. I have 
yet to set it operating in a personal computer HP3000 
link for anything other than bulk data transfers. I 
expect the advent of the single operating system 
software for all size systems will make the tool easier 
to implement and therefore more popular. 

Well, that's my report as of February 1983. I'd very 
much like to hear from. others with experiences in this 
area. Perhaps, interested parties could do a panel 
discussion at next year's meeting. 
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MAKING THE MOST OF HP SOFTWARE SUPPORT SERVICES 

INTRODUCTION 

Duane Schulz 
Systems Engineer 

Hewlett-Packard Company 
Wilsonville, Oregon USA 
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The successful development and application of user­
friendly computer systems is contingent upon many factors, 
but the most important of these is the availability of help 
for the end users of these systems. In order for local data 
processing personnel to provide the kind of help users have 
grown to expect, Hewlett-Packard has developed a family of 
products - in fact, an entire operating division - to pro­
vide consistent help to the customer's data processing per­
sonnel: Software Support Services. Through the Systems En­
gineering Organization, HP provides one central service 
which can be crucial to the growth of our HP3000 sites to 
their potential - Customer Support Service, or css. 

The CSS product, and in fact the SEO in general, is one 
of the most controversial and potentially misunderstood ser­
vices which HP provides. The intent of this paper is to 
provide an informal, honest discussion of the css product, 
and how it can be used to provide you with maximum benefit 
in your use of the HP3000 and related systems. CSS is a 
contractual product, and includes clearly defined features 
and benefits, but at the heart of the product is a relation­
ship between HP and its customers. Like any relationship, 
it works well only when those involved understand and know 
each other, and are willing to work together towards 
solutions. 

I am a Hewlett-Packard Commercial (HP3000) Systems En­
gineer in Portland, Oregon. Prior to joining HP, I experi­
enced HP Support firsthand as a customer (I have many years 
of data processing management experience). My motivation in 
presenting this discussion is to help as many of us as pos­
sible to take full advantage of the CSS relationship. I 
would like to state clearly that this is not an attempt to 
justify or sell css, and represents no statement of policy 
on the part of Hewlett-Packard. Because of this, the dis­
cussion will take the form of an informal presentation of 
ideas which come from my experiences as both an HP customer 
and Systems Engineer. I hope my enthusiasm for the product 
will not be seen as a sales effort. 
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To begin, we need to understand the intent of the cus­
tomer support organizations at Hewlett-Packard, especially 
as they relate to your objectives as customers as well as 
HP's overall corporate objectives. 

THE COMPUTER SUPPORT DIVISION 

HP operates under the charter of seven clearly stated 
corporate objectives. From our standpoint in this discus­
sion, the most important of these is: 

"To provide products and services of the greatest 
possible value to our customers, thereby gaining 
and holding their respect and loyalty.• 

Another point of orientation in understanding HP' s field 
operation is the notion of providing Solutions (my capital) 
to our customers. Hopefully, you've all had the opportunity 
to see that, when asked to provide information on new HP 
products, our sales and systems engineering folks have- at­
tempted to learn more about your problem before blindly pro­
viding you with data sheets. This is because we look at 
things in a solution-oriented fashion - simply an extension 
of the objective quoted above. 

Clearly, the installation of a computer system is not 
going to provide the solution to a business problem1 the 
actions of the people who support the computer system is. 
Because of this, HP has built, over a period of years, an 
organization called Computer Support Division (CSD) in 
Cupertino, California, which has the charter of providing 
products and services which will assist our customers in 
solving their business problems by using HP computer prod­
ucts. Part of this diviSion is the ·systems Engineering Or­
ganization. This field operation provides a network of peo­
ple" who together deliver the CSS product to our customers. 

Before looking at this network, it is important to note 
the SEO' s orientation. The SEO does not develop the prod­
ucts you use. The development and maintenance of HP soft­
ware products is the responsibility of other Divisions (HP 
is really a large network of small related companies) • The 
SEO's business is rather to help make our products useful to 
our customers by providing help to you in the areas of 
sales, education, consul ting, and, most· importantly here, 
day-to-day assistance in using the software tools provided 
with the HP3000. Reflecting this orientation, our charter 
is to assist customers in making maximum productive use of 
goods and services provided by HP - including the need for 
enhancement and growth of the products. 

I 

This viewpoint has led to the development of amyriad'of 
SEO products, but the most important tool we can use in· the 
daily growth of our HP3000 installations is.the css product. 
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This overview of HP's objectives and the intent of the SEO 
is important - HP is a management-by-objectives organiza­
tion, and it is very important that our customers as well as 
members of the SEO keep these basic intentions in mind at 
all times when we work together. If we' re all approaching 
our activities as steps towards the solution of a business 
problem, it will be rather difficult for important conflicts 
to develop. Indeed, when conflict does develop, it is al­
most always because someone has lost sight of the goals we 
all share. 

Now that we've focused upon the basic purpose of the 
SEO, let's look at the physical layout of the organization 
which supports you through your local Systems Engineer. 

THE HP FIELD OPERATION: STRUCTURE 

Hewlett-Packard's field support organization is arranged 
as a multi-dimensional matrix of operations to provide di­
rect access to appropriate resources. The illustration be­
low shows the layout of the geographic entities which sup­
port you and help your Systems Engineer in delivering the 
full css product. 

AREA SUPPORT ORGANIZATION 

SYSTEM MANAGER I 
Account SE 

SEO District 

EDUCATION PICS CENTER TECH.SUPP 

SEO Area 

oreo computer soles 

Flgure 1: Area Support Layout 
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This illustration shows that one of the primary intents 
of the CSD operation is to provide assistance. at the loca­
tion of need. As you can see, the support network can be 
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viewed as a series of supportive entities ~urrounding every 
CSS customer. Let's look at each of these entities. 

The System Manager is the main contact between each cus­
tomer site and HP. This ensures that every site has iden­
tified an individual who will coordinate activities involv­
ing the HP3000 system. The System Manager's focus on the 
entire installation linked with the HP Systems Engineer's 
knowledge of the system's full potential offers the promise 
of strong growth of the system in new application areas, as 
well as success in all areas. 

The Account Systems Engineer is given the charter of 
ensuring that all css services are delivered to each of his/ 
her assigned customers' satisfaction. Another way of 
describing your SE's responsibilities is that he or she is 
responsible for your site's overall success in using the HP­
supplied software tools you've chosen to solve your informa­
tion management problems. We are held accountable for the 
satisfaction of each of our customers in the area of systems 
software~ if a customer becomes dissatisfied, the SE will be 
responsible for remedying the situation with whatever 
resources are required. Finally, your SE may, depending 
upon your location, also perform teaching, PICS, and even 
technical support (specialist) functions in rotation with 
other SEs in the Area. 

An SEO District is a group of Systems Engineers who re­
port to a common manager in their local office. The Dis­
trict SE Manager is responsible for planning, organization, 
and leadership of District SEs in local deli very of SEO 
products at or above CSD standards which ensure consistent 
quality regardless of your location. 

SEO Districts are next organized into SEO Areas. An 
Area is a group of Districts which is also responsible for 
administration of Phone-In Consulting Service (PICS), educa­
tion, and technical support (product specialist) facilities 
throughout the Area. Together with Area Sales and Customer 
Engineering Managers, the Area SE Manager reports to an Area 
Computer Manager who is responsible for all three of these 
functions within the Area. Because all functions report to 
one individual in your Area, any problem encountered by an 
HP3000 customer should find resolution within the local 
Area. This location of resources at the source of the need 
is designed to provide you with a response to any sort of 
request for assistance quickly and with people you know or 
have worked with before. 

Beyond this, SEO Areas are organized into Regions which 
finally report to the Computer Support Division, which over­
sees all international SEO and · Customer Engineering Or­
ganization (CEO) functions. 
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The next illustration shows another dimension of the 
support matrix, this time illustrating how an SE manages 
resources needed to support his or her customers on a day­
to-day basis. 

PRODUCT SUPPORT GROUPS 

~ 
OFF-LINE SUPPORT/LABS / ON-LINE SUPPORT 

/- TE CH NI CAL SUPPORT 

P I C S 

Account 
CEO SE SALES 

PROGRAMMERS END USERS 
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Figure 2: Levels of Product Support 
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Here we see that your Systems Engineer (and PICS) is 
actually your access to a network of support groups which 
lead into the software labs and product management. 
Naturally, this is one of the main benefits of CSS, and I 
can say that information and help flows smoothly both ways 
in the case of a good CSS relationship. We' 11 talk about 
how you might use these groups later on; first, let's look 
at the function of each gr9up. 

Again, your primary contact with HP is through PICS in 
most cases, and your Account SE in others. In the area of 
technical support, they are responsible for providing any 
information or assistance you may need to use software pro­
vided by HP, whether the need is problem resolution or in­
formation gathering. 
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PICS SEs are resourc.e managers; from time to time, 
resolution of customer questions may require more technical 
product knowledge than is available in the PICS center or 
SEO District involved._ The Area Technical Support group is 
an Area-local group of specialists upon whom PICS or your SE 
can call for help or information. In some areas, this is a 
dedicated t..aam; in others (such as my Area, Northwest Nee­
ly) , we have developed t.echnical specialists throughout the 
SEO districts. In either case, many problems can be re­
solved by going to internals-trained engineers who reside in 
the local group; again, most problems and questions can be 
resolved within an Area. 

When it is necessary to seek help outside the local 
area, or a second opinion or Division assistance is needed, 
an SE can look towards the On-Line Support group within the 
Division which produces the product. Notice that though the 
SEO is part of CSD, we go directly to the manufacturing di­
vision for day-to-day help on use of our products. This is 
an excellent example of the "matrix managementn you may hear 
about from HP employees. In ·essence, On-Line Support is 
similar to PICS for the SEO - these folks help us through 
their detailed knowledge of the products. In most cases, 
individuals in On-Line Support will be assigned a small 
group of products to support, and we'll call them directly. 

In some instances, On-Line Support will need to go 
deeper to resolve problems or provide us (and you) with the 
help or information we have asked for. In this instance, 
they have direct access to the product labs, where the code 
is actually written and supported. Also;-off-Line Support 
gro~ps provide field training, marketing support, documenta­
tion, and many other supportive activities for each product. 

Finally, Product Marketing Manaqers have overall respon­
sibility for product research, development and marketing. 
They may need ·to be involved in cases such as inquiries 
regarding Beta-test use of new or revised products, or con­
sideration of major enhancements. 

THE FIELD SUPPORT ORGANIZATION: SUMMARY 

I've included this information on the organizations 
which support you as a customer, through your Systems En­
gineer and PICS, because I have seen many instances where 
problems and questions could have been resolved more quickly 
and. effectively if the nAccount Team" (the System Manager 
and BP SE, CE, and Sales Representative) had all been aware 
of the depth of the organization and the groups who might be 
of possible help. As a customer, do· you know who your Area 
support team members are? 
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I find that, as I share the form of my local organiza­
tion with my customers, I provide better support, and my 
customers feel much less of the "we/they" syndrome which is 
so common with many vendor relationships. Again, when we 
both {HP and our customers) see that we're all working to­
wards the same goals {solving your information problems) and 
understand the underlying support network, we can be much 
more successful at applying the products you purchase from 
HP. 

A MODEL OF THE CSS CUSTOMER 

The SEO' s Customer Support Service is a product. As 
such, it does not fit every customer's needs. Before we 
proceed to the heart of this presentation, it would be 
worthwhile to look at a model of a "typical" CSS customer, 
and their use of the HP3000 system through time. 

First, the customer will have a qualified System Manager 
working on-site {indeed, this is required by the CSS con­
tract). Though this individual will not necessarily perform 
this function on a full-time basis, few HP3000 sites can be 
successful without easy access to a qualified system manager 
and data processing professional. 

Secondly, the customer will probably view the HP3000 as 
a multifunctional information management tool which can help 
with various problems over the years. Though systems are 
frequently purchased to resolve a specific problem, such as 
inventory control, customers with a closed view of the com­
puter's function within an organization will certainly not 
receive the benefits that a wider perspective can offer. 

Finally, the customer will probably be looking at the 
HP3000 as a long-term investment which can evolve with the 
organization. An example of the potential growth of ap­
plications and uses of an HP3000 system is shown below. 
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Figure· 3: Potential Application Growth 
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In a case such as the one shown above, the customer has 
"grown· the system" into many new areas; the HP3000 has been 
seen as an open-ended tool, and is being taken advantag.e of 
much more fully than perhaps was originally planned. This 
scenario indicates a strong need for support, not only in 
the area of new applications, but also in ensuring that the 
system continues to be accessible to all users as new ap­
plications are added. The clear need here is to provide 
local support whieh is commensurate with the increased 
reliance the organization is putting upon the system for 
overall information management. 

If your application growth is even one half of that 
shown above, and you find that uptime and knowledge of new 
application areas such as office automation are becoming 
more and more er i ti cal, then you will probably derive the 
most benefit from the CSS products. Naturally, any customer 
who uses an BP3000 can derive benefit from CSS. However, 
since-we at HP are taught to work to help our customers grow 
and solve overall information problems, the CSS prQduct will 
provide even more benefit to growing customers than to 
static, run-only environments. 
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USING THE CSS PRODUCT 

As I indicated above, CSS is a contractual product. The 
product is delivered through execution of the Customer Sup­
port Services Agreement (CSSA); CSS services are described 
specifically and clearly in Exhibit 2T. If you aren't 
familiar with the CSSA, spend some time going over it with 
your SE. I also find it valuable to refresh my memory by 
reading through the description of each service from time to 
time. 

The remainder of this discussion will consist of a 
description of each of the major CSS services, including 
tips for the use of each service with an eye toward maximum 
satisfaction with the product. It is important to note that 
the contract clearly states what each service consists of, 
and outlines HP and customer responsibilities. However, 
being a contract, it is also worded in such a fashion as to 
allow for flexibility in delivery of each service. As you 
read through this section, please remember that each Area 
has the opportunity to deliver the services uniquely, and 
you may wish to learn more about your Area's administration 
of the services. 

1. Account-assigned Systems Engineer 

•An HP account Systems Engineer (SE) is responsible 
for providing ongoing support for Customer's ac­
count, with regularly scheduled visits at Cus­
tomer's site.• 

Your Systems Engineer is responsible for the overall 
success of your installation in terms of utilization of 
software products you have purchased from HP. Please note 
that this does not include software purchased elsewhere or 
developed using HP software products. Each SE has a unique 
perspective on his/her relationship with you as a customer -
when your first account visit occurs with a new Systems En­
gineer, it is worthwhile to find out what this perspective 
is, and learn about how this SE interprets the services CSS 
provides. If you discover a discrepancy in expectations,; it 
is far better to clarify the point before a problem arises 
and we are in a high-pressure situation. 

In my case, I take my responsibility for my customers' 
success very broadly, and am willing to provide any sort of 
help I can, as long as it does not conflict with the CSSA, 
other SEO services, and my sense of propriety and ethics. 
For instance, if a customer needs to find other sites who 
use an older disc drive to discuss a problem, I can send a 
TWX throughout HP. In instances where a customer has not 
taken the opportunity to discuss these things with the ac­
count SE, CSS may end up being perceived as nothing more 
than an insurance policy to protect the customer from cat­
astrophic bugs. This can and should be avoided. 
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The delivery of on-site account visits has evolved from 
Area to Area and over time. This is without question one of 
the two most potentially beneficial of the CSS services, and 
also the most misunderstood. Again, it is important to un­
derstand (ask your SE) how your Area delivers this service: 
how frequently are the visits delivered, how long can they 
last, what are they for, etc. are all important questions 
which frequently go unasked, with the result that we lapse 
into a habitual routine with these visits. Once every year, 
spend some account visit time deciding what you'd like to 
accomplish in the next year's visits. Most SEs are happy to 
provide various types of assistance if they are informed 
ahead of time. 

Some of the things I've experienced are: user question­
and-answer sessions; company tours to familiarize myself 
more fully with a total operation (and so provide more rele­
vant help in the future); new HP product expo.sure (with no 
intent of sale - just to keep my customers aware of alterna­
tives); brief "consultation" on data communication, DEBUG, 
process handling, IMAGE, application design, and about 50 
other topics; and management consultation in support of the 
System Manager. Keep a running list of items you'd like to 
discuss with your SE during the next visit. The account 
visit does not need to be delegated only to emergencies and 
software installation. Our only measure is your perception 
of value in our help, though again we must avoid providing 
you with a service available through other products such as 
education and consulting. 

2. Telephone assistance 

"Customer's System Manager will be given the tele­
phone number for the designated HP Phone-in Con­
sulting Service (PICS) office. By calling this 
number, the System Manager can contact a trained HP 
Systems Engineer to ask questions or seek advice 
relating to the use of HP-supplied software." 

Like the account visit, PICS is a frequently misun­
derstood service. Many customers see it only as a problem­
and bug-reporting service, and miss many of its major bene­
fits. If we read the contract closely, we will see that 
PICS can help in areas such as application design and load 
management. Since your SE may frequently be unavailable for 
immediate contact, PICS was developed to provide you with a 
reliable contact point with the SEO. 

Again, since PICS is administered on an Area-by-Area 
basis, it is worthwhile to discuss its operation with your 
SE, and seek advice on how to best use this service. Misun­
derstanding of the features of this (or any other) service 
can lead to fr us tr a ti on when a real problem arises. For 
instance, we guarantee a return call from a PICS SE within 4 
~' and do not guarantee resolution of every question 
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received at the PICS center. Learning about how this ser­
vice works in your area will help you approach the service 
more successfully. As I've pointed out, except in cases 
where it is being used in place of other services such as 
training and consulting, it is an excellent source of 
assistance. 

As with any such service, satisfaction with PICS support 
is related to communication. I've seen cases where a cus­
tomer felt that a problem should be escalated to involvement 
of technical support specialists, but has not informed the 
PICS SE of this. The most important rule in using PICS ef­
fectively is to inform the person who initially logs your 
call of the severity of your problem. If your system is 
down, this should be noted; you will most likely receive a 
quick response from the PICS SE. On the other hand, if 
you're just looking for someone to chat with for a few mi­
nutes about learning the RPG/IMAGE interface, indicate this 
as well. Consideration and honesty are the two factors I've 
found most directly related to my customers' satisfaction 
with PICS. Last but not least, if you aren't satisfied with 
an SE's resolution of your PICS call, say so - we want you 
to be satisfied with our response. 

If you understand that the PICS SE is a resource man­
ager, you will be happy with PICS. With the number of prod­
ucts we support and possible rotation of PICS SEs, this is a 
very difficult service to provide. Be sure your account SE 
hears about your PICS experiences; if you have problems, 
your SE can resolve them or clarify your understanding of 
the service. 

3. On-site Assistance 

nin the event that telephone assistance is not suf­
ficient, the System Manager may request on-site 
assistance." 

In some cases, PICS and telephone communication will not 
be able to resolve a problem you have encountered. If the 
problem seems insoluble over the telephone (and dial-up con­
nections) and the need for on-site SE assistance has been 
verified by HP (this service is delivered by mutual agree­
ment), an SE will come to your site and attempt to isolate 
the problem. This service is another extremely valuable 
part of the CSSA, and is also the most potentially 
misunderstood. 

Every Area has the responsibility of administering some 
form of "escalation managementn,· and on-site assistance is a 
key action in these plans. Learn how the plan works in 
your Area - in many cases, this service is triggered by 
PICS, whether the request is made by the PICS SE or your 
System Manager. The benefit of planned problem management 
is that we are able to resolve potentially emotional and 
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difficult to isolate problems without allowing them to get 
out of control. 

One note of caution - this service can be abused, and is 
costly if it is. If your problem is the result of your ap­
plication code or misunderstanding of a product, you will be 
liable for time and materials consulting charges. In some 
cases, however, this may still be more desirable than living 
with a difficult problem. Finally, also be aware that this 
service is only intended to "assist Customer in finding a 
workaround for Customer's software, if possible" •••• 

Again, discuss this service with your SE ahead of time. 
The most important point is understanding the model before 
things explode. How has your Area handled recent problems 
requiring on-site assistance? How much advance notice has 
been necessary to provide on-site help? Don't forget, as a 
customer, you are a part of any escalation management team. 

4. Software problem reporting 

"If any potential problems develop with installed 
HP software or updates, and the problem is not 
listed in the Software Status Bulletin, a Service 
Request may be submitted." 

I am amazed at the number of people I meet who do not 
know about the capability to submit Service Requests to HP. 
This form allows customers to indicate problems, but just as 
importantly, it provides a vehicle for requesting product 
enhancements and further documentation. The SR form allows 
you to provide direct feedback to our labs on directions 
you'd like to see us follow with a product, and I can report 
that SRs are taken as high-priority input in the evolution 
of a product (in fact, as a customer, you have more weight 
with our product management than I do as an employee). 

The key to satisfaction with the SR process is (again!) 
in understanding how the process is designed to work. 
Generally, SR forms are submitted to account SEs, who are 
responsible for duplication and verification of the problem 
(or clarification in the case of an enhancement request), 
and then forwarded to the On-Line Support group for the 
product involved. At On-Line Support, these reports are 
sorted by the priority indicated by the submitting SE, and 
prepared for the lab. Once in the lab, the problem is exam­
ined and corrected; in the case of enhancement requests, 
these capabilities are added to each product after bugs are 
fixed, according to the number of similar requests. 

Be sure the problem is described in such a fashion as to 
allow easy duplication: isolate the problem. It will be 
much . easier to work with a 100-line COBOL program which 
clearly illustrates .the problem than a 2500-,line program 
involving 2 VPLUS forms files and 18 IMAGE data sets. If 



you put yourself in the position of an SE or lab programmer 
who is faced with a well-prepared, easy to duplicate SR and 
a nebulous SR with only written information, you will under­
stand the importance of clarity and ability to duplicate. A 
simple-to-follow SR will elicit a quicker response in most 
cases. 

The most notable feature of this service is its predict­
able nature. We are in the process of installing an on-line 
Service Request tracking system in the field which will al­
low direct inquiry on the current status of any SR. If you 
submit an SR, you will receive a letter from On-Line Support 
upon their receipt; this informs you of the status of the 
request. If you do not receive an acknow!edgement within a 
reasonable period of time, call your SE - the SR may have 
been delayed for some reason. If you are not satisfied with 
the classification of or response to an SR, again call your 
SE; he or she should be willing to help you have the problem 
reclassified or reconsidered. 

Once more, the handling of SR forms is a subject to dis­
cuss with your SE, since it is improved on a fairly regular 
basis. I find it heartening to know how much our product 
and lab managers rely upon customer input ·in the product 
enhancement process. 

5. Software/firmware updates 

•As permanent solutions are developed for known HP 
software problems, they will be incorporated into 
planned software updates. HP will provide the Sys­
tem Manager with these updates as they become 
available.• 

The distribution of software updates is often a confus­
ing issue. Generally, here are the steps for distribution 
of software to CSS. customers: first, the MPE lab develops 
and tests the new release on local systems. Next, CSD per­
forms quality testing on the software, finally releasing it 
to Area Field Software Coordinators (FSCs) • These indi­
viduals will, at their discretion, •beta-test• the update at 
selected sites. When the FSCs have determined that the code 
is of high quality and any critical patches have been in­
stalled (this is done on a regular basis), the product is 
then made available to customers. One important point to 
note is that patch integration is done in the field, and is 
a benefit of CSS which is often overlooked. 

Most confusion regarding .software updates lies in dif­
ferences in the perspective of an SE and his or her cus­
tomers. In some cases, an SE may be more cautious than one 
or two customers, or vice-versa, and a release of MPE may be 
held for too long or provided too early for a specific cus­
tomer. Again, this can be handled by letting your SE know 
where you'd like to fit into the life cycle of.MPE releases: 
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early, average or late. Your SE should be happy to accomo­
date this preference. 

Be sure you have an opportunity to discuss software dis­
tribution with your SE 1 the process changes frequently and 
will probably continue to do so, and there are always quite 
a.few rumors about future releases - beware - only your Area 
SEO can provide you with current information. 

USING CSS SERVICES: SUMMARY 

Needless to say, this is a very brief discussion of many 
subjects which deserve papers of their own1 my main intent 
is to provide some exposure to the nature of each service, 
its limitations (were you surprised at some of the con­
tract 1 s statements?), and suggestions for use of each ser­
vice to maximum satisfaction. At best, we can use this re­
view to develop a list of questions for our next account 
visits, and perhaps move forward in successful use of each 
service. The most frustrating experience an HP SE can have 
is to hear, "I never see my SE." If this is the case, it's 
simply time to have a talk with him or her. In many instan­
ces, a System Manager has taken over an installation which 
was using CSS in a fashion which the old System Manager pre­
ferred. I've experienced this myself, as both a customer 
and SE. 

CONCLUSION 

Hopefully, this broad-brush review of the CSS product 
has given you an opportunity to consider how you've made use 
of these services in the past, and perhaps provided. you with 
some items to review with your local SEO. We all have the 
tendency to fall into routines in a relationship1 I hope 
this discussion will help to shake us out of the routines we 
may have fallen into with CSS - this was my primary . goal. 
To me, the beauty of the basic objectives of Hewlett­
Packard' s support operation, which are clearly reflected in 
your CSSA, is a concern for your overall success in applying 
our tools and an emphasis on flexibility in providing our 
support services. 

Finally, we all need to remember that the "A" in CSSA 
stands for "agreement". When approached as a two-way 
street, CSS tends to work very well. Remember, CSS is as 
close as your telephone 1 don't forget to use it when you 
need to. In the end, if we remember we're all working to­
wards the same goals and focus on flexibility and open com­
munication, CSS can be the key to achieving. these goals for 
all of us. 
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INTRODUCTION 

The subject of terminal interfacing to the HP-3000 
contains no facts. None. Everything I say and you observe 
is an illusion supported by a lack of information and the 
general perversity of the universe. Maybe terminal 
interfacing is the fourth dimension, moving through it is 
certainly stranger than anything you have ever experienced 
before. 

I have included a list of references at the end of this 
paper from which I have obtained some of the information 
included here. If you desire to make all of your terminal 
attachments successful, obtain all of the references and 
read them. The most important piece of information I can 
give you is to start planning early when attaching terminals 
to the HP-3000 and don't believe anything you read, 
including this paper. If you haven't seen it work yourself, 
plan on having to solve a few problems. This paper, derived 
from nine years of HP-3000 experience, is a guide to solving 
those problems, but it won't solve them for you. 

The experiments in this paper were conducted on a Series 
III running the Ciper IT and a Series 44 running the Quality 
IT. You should expect your results will differ on different 
machines and IT releases. 

Asynchronous terminals are attached to the HP-3000 
Series I, II, and III through the Asynchronous Terminal 
Controller (ATC); to the Series 30, 33, 40, and 44 through 
the Asynchronous Data Communications Controller (ADCC); and 
to the Series 44 (optional) and 64 through the Advanced 
Terminal Processor (ATP). This paper addresses issues 
involved in making a successful connection to one of these 
three devices. 
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RS-232 and RS-422 are standards which describe an 
interface specification. They describe the electrical 
characteristics and control signaling conventions used by 
devices conforming to the standard. They do not guarantee 
that two RS-232 devices can communicate with each other. It 
is the user's responsibility to ensure compatibility of 
devices at the data level. The principal focus of this 
paper is the description on the factors that the user must 
control. 

Terminals attached to the HP-3000 are accessed in two 
ways: as a session device 6r as a programmatically 
controlled device. A session device is one on which a user 
logs on with the HELLO or () commands and accesses the 
HP-3000 through MPE commands. A programmatic device is one 
which is controlled by an application program that is run 
independently from the device. These two access methods are 
not mutually exclusive, a session device can be accessed 
programmatically and many MPE commands can be executed on 
behalf of a user who is accessing the system 
programmatically. 

SESSION DEVICES 

Attaching a terminal as a session device is typically 
the easier of the two methods. You must set the terminal 
speed, parity, subtype, and termtype correctly and provide 
the proper cable to complete the hookup. 

Terminal Speed 

The speeds supported by the ATC are 110, 150, 300, 600, 
1200, and 2400 baud. The speeds supported by the ADCC are 
those of the ATC plus 4800, 7200, and 960b baud. The ATP 
additionally supports 19200 baud, but deletes 150 baud. 
Ports are either speed sensing or speed specified. Speed 
sensing ports automatically adjust the baud rate based upon 
the initial carriage return received. Speed specified ports 
require that the initial carriage return be received at the 
specified speed. Unfortunately, the ADCC can not speed 
sense above 2400 baud. Thus, you must log on at a lower 
speed and use the MPE SPEED command to access the higher 
speed. You can log on through the ADCC at higher speeds by 
utilizing speed specified ports set at the desired baud 
rate. The ATP will speed sense up to 9600 baud. 

Terminal Parity 

The format of.characters processed by the HP-3000 is a 
single start bit, seven data bits, a parity bit, and one 
stop bit (two at 110 baud). The parity bit.may always be 
zero (called space parity), always be one (called mark 
parity),· computed for 6dd parity, or computed for even 
parity. A character with"eight data bits must have no 
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parity bit to be compatible with the HP-3000. In this case, 
the eighth data bit must be set to a zero, as the HP-3000 
will try to interpret is as parity even though the terminal 
considers it data. Choosing the proper parity setting has 
been complicated by differences between the ATC, ADCC, and 
ATP. The ATC inspects the parity bit of the initial carriage 
return received from the terminal and sets parity based on 
that bit. If the bit is a zero the ATC generates odd parity 
on output, if it is a one the ATC generates even parity on 
output. In either case the parity of incoming data is 
ignored and the parity bit is always set to zero before the 
data is passed to the data buffer. The ADCC and ATP also 
set parity based on the parity bit of the initial carriage 
return but do so with a slight, but nasty twist. If the bit 
is a zero, the ADCC/ATP pass through the parity bit supplied 
by the application program on output. If the initial parity 
bit ~s a one the ADCC/ATP generate even parity on output. 
If pass through parity was selected, the parity bit of the 
incoming data is passed through to the data buffer. If even 
parity was selected, the input data is checked for proper 
even parity and the parity bit is set to zero before the 
data is passed to the buffer. Thus, you should not use odd 
or mark parity on the ADCC/ATP. The odd parity will be 
interpreted as pass through and the parity bits will wind up 
in your data buffer, wreaking havoc. Mark parity will be 
interpreted as even and all input will cause parity errors. 

Subtype 

Subtype specifies the type of connection between the 
terminal and the HP-3000. The principal choices are direct 
connect, full duplex modem connect, and half duplex modem 
connect. The subtype also specifies if a terminal is to be 
speed sensed, or speed specified. The ATC supports subtypes 
0 through 7, the ADCC supports subtypes 0 through 5; the ATP 
supports subtypes 0 and 1. Subtype 0 is used for directly 
connected terminals, no modem is used. Note that terminals 
that are attached to multiplexors can fit in this category, 
the modem involved is managed by the multiplexor, not the 
HP-3000. Subtype 1 is used for terminals connected through 
full duplex modems such as Bell 103, 212 and Vadic 34xx. 
Subtype 2 and 3 are used for terminals connected through 
half duplex modems such as the Bell 202S. Subtypes 0 
through 3 speed sense on the initial carriage return. 
Subtypes 4 through 7 correspond to 0 through 3 with the 
difference being that terminals using these subtypes will 
not be speed sensed, they will run at a specified speed that 
is set at configuration time. This subtype is often used to 
prevent the HP-3000 from trying to speed sense garbage which 
sometimes occurs when using short-haul modems (line-drivers) 
that do not have a terminal attached to the other end. The 
ATC can lock out ports when this problem occurred. 

Term type 

Termtype specifies the characteristics of the terminal 
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to be attached to the HP-3000. Most termtypes were derived 
from specific models of terminals that were attached to the 
HP in the old days, early 1970's. HP is changing this term 
to port protocol type. The ATC supports termtypes 0-6; 
9•13, 15, 16, 18, 19, and 31. The ADCC supports termtypes 
4, 6, 9, 10, 12, 13, 151 16, 18, 19, and 31. The ATP 
suppor~ts termtypes 5, 6, 9, 10, 12, 13, 15, 16, 18, and 19. 
Termtype 4 is for Datapoint 3300 terminals, it outputs a DC3 
at the end of each output line and responds to backspace 
with a control y, truly bizarre. (Termtype 4 on the ADcc· 
does not output DC3s at the end of each line.) Termtype 6 is 
the general non-HP hardcopy terminal type. It outputs a DC3 
at the end of each line but responds to a backspace with a 
linefeed. The linefeed is on the first backspace of a 
series, this allows you to type corrections under the 
incorrect characters. Termtype 9 is the general non-HP CRT 
terminal type. No DC3s are output at the end of the line 
(whew!!) and nothing strange happens on backspace, the 
cursor backs up just as you would expect. (The ATC strips 
out some escape sequences from the input stream that were 
generated by the CRT on which termtype 9 was patterned.) 
Termtype 10 is the general HP CRT terminal type. Termtype 
13 is typically for those terminals at a great distance from 
the HP-3000 for which some local intelligence echos 
characters and the 3000 should not. (Telenet and Tymnet 
charge you for those echoed characters, that's reason enough 
not to have the HP-3000 echo them.) Termtypes 15 and 16 are 
for HP-263x printers. Termtype 18 is just like termtyp9 13 
except that no DC1 is issued on a terminal read. Termtype 
19 is for spooled 23618 printers. Certain termtypes less 
than 10 specify a delay after carriage control characters 
are output to the terminal. The ATC and ATP handle this by 
delaying for a certain of character times but do not output 
any characters. The ADCC actually outputs null characters. 
The most extreme case is termtype 6 which causes 45 null& to 
be output after a cr/lf at 240 cps. 

Cable 

Directly connected terminals, subtypes O and 4, use only 
three signals in the cable: pin 2, Transmit Data, pin 3 1 

Receive Data, and pin 7, Signal Ground. (Note that all 
signal names are given from the point of view of the 
terminal, not the modem or the HP-3000 which acts like a 
modem.) Typically the cable will connect pin 2 at th~ 
terminal end to pin 2 at the HP-3000, pin 3 at the terminal 
to pin 3 at the HP-3000 and pin 7 at the terminal to pin 7 
at the HP-3000. This is not to say that your terminal does 
not require other signals, it just says that the HP-3DOO is 
not going to provide them, you must. If your terminal 
requires signala like Data Set Ready, Data Carrier Detect, 
or Clear To Send, you can usually supply these signals to 
the terminal with a simple cable patch. Jumper pin 4, 
Request To Send to pin 5, Clear To Send. Jumper pin 20, 
Data Terminal Ready to pin 6, Data Set Ready and pin 8, Data 
Carrier Detect. These two jumpers cause the terminal to 
supply its required signals to itself. 
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Modem connected terminals, subtypes 1 and 5, use seven 
signals in the cable: pin 2, Transmit Data; pin 3, Receive 
Data; pin 4, Request To Send; pin 6, Data Set Ready; pin 7, 
Signal Ground; pin 8, Data Carrier Detect; and pin 20, Data 
Terminal Ready. Naming the signals gets complicated since 
the HP-3000 is acting like a modem and it is being attached 
to a modem. Typically, the cable that connects the HP-3000 
to the modem will connect pin 2 at the modem end to pin 3 at 
the HP-3000, pin 3 at the modem to pin 2 at the HP-3000, pin 
4 at the modem to pin 8 at the HP-3000, pin 6 at the modem 
to pin 20 at the HP-3000, pin 7 at the modem to pin 7 at the 
HP-3000, pin 8 at at the modem to pin 4 at the HP-3000, and 
pin 20 at the modem to pin 6 at the HP-3000. 

You should note an important characteristic of the cable 
descriptions given above. The terminal to HP cable was 
"straight-through,", like-numbered pins were connected 
together. The modem to HP cable was a "cross-over," pairs 
of pins were connected crossed. Why the difference? The 
explanation is that the world is divided into Data Terminal 
Equipment (DTE) and Data Communication Equipment (DCE). A 
DTE is terminal or something like it which sits at the end 
of a data communication line. A DCE is a modem or something 
like it which is part of the data communication line. The 
distinction is not rigid, the HP-3000 acts like a DCE. 
Multiplexors may look like a DCE to the terminals attached 
to it, and it may look like a DTE to the modem to which it 
is atta~hed. The cabling principle is that a DTE to DCE 
connection uses a straight through cable and a DTE to DTE or 
DCE to DCE connection uses a cross over cable. 

The cable that attaches your terminal to a modem should 
be specified in your terminal owners manual, consult it for 
proper connections. 

Flow Control 

Flow control is the mechanism by which the rate of data 
flow between the HP-3000 and the terminal is controlled. 
The HP-3000 supports two output flow control methods, 
ENQ/ACK and XON/XOFF. The HP supports one input flow 
control protocol, DC1/DC2/DC1, commonly referred to as the 
"block mode" protocol. 

The ENQ/ACK protocol is controlled by the HP-3000. After 
every 80 characters output the system sends an ENQ to the 
terminal and suspends further output until and ACK is 
received back from the terminal. The suspension is of 
limited. duration for termtypes 10 to 12, output resumes if 
no ACK is received in a short amount of time. The 
suspension is indifinite for termtypes 15 and 16, the ENQ is 
repeated every few seconds until an ACK is received. 

It is the ENQ/ACK protocol that fouls up non-HP 
terminals that attempt to access the HP-3000 through a port 
that is configured for an HP terminal. Most terminals do 
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not respond to an ENQ with an ACK, you must do it manually 
by typing control-f which is an ACK. An ENQ is generated by 
the HP-3000 when the initial carriage return is received 
from the terminal, thus you get hung immediately. But, hit 
control-f, and logon and specify the proper termtype in your 
HELLO command. The ATP does not output the initial ENQ upon 
receipt of the carriage return, so your non-HP terminal will 
not receive this initial ENQ, but you must still specify the 
proper termtype. 

The XON/XOFF flow control protocol is controlled by the 
terminal. When the terminal wishes to suspend output from 
the HP-3000 it sends an XOFF (control-s or DC3) to the 
HP-3000 and sends an XON (control-q or DC1) to resume 
output. Unfortunately the HP-3000 sometimes fails to 
properly handle one of the two characters and you either 
overflow your terminal or get hung up. This is particularly 
nasty when your terminal is a receive-only printer and you 
can't supply a missing XON. You're really dead if the 
HP-3000 misses the XOFF. XON/XOFF is not handled well by 
the ADCC and ATP. Neither controller strips the parity bit 
of incoming characters when pass-thru parity is in effect. 
Thus, a terminal using. any parity other than space will have 
all of its XONs or XOFFs ignored since the character with 
the parity bit included will not match the character used by 
the controller which has its parity bit set to zero. The 
ADCC ignores all XOFFs and XONs when no output is active. 
Thus, if the last character output is the one that causes 
your terminal to generate an XOFF, the ADCC tosses the XOFF 
and proceeds to overrun your terminal. 

A special note on XON. If you inadvertently send an XON 
(DC1) to the HP-3000 when output is not suspended, you are 
now in paper tape mode and backspace, control-x, and 
linefeed will act strangely. Hit a single control-y to get 
out of this mode. 

Some terminals perform flow control by raising and 
lowering a signal on their interface, the HP-3000 can not 
handle this. You must either run the terminal at a low 
enough speed to avoid overflowing it or provide hardware to 
convert the high/low signal to ENQ/ACK or XON/XOFF, a costly 
affair. 

The form of flow control used by HP terminals when block 
mode is enabled is the DC1/DC2/DC1 protocol. When the enter 
key is pressed on the terminal, a DC2 is sent to the HP-3000 
after receipt of a DC1 to alert the 3000 of a pending block 
mode transfer. When the HP-3000 is ready to receive the 
data it sends a DC1 back to the terminal to start the data 
transfer. (Your program does not handle the DC2/DC1, but 
see below FCONTROL 28, 29.) This works fine except in 
certain circumstances. In certain modes the terminal 
actually sends DC2 carriage return when the enter key is 
pressed. This is no problem unless the DC2 and CR do not 
arrive at the HP-3000 together. The CR may be seen as the 
end of the data if it comes sufficiently far behind the DC2, 
your program completes its request for data with nothing and 
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the real data bites the dust when it finally shows up. The 
separation of the DC2 and CR can occur when using 
statistical multiplexors or when using Telenet or Tymnet. 
Be aware, this problem is infrequent, but unsettling when it 
occurs. The ATP attempts to solve this problem by deleting 
any carriage return that follows a DC2, regardless of the 
distance between them. 

Special Considerations 

Every shop should have the proper tools to perform its 
tasks. Don't neglect your terminal needs. Keep on hand a 
small flat blade screwdriver, a small Phillips head 
screwdriver, needlenose pliers, and some sort of breakout 
box. A breakout box is a small box which is placed inline 
between two devices. It allows you to monitor, via leds, 
certain RS-232 leads. This lets you visually verify the 
state of modem signals and whether data is actually flowing. 
It allows recabling by providing a jumper area so that any 
pin to pin combination desired is achievable. These boxes 
cost from $38 to $200, even HP re-markets one. Consult the 
John Beckett, John Kendall, reference given below for poor 
man's data comm tools. 

The RS-232 specification requires that terminals running 
at high speed be no further than 50 feet apart. Almost 
everyone ignores this specification and experiences no 
problems. ATP users are beginning to have the rule 
enforced, the ATP seems more sensitive to long RS-232 lines. 
Asynchronous line drivers (short haul modems) can be used to 
drive terminals at greater distances. The HP implementation 
of RS-422 specifies a maximum separation of 4000 feet at 
high speeds. This improvement, as well as the fact that the 
interface is almost immune to noise, will simplify certain 
aspects of terminal interconnection in the future. 
Unfortunately, the two specifications are incompatible and 
switching from RS-232 to RS-422 is not trivial. 

A multiplexor is a device that allows many terminals at 
a remote location to be connected to the HP-3000 over a 
single communication line. Each terminal is connected to a 
distinct port on the HP-3000, but savings are realized 
because all terminals share the phone line. Multiplexors 
attempt to maximize the shared use of the line, but in doing 
so have to use flow control protocols if the aggregate data 
rate from the terminals or computer exceeds that of the data 
communicaton line. Multiplexors can be setup to use 
XON/XOFF flow control protocol at either end. On the 
computer end this usually causes little trouble. On the 
terminal end, though, problems abound. Neither the user, 
typ~ng in character mode, or the terminal, transmitting in 
block mode, is likely to obey an XOFF. Many block mode 
terminals sharing a line may overflow it if sufficient 
capacity is not available. The ENQ/ACK protocol does not 
perform w~ll with some multiplexors. The delay between the 
transmission of the ENQ from the HP-3000 and the subsequent 
receipt of the ACK generated by the terminal can cause the 
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terminal to print in a start stop mode. Some multiplexors 
attempt to solve this problem by emulating the ENQ/ACK 
protocol at each end. The multiplexor at. the 3000 end 
responds to ENQ with an ACK and the multiplexor at the 
terminal end generates an ENQ every 80 characters and waits 
for the ACK response. This feature usually allows the 
transmission to proceed more more smoothly. 

The value actded networks, Tymnet and Telenet, also use 
XON/XOFF and the same problem with sending an XOFF to the 
terminal exists as it does with multiplexors. The networks 
can be configured not to use XON/XOFF, buy you can still 
lose data. 

A port selector is a device that allows many terminals 
to be connected to not-so-many computer ports. Terminals 
are assigned to ports on a first-come, first-served basis 
until all ports are consumed. Subsequent terminal service 
requests are refused or held until a port becomes available. 
Beyond this basic operation, port selectors can implement 
priority schemes, allocate terminals to ports on different 
computers, and perform automatic disconnects. One question 
arises though. How does the port selector know when a port 
on the HP-3000 is available? When a terminal logs off a 
direct connect port, subtype O or 4, there is no indication 
other than the logoff message that the port is free. Use of 
subtype 1 or 5 for ports controlled by port selectors causes 
a modem signal to drop on logoff which can be used by the 
port selector as an indict ion that the port is free. Some 
systems require that all terminals provide a terminal ready 
modem signal. When the terminal is powered off, the signal 
is lowered and the port to which the terminal was connected 
is considered free. 

PROGRAMMATIC DEVICES 

Attaching a terminal as a programmatic device is usually 
done when you want to attach a serial printer, instrument, 
data collection device, or other strange beast to the 
HP-3000. An application program you write will typically 
control all access to the device; a user will not walk up to 
it, hit return, and log on. I will explain the various 
intrinsics that are used to access programmatic devices. 

FOPEN 

You must call FOPEN to gain access to the device. I 
always use a formal file name to allow control of the open 
with file equations. If the device is unique in the system, 
I use its device name as the file name. The foptions 
specify CCTL, undefined length records, ASCII, and a new 
file. The aoptions specify nobuf, exclusive access and 
input/output. Choose a record size that is larger than the 
maximum data transfer that will take place. 



For devices that are to be used exclusively in 
programmatic mode it is recommended that you REFUSE the 
device so that extraneous carriage returns from the device 
will not be interpreted as logon attempts by the HP-3000. 

Opening subtype 1 or 5 ports differs among the 
controllers regarding the point at which you hang if the 
controller finds that the modem is not online. 
Programatically handling incoming calls can be tricky, 
experiment carefully. 

FCLOSE 
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You call FCLOSE to release access to the device. Though 
FCLOSE resets most FCONTROL options, it is good practice to 
explicitly reset all FCONTROL options before calling FCLOSE. 

ATC - MPE sends a cr/lf to the device if it believes that 
the "carriage" is not at the beginning of the line, i.e., 
the last character output was not a linefeed. 

ADCC - MPE sends a cr/lf to the device if it believes that 
the "carriage" is not at the beginning of the line, i.e., 
the last character output was not a linefeed or formfeed. 

FREAD 

You call FREAD to get data from the device. Many of the 
FCONTROL calls shown below affect how FREAD works. 
End-of-file is indicated by a record that contains ":EOF:". 
Any record with a colon in column one is an end-of-file to 
$STDIN. ":EOD", ":EOJ", ":JOB", ":DATA", and ":EOF:" are 
end-of-file to $STDINX. 

The default end of record terminator is carriage return. 
You should change this if the device terminates all records 
with some other character. You can specify an alternate 
terminator that will terminate a record in addition to 
carriage return. Choose the teminator so that it is the 
last character input. For a device that sends a linefeed 
after carriage return, try to use linefeed as the terminator 
instead of carriage return. See FCONTROL 41 below. 

Some devices send data followed by a fixed terminator 
followed by a LRC or CRC character. This error checking 
character can take on all values, thus it can not be used as 
a terminator. Unfortunately, it often looks like XOFF which 
will halt any further output to the device on ATC or ATP 
controllers. (A bug, I think so, in the ADCC saves you 
since it doesn't recognize XOFF except during output.) 

You may want to trap certain errors returned by FREAD to 
your program: 22, software time-out; 31, end of line 
(alternate terminator); and 28, timing error or data 
overrun. This last.error occurs frequently on ADCC~ running 
at high speeds. 



ATC - The characters NULL, BS, LF, CR, DC1, DC3, CAN 
(control-x), EM (control-y), ESC:, ESC;, and DEL are 
stripped from the input stream for both session and 
programmatic devices •. 
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ADCC, ATP - The characters BS, LF, CR, CAN (control-x), and 
EM (control-y) are stripped from the input stream for 
session devices. The characters BS, CR, and CAN (control-x) 
are stripped from the input stream for programmatic devices. 

Each time you issue an FREAD to the terminal MPE sends a 
DC1 to the terminal to indicate that it is ready to accept 
data. Most devices ignore, totally, the DC1. If your a 
device reacts negatively to the DC1, use termtype 18 which 
suppresses the DC1 on terminal reads. The device must not 
send data to the HP-3000 until it has received the DC1, 
otherwise the data will be lost. If the device does not 
wait for the DC1 you must supply external hardware that will 
provide buffering and wait for the DC1 or you can solve the 
problem on the HP-3000 by using two ports to access the 
device. One port is opened for reading and the other for 
writing. A no-wait read is issued before the write that 
causes the device to send data, then the read is completed. 
When you attach your device to the two ports, connect pin 2, 
Transmit Data of the terminal to pin 2 of the read port, 
connect pin 3, Receive Data of the terminal to pin 3 of the 
write port, and pin 7, Signal Ground of the terminal to pin 
7 of both ports. (This two port scheme was first introduced 
to me by Jack Armstrong and Martin Gorfinkel of LARC.) 

FWRITE 

You call FWRITE to send data to the device. The 
carriage control (cctl) value of 3320 is often used to 
designate that MPE send no carriage control bytes, such as 
cr/lf, to the device. Some FCONTROL calls shown below 
affect how FWRITE works. Control returns to your program 
from FWRITE as soon as the data is loaded into the terminal 
buffers, it does not wait until all data has been output to 
the device. 

ATC - Carriage control %61 is output as carriage return, 
formfeed (termtype 10). 

ADCC - Carriage control 361 is output as formfeed (termtype 
10) . 

ATC, ADCC - the initial FWRITE to an HP terminal termtype 
causes an ENQ to be sent to the terminal. 

ATP - the initial FWRITE does not send an ENQ. 

FSETMODE - 4 - Suppress carriage return/linefeed 

In normal operation a line feed is sent to the terminal 
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if the input line terminates with a carriage return, a cr/lf 
is sent to the terminal if the line terminates by count, and 
nothing is sent if the line terminates with an alternate 
terminator. These extra characters may not de desirable in 
certain applications. FSETMODE 4 suppresses these linefeeds 
and carriage returns. FSETMODE 0 returns to normal line 
termination handling, an FCLOSE also returns the device to 
the normal mode. 

FCONTROL 

FCONTROL is the workhorse intrinsic for managing a 
programmatic device on the HP-3000. Each use of FCONTROL 
which be shown separately but it will usually be the case 
that several calls will be used. Most calls are required 
only once, but the timer calls are required for each input 
operation. ~ach call will be identified by the controlcode 
parameter that is passed to FCONTROL. 

FCONTROL - 4 - Set input time-out 

This option sets a time limit on the next read from the 
terminal. It should always be used with devices that 
operate without an attached user to prevent a "hang". If 
something goes wrong with the device, your program will not 
wait forever, control will be returned eventually. The 
FREAD will fail and a call to FCHECK will return the 
errorcode 22, software time-out. No data is returned to 
your buffer in the case of a time-out, any data entered 
before the time-out is lost. If you issue a timeout for a 
block mode read the timer is stopped when the DC2 is 
received from the terminal, a new timer is then started 
which is independent of the timer set by this FCONTROL call. 
See the section below on enabling/disabling user block mode 
transfers. The ATP does not terminate your timer on receipt 
of the DC2. If this special timer terminates the read, 
FCHECK will return error 27. 

FCONTROL - 10, 11 - Set terminal input/output speed 

These FCONTROL options allow you to change the terminal 
input and output speeds. FCONTROL 37 can also be used to 
set terminal speed, it sets termtype as well and is the 
method that I prefer. 

ATC - Split speeds are allowed. 

ADCC, ATP - Split speeds are not allowed, FCONTROL 10 and 11 
set both input and output speed. 

FCONTROL - 12, 13 - Enable/disable input echo 

These FCONTROL options allow you to enable and disable 
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terminal input echoing. Many devices that attach to the 
HP-3000 do not expect or desire echoing of the characters 
they transmit. This option along with FSETMODE 4 completely 
turns off input echoing. Echoing is not restored when a 
file is closed so you should always put echo back the way it 
was found. 

FCONTROL - 14, 15 - Disable/enable system break 

The break key should be disabled if terrible things will 
happen when the user hits break and aborts out of a program. 
You, the programmer, always seem to need break for debugging 
purposes and discover th~t you have it turned off. System 
break can only be enabled for session devices, it is not 
allo~ed for programmatic devices. If break is entered on a 
session device the data already input will be retained and 
provided to the user program after a resume and the 
completion of the read. If a break is entered on a 
programmatic device a null will be echoed to the device but 
no data is lost. 

FCONTROL - 16, 17 - Disable/enable subsystem break 

Subsystem break is recognized only on session devices, 
it can be enabled on programmatic devices but has no effect. 
If a control-y .. is entered during a read, the read terminates 
and the data already input will be retained and provided to 
the user program after the control-y trap procedure returns. 
If control-y is disabled, any control-y will.be stripped 
from the input but no trap procedure is called and the read 
continues. Control-y trap procedures are armed by the 
XCONTRAP intrinsic. A subsystem break character other than 
control-y may be specified when unedited terminal mode 
( FCONTROL 41) is used. 

ATC - In programmatic mode control-y's are always stripped 
from the input. 

ADCC - In programmatic mode control-y is not stripped from 
the input if subsystem break is enabled. 

FCONTROL - 18, 1~ - Disable/enable tape mode 

ATC, ADCC - This is effectively an FSETMODE 4, an FCONTROL 
35, and suppression of backspace echoing all rolled into 
one. 

ATP - Tape mode can not be enabled. 

FCONTROL - 20, 21, 22 - Disable/enable terminal input timer, 
read timer 

These options can be used to determine the length of 
time it took to satisfy a terminal read. It is not a 



time-out, that is FCONTROL 4. The manual states that you 
must enable the timer before each read so why is there a 
disable option? If you read the timer without enabling the 
timer, you get the time of the most recent read that did 
have the timer enabled. The number returned is the length 
of the read in one-hundreths of a second. 

FCONTROL - 23, 24 - Disable/enable parity checking 

This option enables parity checking on input for the 
parity sense specified by FCONTROL 36. 
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ATC - This option affects input parity checking only, output 
parity generation is controlled by FCONTROL 36. 

ADCC, ATP - This options controls both input parity checking 
and output parity generation, FCONTROL 36 only specifies the 
type of parity. 

FCONTROL - 25 - Define alternate line terminator 

This option is used to select an alternate character 
that will terminate terminal input in addition to carriage 
return. It is useful if your device terminates input with 
something other than return. 

ATC - Backspace, linefeed, carriage return, DC1, DC3, 
control-x, control-y, NULL, and DEL are not allowed as 
terminators. The manual claims that DC2 and ESC are not 
allowed as terminators but they work. If a DC2 is the first 
input character from an HP termtype terminal the HP-3000 
drops the DC2 and sends a DC1 back to the terminal, it 
thinks a block mode transfer is starting. Any other DC2 is 
recognized as a terminator if enabled. By enabling user 
block mode transfers (FCONTROL 29), a DC2 as the first 
character will also be recognized as a terminator when 
enabled. For non-HP termtype terminals a DC2 is always 
recognized as a terminator when enabled. 

ADCC - Backspace, linefeed, carriage return, control-x, 
control-y, and NULL are not allowed as terminators. The 
manual claims that DC1, DC3, ESC, and DEL are not allowed as 
terminators, but they work. DC2 is allowed as a terminator 
but produces bizarre results unless unedited terminal mode 
(FCONTROL 41) is also enabled in which case the DC2 is 
recognized as a terminator in any position. 

ATP - everything is allowed as an alternate terminator, even 
carriage return. (Carriage return as an alternate to itself 
does not perform quite right. It acts somewhat as a normal 
terminator, somewhat as an alternate. But why do it?) 

If a line terminates with the alternate ter~inator, the 
character will be included in the input buffer and counted 
in the length. A read terminated by the al~ernate character 
always returns an error condition. You must call FCHECK to 



determine that the read terminated with the alternate 
character. 

FCONTROL - 26, 27 - Disable/enable binary transfers 
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Binary transfers can be used to transmit full 8-bit 
characters to and from the terminal. On input, a read will 
only be satisfied by receiving all characters requested, a 
carriage return or alternate terminator will not terminate 
the read. Thus, you must always know how many characters to 
read on each input from the terminal. Enabling binary 
transfers also turns off the ENQ/ACK flow control protocol 
and carriage control on output. No special characters are 
recognized on input. See the note under FCONTROL 25 about 
DC2 as the first input character on a line. No cr/lf is 
echoed to the terminal at the end of the read. If a session 
device is being accessed in binary mode, a break will remove 
the terminal from binary mode but it will not be returned to 
binary mode when a resume is executed. 

ATC, ATP - binary transfers overrides parity checking. 

ADCC - parity checking overrides binary transfers. 

FCONTROL - 28, 29 - Disable/e,nable user block mode transfers 

As described above, the normal sequence of events in a 
block mode transfer from an HP terminal to the 3000 is for 
the HP-3000 to send a DC1 to the terminal indicating its 
readiness to accept data, the terminal sends a DC2 when the 
enter key is struck to indicate that it is ready to send 
data, the HP-3000 responds with another DC1 when it is 
really ready to take the data, and the terminal sends the 
data. All of this is transparent to your program which just 
issues a big read. If your would like to participate in 
this handshake you enable user block mode transfers and MPE 
relinquishes control of the handshake. Your program would 
issue a small read, get the DC2, and issue another read to 
accept the data. This allows you to meddle around before 
the data shows up. 

The terminal driver only supports block mode transfers 
with HP termtypes and performs one other function during 
block mode transfers. Normally you wouldn't put a timeout 
(FCONTROL 4) on a block mode read because the user can take 
an indefinite amount of time to fill a screen; but you would 
like to avoid terminal hangs because data or the terminator 
from the terminal gets lost. This situation is handled by 
the driver for you, the portion of the read after the second 
DC1 is sent to the terminal is timed for (#chars in 
read/#chars per sec)+30 seconds. If data or the terminator 
is lost and the read times out, the read will fail and 
FCHECK will return error 27. The ATP does not perform this 
function unless FCONTROL 31 is in effe~t. 

This FCONTROL is useful to prevent the ATC and ATP from 
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recognizing a leading DC2 during binary or unedited 
transfers. These controllers have a strong desire for block 
mode and will interpret leading DC2s, and embedded DC2 CR, 
as block mode triggers. FCONTROL 27 prevents the controller 
from ever recognizing DC2 as a special character. 

FCONTROL - 30, 31 - Disable/enable V/3000 driver control 

This option is an undocumented option in which the 
terminal driver provides low level support for V/3000 use of 
terminals. When V/3000 issues a read to the terminal the 
driver outputs a DC1; the terminal user hits enter which 
causes a DC2 to be sent to the 3000; the driver responds 
with ESC c ESC H DC1 which locks the keyboard and homes the 
cursor; it appears that the driver also enables binary 
transfers because the second read only terminates by count, 
not by terminator. The portion of the read following the 
second DC1 is timed as described under FCONTROL 28, 29. 
(The ATP sends ESC H ESC c, just a little inconsistency to 
keep you awake.) 

FCONTROL - 34, 35 - Disable/enable line deletion echo 
suppression 

This option suppresses .the !!!cr/lf echo whenever a 
control-x is received from the terminal, the control-x still 
deletes all data in the input buffer. 

FCONTROL - 36 - Set parity 

This FCONTROL option sets the sense of the parity 
generated on output and checked on input. The four 
possibilities are: O, space or no parity, all 8 bits of the 
data are passed thru; 1, no parity, the parity bit is always 
set to one; 2, even, even parity is generated on all 
characters; and 3, odd parity, odd parity is generated on 
all characters. 

An undocumented effect of this FCONTROL call is that the 
previous parity setting is returned in the param parameter 
wiping out its original value! 

ATC - FCONTROL 36 sets the parity sense and enables output 
parity generation. FCONTROL 24 must be called to enable 
parity checking on input. 

ADCC, ATP - FCONTROL 36 sets the parity sense only. 
FCONTROL 24 must be called to enable output parity 
generation which results in input parity checking as well. 

On the ATC, parity is not reset to the default when a device 
is closed. This can be useful if you have a session device 
that can not run with the default pa~ity. Each time the 
system is started run a program that opens the device, sets 
the parity, and closes the device. It can then be accessed 



78 - 16 

as a session device with the required parity. 

The following tables shows the results of testing the 
various parity options. Check these yourself, some 
experiments produced such bizarre results that they can not 
be reported here. In each case, both FCONTROL 24 and 
FCONTROL 36 were specified so that parity generation was 
enabled on output and parity checking was enabled on input. 

Option O - Space parity or parity pass through 

ATC - generated space parity on output, did no checking and 
stripped parity bits on input. 

ADCC, ATP - generated space parity on output, checked for 
even parity on input. 

Option 1 - Mark parity 

ATC - generated mark parity on output, did no checking and 
stripped parity bits on input. 

ADCC - generated odd parity on output, checked for odd 
parity on input. 

ATP - generated mark parity on output, checked for odd 
parity on input. 

Option 2 - Even parity 

ATC, ADCC, ATP - generated even parity on output, checked 
for even parity on input and stripped parity bits. 

Option 3 - Odd parity 

ATC, ADCC, ATP - generated odd parity on output, checked for 
off parity on input and stripped parity bits. 

FCONTROL - 37 - Allocate a terminal 

In the old days you had to allocate a programmatic 
terminal before it could be used. Now yo~ don't even though 
the manual claims that you do. This option is still useful 
because it allows you to set the termtype and terminal speed 
with one FCONTROL call. Common sense, mine at least, says 
to set termtype and speed each time a device is opened even 
if the proper values are configured in the i/o tables. 
Using this option allows use of a file equation redirecting 
the program to another device that might not be properly 
configured. 

FCONTROL - 38 - Set terminal type 

This option allow& you to set the terminal type, but use 
FCONTROL 37 and set type and speed all in one shot. 
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FCONTROL - 39 - Obtain terminal type information 

Before changing the terminal type, get the current value 
and reset it when you are through. 

FCONTROL - 40 - Obtain terminal output speed 

Before changing the terminal speed, get the current 
value and reset it when you are through. 

FCONTROL - 41 - Set unedited terminal mode 

Unedited terminal mode is about the most useful FCONTROL 
option used to communicate with programmatic devices. It 
allows alm~st all control characters to pass through to the 
HP-3000 but does not require reads of exact length as in 
binary transfers. Input will terminate on a carriage return 
or an alternate terminator if specified. The subsystem 
break character, replacing control-y, can also be specified. 

ATC - Unedited terminal mode overrides input parity 
checking, no checking is performed and all input parity bits 
are set to zero. Output parity generation is performed 
normally. 

ADCC, ATP - parity checking takes precedence over unedited 
mode. 

Binary transfers enabled overrides unedited terminal 
mode enabled. If the input terminates with the 
end-of-record character or alternate terminator no cr/lf is 
sent to the terminal. If the input terminates by count a 
cr/lf is sent to the terminal unless an FSETMODE 4 has been 
done. Unedited mode does not turn off the ENQ/ACK flow 
control protocol on the ATC or ADCC. See the note under 
FCONTROL 25 about using DC2 as a terminator. 

PT APE 

The manual describes PTAPE as the intrinsic to use to 
read paper tapes. (A fancy data-entry media that is 
becoming increasingly popular.) It can be used on the 
HP-3000 to access devices that send up to 32767 characters 
all in one shot subject to a few limitations. The data must 
be record oriented with carriage returns between records, 
MPE will cut the data into 256 character records if there 
are no returns, and the whole mess must be terminated by a 
control-y. Certain buffering terminals allow you to fill 
the~r memory off-line, connect to a computer, and transmit 
all the data. This could save considerable time and money 
over dial-up phone lines. 
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DEBUGGING 

If you have a requirement to attach a programmatic 
device to the HP-3000, the worst strategy is to write some 
code on the 3000, plug the device in and start testing. 
Murphy says it won't work and it won't. The method I use is 
to test the device, then the code, and then the code and 
device together. I test the device by plugging it into an 
HP-2645 (or equivalent) terminal, turning on monitor mode, 
and simulate the HP-3000 by typing on the keyboard. 
(Remember that you are hooking two terminals together, you 
will probably hook device pin 2 to 2645 pin 3, device pin 3 
to 2645 pin 2, and device pin 7 to 2645 pin 7.) You can 
stimulate the device and observe all responses quite simply. 
Any strange behavior can be noted at this point. The next 
step is to write the code on the HP-3000 to access the 
device in the manner determined by the first tests. Then 
plug the HP-2645, not the device, into the HP-3000. Now 
type on the 2645 to simulate the device, continue until your 
code is debugged. Now you can plug the device into the 
HP-3000 and you have a good (modulo Murphy) chance of 
actually getting it to work. 
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Making The User Feel Pampered: Eow To Do It and ':ihy It Pays Off 
Christopher C. Sieger 

The Baltimore Spice Company 

Are you getting a little tired of the term "user-friendly"? 
Doesn't it seem to have joined the pantheon of overworked 
buzzwords of which we in data processing are so proud? It is 
by now a candidate for the DP Jargon Eall of Fame, along with 
such all-time favorites as "Structured System Design," "Modu­
lar Programming," etc. Indeed, the term isn't any longer the 
fastest rising cliche on the horizon; the closely related word 
"ergonomics" must be considered for that honor. 

However, words or phrases generally don't become cliches un­
less they have been proven useful and/or true over a signi­
ficant period of time. Just as the current emphasis on struc­
tured programming/analysis/requirements definition/design has 
its roots in the recognition of the need to adhere to a coherent 
set of principles in the generation of systems and programs, 
as well as some tacit agreement among professionals regarding 
the key element·s in the set, the concepts of "user-friendly," 
"ergonomically-designed" systems stem from general recogni-
tion of the fact that users are part of the system being ana­
lyzed, not something outside the scope of analysis. In other 
words, these terms are based on common sense. 

Nevertheless, the fact that these terms have attained the sta­
tus of generally accepted principles of system design does not 
mean that everybody pays serious attention to them. After all, 
the fact that almost every programmer in the business today 
claims to know what structured programming is all about does 
not mean that we have stopped producing poorly designed pro­
grams. Similarly, although almost everybody in our business 
purports to recognize the importance of the user's role in 
both systems development and operation, the design of data 
processing systems is often relegated to HIS "experts," as far 
removed from the messy confines of reality as possible. Once 
implemented, the operation of these systems falls to these 
same DP people. In many cases the data processing department 
has come to the conclusion that their own people know more 
about how the company does business - or at least about how 
the company should do business - than the users whose every­
day task is to.fulfill the main purpose of the company's exis­
tence. Even in cases where the situation has not deteriorated 
to that extent, there is still a feeling among some :JP people 
that the department has a life and purpose of its own. In 
fact, no DF department has any excuse for existence other than 
the support of those in their company who are engaged in the 
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primary business of their organization, be it manufacturing 
widgets or writing government contract reports. The DP de­
partment is a support organization. 

One result of DP's arrogant attitude has been the creation 
of an adversary relationship betwe.en many DP departments and 
those whom they were intended to serve. In many organizations, 
the data processing department is both disliked and distrusted 
by 11 line 11 departments. The technical, esoteric, even mysteri­
ous nature of the workings of computers and their keepers 
is regarded by many of the uninitiated as extremely threat­
ening. 

And we foster this attitude. ;i/hether it stems from a desire 
to be recognized as a member of an elite class or the fear 
that somebody might discover that we possess no magic for­
mulas, we go to extremes to let users know that we are not 
part of the same unwashed mass to which they belong. Some 
people, however, can see our feet of clay: 

First get it through your head that computers are 
big, expensive, fast, dumb adding-machine-typewri­
ters. Then realize that most of the computer tech­
nicians that you're likely to meet or hire are com­
plicators not simplifiers. They're trying to make 
it look tough. Not easy. They're building a mystique, 
a priesthood, their own mumbojumbo ritual to keep 1 
you from knowing what they - and you - are doing. 

For the most part, the gulf of antagonism and suspicion be­
tween us and our users is our fault - those of us who re­
gard ourselves as data processing professionals. We forget 
that people are the system. When we design or redesign bu­
siness systems or manufacturing systems, our prejudices 
lead us to center our design around the computer, not people. 
'ile have come to regard the speed of the computer as a pana­
cea for all our problems; unfortunately this often leads us 
to use the computer as a crutch, a means of treating a symp­
tom rather than a problem. Until we refocus our efforts on 
people rather than machines, alienation from our users is 
inevitable. Further, unless our users feel that we are 
part of their team, working with them, assisting them toward 
their primary goals, we will not have their support when we 
need it, and our systems will suffer accordingly. 

We as data processing professionals must start with the pro­
per attitude toward our users. This attitude should come very 
close to the old adage, "The customer is always right." Our 
users must know we care, and that we are interested in their 
world and their problems, not just the narrow segment upon 
which we are focusing briefly. The DP organization, as a 
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whole, must have time for users, for their questions, for 
their complaints. We must provide both an open door and some­
body at home to listen when the door is used. 

It is also incumbent upon the management of your organiza­
tion to make sure that the DP/MIS function is represented 
at the very highest levels of decision-making and corporate 
power. It is unfortunate, but true, that even though the 
person in charge of the company's stockroom may be able to 
come up with some ideas which would revolutionize the way 
the organization does business, it's unlikely that anyone 
will listen to him. The DP/MIS function should possess visi­
ble corporate clout at all management levels. The user's 
perception of our capabilities and ability to change things 
for the better is at least as important as reality. 

This also means that we cannot exnect to lock ourselves in 
our rubber-tiled towers and patiently await suitable recog­
nition from the rest of the company of our innate genius. Re­
gardless of the undoubted quality of our systems and DP so­
lutions, they stand a good chance of going unrecognized and 
unappreciated unless we tell people about them. Each appli­
cation, each accomplishment, each proposal must be sold to 
our users. This does not mean that we can go around blowing 
our own horn incessently as a substitute for real accom­
plishment. It just means that few people are likely to re­
cognize your worth intuitively, or appreciate your ideas for 
a new project, unless you take the time to demonstrate it 
for them. The more a user becomes a believer in a project or 
a procedure, the more likely that user will help you bring 
off a success story, rather than a partial fix to a problem 
or a disaster. A user who is enthusiastic about your pro­
ject and your operation will perform infinitely better than 
one who is going along with you because he has been told to. 
'1/hen Machiavelli stated that nothing is as doubtful of suc­
cess as the creation of a new system, he was specifically 
referring to the tendency of people to be at besz lukewarm 
toward change, and at worst unalterably opposed. 

Leslie Matthies identifies four possible attitudes of users 
toward a planned new system, in addition to overt opposition: 

1. The new system is a threat to personal status, 
income, job security, personal importance, pres­
tige. The people may passively work for its fail­
ure. (Quiet sabotage) 

2. They do not think it is any better. Disdain for the 
new system. Hope it fails. (Passive sabotage) 

3. Un-enthusiastic acceptance. Shrugged shoulders. 
"Just another change." 
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4. Enthusiastic acceptance. "When.are you going to 
get it going?n "Let us get on with it. "5 

Obviously, we must direct our efforts toward eliciting response 
number four from our users. To do this, we must pay some at­
tention to the factors which can motivate the user toward co­
operation with us, with his fellow workers, and with the. 
system. Matth~es lists five of .these motivators: 

1. He is in on what is going on. 

2. He has personal identification. He is not just a 
cqg in the wheel. 

3. He gets personal satisfaction from his work. 

4. When he accomplishes something, someone that he re­
spects expresses appreciation for his accomplish­
ment. 

5. As a worker, he has the respect of his fellow 
workers and of his supervisor.4 

There is no surer way to bring ·about minimal cooperation from 
a worker than for management to stroll over to his worksta­
tion and tell him that a new system (about which he knew no­
thing) will be installed in the near future, and present him 
with a new list of procedures. Almost as bad is the typi­
cally arrogant announcement that a new system is about to 
be designed or that a systems analyst or programmer/analyst 
will be coming around in the. near future to decide if there 
is a better way to do the job than currently is the case. 
Don't surprise a user with something brand-new, something 
that you can tell him is for his own good. You will receive 
exactly the cooperation you deserve. 

People want to feel that they have some control over their 
own destiny, over what they are doing. This has implications 
at all levels of system design, down to some of the program­
ming specifics we will cover later. In the design ohase of 
a project we need concentrate on only two facts: -

1. The user's need for acceptance, for status, for the re­
cognition/respect of his fellow workers, demands that he 
be consulted if we want him to cooperate with us. 

2. Unless we work directly with the actual users of the pro­
posed syste~, our planning is doomed to failure. One can't 
depend on supervisors and managers for information about 
the task characteristics of all the people in their de­
partments, and one certainly can't expect to pick up the 
knowledge accrued by a worker over the last 10 years from 
a formal job description. 
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I am a firm believer in the concept that the net time need­
ed to produce a successful system is inversely related to 
the amount of time you spend with the people actually doing 
the job ••• or even doing the job yourself, when feasible. 

Actively consult the users; have them come up with elements 
of the solution that they can call their own. Even if you 
have managed to determine the form of a much-needed revi­
sion to current procedures, don't be the one to suggest it. 
Guide the user to that point. You'll get credit enough if 
the new system actually works, and it has a much better 
chance of working if everybody concerned feels he was a part 
of the solution, and has a vested interest in its success. 

After you have asked the question, listen to the answer. 
Don't fake it; don't tune your mind to another channel 
while you nod and make encouraging noises as the user talks. 
Remember, there were two reasons for consulting the user. 
One is to get him involved. The second is that he has at 
least as much (probably more) to contribute to a success­
ful system as you do. 

We can now consider the actual process of system design. As 
is obvious from what I have said above, it is essential that 
the user be involved in the system design from its incep­
tion.* Each step in the design process should be undertaken 
only with the active involvement of your users, and with 
their i:Jlessing. 

This involvement must be real. Any inference the user can 
draw from your attitude or bearing that his presence in the 
process is pro forma is fatal. Every step of the way, you 
must guard against the arrogance that you are in possession 
of the 11 big picture," and know the user's place in it better 
than he does. This attitude will be sensed quite rapidly, 
and cooperation will fade away. Integrating the efforts of 
the data processing department and user department into a 
coherent process of system design is not easy. James Martin 
likens the traditional method to another historically inept 
procedure: 

It is rather like a Victorian missionary first entering 
an African village. Unlike the missionary, they h~ve to 

*Throughout this paper-I-aiii using-USER as a generic term. 
Male gender is used in pronouns for simplicity's sake. 
The term user, depending on the context, refers to data 
entry clerks, mid-level managers, executives, or all 
simultaneously. I am assuming that the reader can always 
supply the appropriate user level to the discussion, 
since it is incumbent upon us as data processing profes­
sionals to do just that. 
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The missionary is steeped in computer terminology and 
analysis .methods. The villagers' culture is accounting, 
plans and budgets, or production control - cultures 
with a complex folklore. They use different languages. 
Somehow they are supposed to communicate with no ambi­
guities or misunderstandings. If the missionary is 
skillful at communicating and can offer the villagers 
a promi.se of better things, they can begin to learn 
each other's conceptual framework. However, there is 
no way that either can understand the nuances and 
suotleties of the other's way of thinking,5 

Somehow, therefore, we must find a way of better integrating 
the efforts of the system user and the MIS "designer." This 
attitude is somewhat alien to American businesses, which have 
traditionally-imposed new structures and methods of opera­
tion on their workers without a great deal of consultation. 
We have always been "top-down" in this respect. The Japanese, 
on the other hand, have emphasized a bottom-up approach to 
decision-making. By the time an organizational change oc­
curs, all parties likely to be affected by the decision are 
drawn into the process, and made to feel that their parti­
cipation is essential to the process. Enough time is bud­
geted for the decision-~aking procedures to allow effective 
input by all concerned, 

I am not advocating a retreat from the responsibilities of 
leadership or abandoning all aspects of our American form 
of management. It is simply necessary to move toward a more 
participatory style of system design. Such a process has 
i~~initely greater chances for success than any type of 
imposed structure, no matter hqw well thought out or logi­
cal it may be. 

i'1ake sure that the user knows that you appreciate and value 
his participation. Again, be careful to avoid any false 
notes here. Praise the user's involvement and ideas only 
when appropriate. Don't .issue a general "Thanks for your 
help," and let it go at that. Make it specific; e.g., 
"Your idea for customer classification will really simpli­
fy our design." Don't allow the hearer to believe that you 
are only praising him i'n order to get him to do something 
else, Make sure that he can relish the comment without 
feeling that you are mortgaging his future. These thoughts, 
as well as additional discussion on the proper use of 
praise as a motivator may be found in 7aul Timm's excel­
lent book on Managerial Communication, 

The approach to systems design outlined above doesn't mesh 
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design. Although I find these techniques to be valid pro­
cedural tools, certain precautions should be observed in 
their use: 
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1. Be careful of anything that purports to impose a struc­
ture of our own creation on the user's domain. I under­
stand that this is not the intent of the structured tech­
niques, but there is always the danger that we find or­
der where in fact there is none. As long as the tool is 
regarded only as a means of making the user's system 
more comprehensible for analysis, and as long as the 
user himself can understand what we're doing with his 
comments and opinions, it can be helpful. 

2. Don't rely on formal systems design documents as a means 
of communication between you and your users. This kind 
of document has become a traditional means of covering 
your vulnerable parts by requiring that users sign off 
on it at the close of each step of system development. 
Unfortunately, it often leaves us no closer to a true 
understanding of what will or should be done. Again, I 
borrow from James Martin: 

The specification document usually has the following 
unfortunate characteristics. It is so long that key 
managers do not read it at all. They read the summary. 
It is incredibly boring and this causes it to be skip­
read by many people who should read it fully. It con­
tains technical terms, systems analysis charts, and 
various forms of professional shorthand, all of which 
the end users do not fully understand. It contains 
words which have very precise meanings in the user 
areas, but which programmers do not understand, and 
most systems analysts do not appreciate their nuances.8 

3. ~ihen you measure something, you change what you measure. 
The act of observation places constraints on behavior 
which are not usually there. Recognize this, and recog­
nize the fact that a system built on formal procedures 
which ignores the informal procedures that have gradual­
ly grown up and supplanted the original structure, is 
doomed to failure. 

4. Perhaps most important is the fact that structured analy­
sis, as it is most frequently practiced, is still only 
a tool for documenting a system as it is currently being 
operated. It is easy to overlook the fact that inter­
active systems, once designed and implemented, tend to 
change rapidly (assuming any leeway in the system at 
all). Making terminals available to users changes the 
game being played, not just the rules of the game. 



Given these caveats, I believe there ~s still a place 
for the techniques of structured analysis and design, Used 
properly, these tools can contribute significantly to the 
process of specification and design of a certain type of 
system. The alternative to these procedures is what !·lartin 
called "User-Driven Computing." As the power of our soft­
ware tools increases, especially packages which are meant 
to be used by end users to generate applications, more and 
more of the responsibility and capability for application 
development is being shifted to non-DP personnel. Martin's 
superb treatment of this evolution (revolution?), and 
the place of data processing personnel is the topic of 
the book I referenced twice above. 
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Although I have emphasized that the end user must be in­
volved in the system design process from the beginning of 
the project until its conclusion, I have thus far concen­
trated solely on the beginning of the process: requirements 
analysis and system specification. The User must walk hand 
in hand with the MIS department through the various check­
points that follow preliminary agreement on what the system 
is supposed to do. One particularly important place for the 
user to be involved is in system and module walk-throughs, 

·,valk-throughs are a necessary step in every level of system 
development. Iv'.y staff walks through system narratives, 
program narratives, program code, testing procedures, and 
user documentation. It sometimes seems like an interminably 
lengthy process. However, the number of significant logic 
or specification errors discovered after implementation is 
minimal - and those are the bugs that really hurt. 

The user belongs in walk-throughs. Common sense is important 
here. It must be the right user and the right walk-through. 
No user belongs in a code walk-through. A manager should 
not be substituted where an entry clerk is appropriate, 
although there are levels at which input from each is 
needed. Therefore, make sure your walk-throughs are struc­
tured appropriately (read Freedman and ·11einberg 1 s book 
on the subject9), but neglect this step at your own risk. 

Desirable System Characteristics 
~:ihatever the methoO:SWe use for systems analysis and de­
sign, our primary goal is to come up with systems that 
work. We will now consider some of the characteristics 
of workable systems, emphasizing, of course, those built 
around the "people" aspects of the system. 

\•le can begin by borrowing two thoughts from John Gall's 
treatise on Systemantics. The first is his Systems Law 
of Gravity (alternatively called the Vector Theory of 
Systems). 



Systems run best when designed to run downhill. Gall ex­
plains: 

In human terms, this means working with human ten­
dencies rather than a!Zainst them. F~xample, a 
state-run lottery flourishes even in times of eco­
nomic depression because its function is aligned 
with the basic human instinct to ~5mble a small 
stake in hopes of a large reward. 

Recognize the role that self interest plays in system per­
formance. For an employee to consistently contribute to a 
system's data base, he must receive something in return. 
This implies that you can't build a management information 
system on the backs of the little people. Unless users at 
all levels of the system have a vested interest in its 
accuracy, timeliness, and general performance, you are go­
ing to suffer breakdowns. Few days go by without reminding 
me of this truth. One particularly glaring example lies in 
a system which depended, for a single piece of critical 
data, on the performance of individuals in a department 
otherwise unrelated to the system. The folks who were to 
provide this data received nothing from the system, and 
regarded their notation of this item on their paperwork 
as unessential to their function. Since it sometimes re­
quired a significant effort to come up with the item, and 
since they were receiving no regular feedback about their 
performance of the task, compliance with the requirement 
became non-existent when things got rushed, and wasn't 
much better under normal circumstances. 

Even more important is Gall's next theory. Tne ramifica­
tions of this simple statement extend into almost every 
aspect of system design. 

Loose systems last longer and function better.' Gall com­
ments: 

••• don't make the system too tight. This is usually 
done in the name of efficiency, or (paradoxically) 
in the hope of making the system more permanent. 
Neither goal is achieved if the resulting system 
(a) doesn't work at all; (b) disinte~rates; or (c) 
rapidly loses steam and peters out. 1 

Keep the user's job interesting. Give him some leeway. Our 
so-called sophistication permits us to reduce many data 
input jobs to rote procedures. DON'T! It's almost always 
a mistake. Let the employee do something, use some dis­
cretion. Give him the feedback and accountability to en­
sure that the tools are available for him to approach 
perfection. Don't try to approach that blissful state 
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without him. i'iindless tasks will be performed in an appro­
priately mindless manner, and I defy you to design around 
that phenomenon. Keep the data entry operator's mind ac­
tive and interested. 

It is not necessary to design computerized systems in such 
a manner that users of the system are doomed to dull, un­
interesting work. 'l:he principles of job enricnment listed 
below are applicable in data entry situations. 

The program should make it possible for the same 
employee to handle a wide variety of transaction 
types. 

A single employee should be able to complete a trans­
action without the need to pass it on to another 
employee. 

Computer produced outputs should allow for the iden­
tification of the employee who made the transaction 
appear. 

Build into the job as many decision and problem-sol­
ving activities which affect the service and quality 
levels of the work as possible. Examples are: setting 
work priorities, resolving complaints and mistakes, 
sending work back for more information, direct com­
munication with other areas. 

Provide opportunity for frequent and direct informa­
tion on how well the job is being performed, 12 

Characteristics of Hi'1~ERACTIVE Systems 
The goal of interactive system design can be related to 
the following quote referenced in Ben Schneiderman's text 
on Software Psychology: 

If the point of contact between the product and the 
people becomes a point of friction, then the indus­
trial designer has failed. If on the other hand peo­
ple are made safer, more comfortable, more eager to 
purchase, more efficient - or just plain happier -
the designer has succeeded. 1) 
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We must be concerned with every aspect of the system from 
sign on to sign off. As usual, the finest summary of charac­
teristics to strive for is provided by James Martin. He 
is speaking specifically of desiraole properties of user 
dialogues. 

The means of establishing contact with the computer and 
signing on should be simple natural and obvious (with 
appropriate security routines). 

The user should be required to know as little as pos­
sible in order to get started. 

The dialogue should completely avoid forcing the user 
to remember mnemonics. 



The dialogue should completely avoid forcing the user 
to remember formats or entry sequences. 

The dialogue should never put the user in a situation 
where he does not know what to do next. 

The dialogue should provide a simple, natural, and 
obvious means for the user to recover from any mis­
takes or surprises. A good facility is that of back 
tracking to the point before the surprise occurred, 

The response times should be fast enough to avoid 
frustrating the user. 

The software should have good HELP functions with 
which any facility can be-explained. 

The software should be self-teaching, with computer­
aided instruction at the same terminal. 

It should be human-factored well enough that the end 
user for whom it is intended can become skilled with 
it and obtain valuable results after a 2-day training 
course. 14 
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Again, the emphasis is the same. Let the user feel IN cor,;­
TROL. Let him feel like he knows what is going on. It is so 
important that the person sitting at the terminal feel in­
volved, rather than like a peripheral device. 'vJhen the en­
ter key is pressed on a block mode screen, don't let the 
user wonder what's happening while you go off to do your 
data base lookups. Software designers are getting some­
what better about this than they used to be. It is now 
common for the equivalent of 11 I'm working on your request" 
to be returned to the user, but even this lacks effective­
ness as seconds turn into minutes. Some measure of progress 
should be given whenever any lengthy delay is encountered. 
The progress reports given while Adager is performing data 
set transformations are a simple but effective example of 
this. 

Similarly, Jim May provided us with a discussion of several 
techniques for improving the user's 2erceution of the sys­
tem's performance in his widely reproduced article, "Pro­
gramming for Performance. 11 15 

The amount of finagling you can do with the user's imu~­
sion of resoonse time is, of course, finite. Much thought 
must be given to the design of data bases planned for in­
te·ractive update and inquiry. It is unfortunate, but true, 
that some of the same features which can optimize a data 
base for on-line inquiry (e.g. sorted chains) can make 



the addition or deletion of records subject to intolerable 
delays. '.'le have fallen prey to the desire to make on-line 
inquiry as instantaneous as possible in our installation 
from time to time. In one instance, the delay associated 
with adding new entries to some product chains"became so 
pronounced that our inventory entry clerks could have got­
ten an adequate night,' s sleep between successful transac­
tions. Thus, despite better than adequate response times 
for on-line inquiries, I was forced to throw in the towel, 
and change the primary entry into several data sets. It 
was particularly aggravating since the solution chosen had 
been suggested to me at the time the system was being de­
signed, and I had rejected it. In retrospect, it is diffi­
cult for me to understand why I would have notning to do 
with the suggestion. We constructed a concatinated key out 
of five elements present in all entries in the affected 
sets. The chains into the largest data sets were reduced 
to negligible length by this means; hence a consequent 
reduction in the time it took to add and delete entries 
was immedioitely noticeable. All the work is done by the 

79 - 12 

CPU in a manner which is completely transparent to the user 
- he never needs to know anything about the key, and he 
is infinitely happier with his response time. 

It is not always possible to optimize data bases for both 
update and on-line inquiry. Some users find it necessary 
to develop data bases which are in fact spin-offs from 
production data bases, but which are optimized for on-line 
inquiry. In certain situations, this duplication of data 
storage is simply unavoidable. On-line inquiry functions 
are often time-critical. Receiving answers to today's 
questions tomorrow is meaningless when the manager h~s 
moved on to a whole new set of problems. 1rnere is no ade­
quate cosmetic solution for a data base which cannot pro­
vide reasonable response times. 

Let us now return to the type of feedback we provide the 
interactive user, and in particular to the computer's 
half of the dialogue. Don't get cutesy! Don't be patronizing. 
The computer is not a person, and the user is not sitting 
at the terminal for the privilege of playing word games 
with it. Almost all of us who program interactively have 
gone through an adolescent stage wherein we would provide 
users with responses such as, "Now (user's name) ••• you 
can do better than that ... Try it again, good.buddy." This 
may be amusing the first time around, but it gets.old very 
fast. Let the user feel in control of the system, not con­
trolled by it. From the beginning of the design process 
through the final stages of acceptance testing, and then 
as long as the system is operational, the interactive 
user should never have to feel that he is being man-handled 
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by something over which he has no control. 

A driving force in human behavior is the desire to 
control. Some individuals have powerful needs to at­
tain and maintain control of their total environment; 
others are less strongly motivated in this direction : 
and are more accepting of their fate. ~:ii th respect to 
using computers, the desire for control apparently 
increases with experience. Novice terminal users and 
children are perfectly willing to follow the compu­
ter 1 s instructions and accept the computer as the con­
trolling agent in the interaction. With experience and 
maturity, users resent the computer's dominance, and 
prefer to use the computer as a tool. These users per­
ceive the computer as merely an aid in accomplishing 
their job or personal objectives and resent messages 
which suggest the computer is in charge. 16 

There has been a surprising amount of research done on the 
design of interactive systems. Space doesn't permit me to 
summarize even the most significant studies in this p~per. 
However, some findings were universal to almost all oI 
the research efforts, and are summarized below. I refer you 
to Schneiderman's chapter on "Designing Interactive Sys­
tems" in Software Psvchology. 

The system should be tailorable to the level of expertise 
displayed by the user• Ideally, the system should be able 
to determine this through the dialogue process and retain 
this knowledge from session to session. Minimally, the 
system must deal in different ways with users of different 
sophistication. 

The user should be able to learn the system as he uses it; 
the amount he has to learn before he begins use of the sys­
tem should be minimized. As the user grows in sophistica­
tion, he should be able to skip over or avoid items provided 
for the novice. While it is helpful for a beginner to be 
able to step his way through various levels of menus, it 
can become time-consuming and annoying for the individual 
who knows exactly where he wants to go. Therefore, the 
system should provide shortcuts for him. HP's new financial 
system is an excellent example of this principle. The user 
can step through screen after screen by pressing appropriate 
function keys, or can enter the name of the screen he wants 
to use, thereby skipping interim steps. 

The HELP facility is critical to the operation of inter­
active systems. It must provide an appropriate level of 
assistance to the user, without being obtrusive. Smith, 
Dennis & Gaylord, in the character mode screens of their 
various systems, provide a field by field description/HELP 
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facility which can be disabled by the user when he feels 
he has become an "expert." He can reactivate the facility 
for a field simply by typing a question mark as his response 
to that field. In HP's new financial system, an extensive 
HELP facility is but a function key away. Both of these sys­
tems provide the very important feature of customization 
for HELP messages - you can tailor the messages to your 
own installation. 

The system should be user-modifiable, allowing a personalized 
version of the system. t6 automatically interface with the 
code provided without source code modifications. 

The system must respond consistently to user inputs (nothing 
is more infuriating than something that works most of the 
time), and must provide a response to every possible user 
input. 

Tne need for memorizai:ion of codes and mnemonics should be 
minimal. Keep it simple! 

Error messages, of course, should give the user enough 
information to know what to do next. General messages, 
which apply to more than one screen or situation should 
be avoided if possible (I've yet to find a situation where 
the error message can't be tailored to the specific prob­
lem the user is facing). Returning "Invalid Key" or "In­
valid Entry" to the user usually is both unhelpful and 
annoying. 

The system must be forgiving. Allow those errors to be 
repaired. Ask the user if he really wants to do a par­
ticularly dangerous entry (sometimes you can itemize the 
consequences to avoid "I didn't know that would happen!"). 
Allow the user to back out of sticky S'Itilations when he 
changes his mind. Dialog should be interruptable (to be 
either resumed or backed out of). 

Don't ~let the user wonder if his entry was successful. 
If the data base was successfully updated, tell him so. 
If a transaction was only partially completed, let him 
know exactly where he stands. Better yet, don't ever.let 
logically connected transactions be entered only partially. 

In other words, let the user be in control; let him procede 
at his own pace, in his own way. 

Data Entry Scr.eens 
Another aspect of interactive systems to which we must 
devote some attention is the design of Data Entry Screens. 
V-Flus makes it rather easy to design screens. More often 
than seems reasonable, however, we give too little thought 
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to the design. This is unfortunate, since the appearance 
and layout of a system's data entry screens are the initial 
point of contact between a user and the system, and can 
be responsible for lasting impressions. 

Actually, the primary design considerations for data entry 
screens are relatively few in number: 

1) The screen should present a good appearance. Some may 
question why I place this item first. Just as I have 
long been convinced that the appearance of a hardcopy 
report has as much to do with its acceptance by users 
as the quality of the data it contains (and almost as 
much as its timeliness), I am certain that, if your 
screens are attractive, you have cleared the most im­
portant hurdle in screen design. Above all, avoid 
clutter and "busyness." 

2) Standardize your screen layouts. They should have simi­
lar appearances throughout your system, and, for that 
matter, throughout your installation. Let data entry 
operators know where to look for certain items, both 
for entry and display. 

3) If there is an input document from which the data entry 
operator is working, the screen layout should correspond 
as closely as possible to that document. Hopping from 
place to place on the original document is confusing, 
time-consuming, and error-prone. 

Avoid using the data entry screen as a keypunch machine. 
If you are designing a data entry system, the input 
document and the CRT screen should be designed at the 
same time, so that both data gathering and data input 
can be optimized. There is rarely an excuse for just 
accepting the old input form without critically examining 
it. Remember, you are designing a data entry system. 

4.) iii thin the constraints of i terns 1 through 3 above, 
design the screen for speed and convenience of input. 
Group the most frequently entered items so that tne 
operator does not have to tab through less used fields 
to get to them. Remember, this is also the characteris­
tic of a good data gathering instrument. Design the 
input form and screen together. 

5) Label fields clearly and consistently. fiiake sure, to 
the extent possible, that the operator possesses the 
information needed to use the screen on the screen, 
or at the touch of a HELP key. If a HELP function key 
is used, return the operator to the place he left. 
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A ',vord about User Documentation 

'llhat percentage of currently operating system·s provide their 
users with adequate documentation? If such documentation 
is provided, are updates regularly supplied? If the up­
dates are supplied, does the user actually take the time 
to keep his copy of the manual up to date? 

You and I both know that by the time we have answered 
question #3 above, we are working with very small percen­
tages. Both the user and the analyst have little interest 
in documentation until it is needed and found to be missing. 
This situation exists despite the fact that all of us 
in the data processing business are admonished with nauseating 
regularity to clean up our act in this area. 

At this juncture, I see no point in adding my voice to 
the legions calling for clear, up-to-date user documenta­
tion. Nobody would listen anyway. However, I would like 
you to consider three points: 

1) The user has to learn the system. Something has to 
teach the user the system, and the previous operator 
or person who filled that position may no longer be 
available. Therefore, the system should be able to 
provide the necessary documentation to get the opera­
tor started. That is, the documentation should be on­
line, not in a manual which hasn't been opened or up­
dated since the last operator learned the job. 

2) The two types of online documentation needed for the 
user are: 

a) Something to get him started; a walk-through or demo 

b) An extensive, easily accessible HELP facility to 
answer the large majority of questions that come up 
in the day to day operation of the system. The 
data here should be easily modifiable and customiza­
ble. 

3) Yes there must be some written documentation. There are 
some things that simply can't be fitted on a screen in 
a coherent manner. This is why computer manufacturer's 
provide reference manuals to their users, and that is 
what needs to be given to a user of any system we 
are providing them. These are not cookbooks, not how-
to manuals. The reference manual sho.uld contain all 
the information the user is ever likely to need.· Most 
important, of all the features the document should have, 
is the necessity for extensive indexing. Don't put him 
through the agony of knowing the answer is in there 
somewhere, but not knowing where to find it. 



Each of the topics I have touched on above could be ex­
panded upon. In many cases, I have tried to provide a 
reference or two to a particularly useful publication on 
a given topic. 
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There are other topics I have not even addressed. Design 
of output reports, installation procedures, training tech­
niques all must be considered when you are trying to build 
systems which users are going to be pleased with, and 
actually use • .'/e have not considered the growing Infor­
mation Center phenomenon, a valuable technique for help­
ing users to help themselves. And all of the above is for 
naught if our operations department is unable to provide 
data in a timely fashion or the personnel on the HIS staff, 
at all levels, are anything but cooperatiYe and pleasant 
for the user to work with. 

Thus we return to the central thesis. Designing 11 user­
friendly11 systems is dependent upon a state of mind, an 
attitude. The MIS staff, the computer operator, the sys­
tems analyst should all possess one common thought: The 
only reason their jobs exist is to help the users of the 
system. I for one think it advisable to please the people 
responsible for the existence of your job, eyen if it means 
11 pampering11 them. Amazingly, the benefits derived from that 
attitude far outweigh-the effort involved. 
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A PSYCHOL03IST LOOKS AT THE DP SHOP 

E. R. Simrrons, Ph.D. 

O)LE & VAN SICKLE O)MPANY 

And what he sees is a rapidly changing, high technology 
work place with high ability, high achieving independent thinkers 
working in a high stress, low morale, ambiguous environment; a very 
fertile field for psychologists. 

In my personal contact with DP personnel, I have detected 
a high level of frustration, disenchantrcent, unrest and general in­
ner turrcoil which appeared to spill over into the shop atm::isphere 
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and create a hostile work. situation. This condition results in m:ire 
stress and becanes a vicious circle, stress leading to more frustra­
tion and more frustration leading to more stress. The frustration­
stress syndrane seemed to be a combination of things-man against ma­
chine (how am I going to get this antiquated, obsolete relic to ac­
cept, store, process.and produce my data in usable fonn with a mini­
mum time lag?)-labor-roanagement (what will it take to get management 
to see that I need other tools in order to get the work done?) and in­
terpersonal problems (how am I going to convince my colleagues that 
their approach is not suitable to the task at hand?) • 

Usually this set of conditions poses an ilrpossible task and 
the DP-er resigns and finds another shop and begins the process of 
developing another hostile envirc:inrnent frcrn Which he must renove him­
self at some point in time. Of course, this is not due entirely to 
the worker alone. Insensitive corrpany policy, poor nanagerial strate­
gies and pressures inherent in the DP Business all combine to produce 
this intolerable situation. The end result is that in addition to the 
dollars and cents cost to the corrpany and the individual, there is a 
price that has to be paid by the DP-er in tenns of his affected inter­
personal relationships, especially with his spouse or significant other 
person, and his children, if he is a family man, which most are. Be­
sides the cost of replacement of the worker by the corrpany, there is 
also the fact that the stage is set for the same thing to happen again 
when a new employee arrives on the scene. He will inherit all of the 
pressures of the situation plus corrplications that arise due to having 
to replace an unhappy employee who has not made a great effort to get 
his shop in order before his departure. 



Repeating this cycle on a continuing basis is not profit­
able to individuals or companies or the industry at large. It is a 
situation that begs to be corrected and correction must come from a 
joint effort of worker and management. 'Ihe DP-er must make some 
changes as an individual and management must begin to look rrore at 
people in their organizations and their needs. 

Ann Work1looking ahead in 1980, said "It seems to me that 
major hardware design considerations were established in the '60's 
and major software considerations in the '70's. 'Ihe focus for the 
next decade is people: how we manage people, what we expect of peo­
ple within data processing, and what we expect of people in the user 
commmity." '!hat observation appears to be consistent with what 
might be expected in a logical progression of events and it is cer­
tainly a statement with which hardly anyone could find fault, if for 
no other reason than that DP shops were beset with people problems. 
Something obviously needed to be done. As an exanple of the gravity 
of the situation, one manage?'is quoted as saying "Prograrrrners have 
pretty well been the masters of their own destinies throughout the 
decade. '!hey have been well paid: they have named their hours of 
work: they have hopped from job to job with impunity, leaving behind 
deskfuls of chaos; they have been wined and dined, coddled and hu­
rrored, pronoted and parrpered. If_ ever a group of employees rose to 
Cinderelladcrn overnight, the computer specialists were that group. 
They were :i.mnune to control: they were imnru.ne to discipline: they 
were immune to challenge: they were immune to competition". Grant­
ing that this statement may tell more about the manager and his ap­
proach to handling people than it does about the DP-ers themselves, 
his opinion is not far off the mark when compared with others of the 
same time pe:i::iod. It was apparent that something needed to be done 
about conditions that prevailed in the DP shop. Companies and indi­
viduals were suffering. Ms. Work was right. It was time to begin 
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to emphasize people in the computer world. Something happened, 
though, to make it even more difficult than it had been while stan­
dards were being set for hardware and software, something that made 
it more difficult than ever to take the time and effort to concen­
trate on people. An explosion took place. An infonnation explosion. 

In January, 1982, Janet Crane3asked "Where is the industry 
going?" Her answer--"Everywhere at once. 'Ihe driving force is still 
technology, and obse:r:vers are predicting another 10 years' innovation 
equal to that of the last 25. Data conmunications. Office automa­
tion. CAD/CAM. Ever lower costs for undreamed of power". 



In January, 1983, Robert Batt4said "The likelihood that 
large co:i::porations will witness an unprecedented display of com­
puting power at all levels this year is sending management infor­
mation systems (MIS) managers scurrying to come up with systems 
planning procedures for coordinating this infonnation explosion". 

In the kind of milieu portrayed in the above statements, 
it would be difficult to envision rrn.ich being done about people 
problems in the next few years, as suggested by Ms. w:>rk. How­
ever, the very fact of this ca:mnunications explosion makes it m:::>re 
imperative than ever that steps be taken to get the nost out of 
the manpower available. If this area isn't addressed by both com­
panies and individuals, the public, as well as the industry will 
pay a high price for the industry's fail'ure to take care of its 
business in a reasonable manner. As mentioned in the beginning of 
this article, the DP shop is an extremely stressful place and with­
out dedicated, pu:i::poseful planning, it is going to get worse. 

Stress is the key factor in burnout and turnover of man­
power in any industry, business or profession, and the DP industry 
can ill afford to lose people from its ranks, whether to other shops 
(because this is costly) or to other industries or professions. 
Both the individuals and the corrpanies have a stake in this endeavor 
and both share the responsibility for making something happen to turn 
the tide. 

Let us first look at the professional DP person. Studies 
have identified a distinct psychological profile for DP-ers. All 
inve;;tigators have cane up with a conclusion that he, or she (there 
is little difference between males and females in tenns of their 
psychological profile) has a very low social need, low needs for 
social recognition, is unsociable, not impressed by social conven­
tions that others respect and finally, have low social need strength. 
What we seem to have here is a person who would be better off in a 
nonastery (one DP-er, at least, has chosen that option) or, at 
least, on some desert isle. Now, I rrn.ist say that in my contact with 
DP people, I have not found them to be all that antisocial or asocial. 
As a group, they seem to be nore than willing to talk about their 
work, their families, politics, the condition of the country, the 
corrpany they work for and yes, I have even heard some of them make 
corrments about sex. How, then, do we explain this apparent discrep­
ancy in observation and objective measurement of DP-ers? It really 
isn't too difficult if one understands the nature of psycho-
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logical instruments used to detennine these sorts of things. First, 
we set up a few criteria by which we detennine a person's sociability; 
for exarrq;>le, he seeks out the company of others; he desires the ap-
proval of others and so on. Then, we develop a .. plan of action to de­
tennine whether these characteristics can be found in an individual. 
So, we set up a battery of questions; for exarrple, would you rather 
read a book or go to a party'.2 There is an obvious answer here for one 
who is to be considered sociable. Then, there are other questions of 
the same vein. Now, let us .say that the person who says "I had rather 
read a book" is classified as an unsocial person. (In all due fair-
ness to my own profession, let rre say that this is very much over­
simplified and that psychologists do use personality assessrrent in­
struments to great advantage in assisting people who find themselves 
desirous of making changes in their behavior) • Now, this unsocial 
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person happens to be a DP-er and it is found by further investigation 
that the great majority of DP-ers are unsocial, using the same criteria. 
What appears to be happening here is . that DP .. people do not manifest 
their social needs in corrm:mly accepted ways; therefore they develop an 
image. Human beings, having the. characteristics they do, react to 
others in ways that are dictated by their perception of them. In other 
words, if this person is unsocial, I am certainly not going to force 
myself upon him. If he wants to socialize with rre, I want him to make 
some overtures to that effect. If this is the attitude taken by an 
individual, he cannot expect a funfilled evening with others in whose 
company he finds himself, whether they be DP-ers or rrorticians, or what­
ever. The fact of the matter is that DP-ers as a group are brighter 
than the rest of us, intellectually, that is. They do spend a lot of 
time reading for infonnation and understanding of complicated matters 
and they live in a very esoteric world to which the rest of us are not 
privy. Besides that, they speak of strange and frightening things, like 
nanoseconds and picoseconds and calculations that take a thousandth of 
a billionth of a second. Now, the rest of us know that such things re­
ally cannot be, but the DP-ers seem to think so, so who are we to disturb 
them. And. everybody knows they are unsocial people, so why bother to 
try to understand their world or try to get them to understand ours? 
In other words, what DP-ers have is an image problem. And it could 
stand some rrodification; however, to this observer, it seems that they 
cherish it and stubbornly cling to it because, even though it works to 
their disadvantage on occasion, it is theirs and sets them apart and helps 
maintain a camaraderie that has been noticed by rrore than one observer. 
For, in the literature describing DP-ers, alrrost all agree that they are 



rrore loyal to their profession than to the ccnpanies that enploy them. 
To that, I ask, what professional-isn't? Doctors and lawyers even 
go so far as to set up ethical stand.aids and bind their colleagues to 
upholding them and practicing them. Nothing is rrore in'portant than 
having the respect of your colleagues as far as a professional is con­
cerned. Even Psychologists have this infinnity. 

80 - 5 

Since there is nothing really wrong with the image the DP-ers 
present to the world, should they be concerned with it? 'lhe answer is 
a resounding YES. For the silrq?le reason that it interferes with getting 
their work done, with establishing rapport with others and with getting 
them the recognition they deserve. It is not that recognition is in'por­
tant for self-aggrandizement, but it enables them to have input in de­
Cisions that affect the shops they labor in for their good and the good 
of the corrg;>anies they represent. DP-ers silrq?ly IllUSt become rrore PR 
(Public Relations) conscious. With the rapidly changing DP environment, 
the DP-er is going to find himself in a position of Consultant rrore than 
that of systems analyst and programner. As one persons expresses it, 
"The new technologies, methodologies and demands are turning what was an 
exotic art into a rrore civilized science. Effective user relations, not 
elegant coding, is what's in'portant". The wise DP-er will take heed and 
respond accordingly. 

In addition to developing PR skills, the DP-er should learn 
something about the nature of stress and its ilrq?lications. I am sure 
that rrost DP-ers do not realize the nature and magnitude of the stress 
they endure from day to day in their shops; or, if they do, they do not 
express it. Sanehow, this fits into their profile as persons of stoic 
acceptance of what life has to offer, or self-discipline that enables 
them to bear up under any strain. The rrost danaging aspect of DP shop 
stress is that it never goes away, not even when the work "day" is over. 
This is not true for rrost workers; for example, Air Traffic Controllers 
are subjected to highly stressful situations in their work, but when the 
workday is over, they are relieved of the situation unless they have 
made a mistake and endangered somebody's life and know they.are going to 
have to answer for it. That does not happen every day because, if it 
does, they will soon find themselves in the market for another job. The 
DP-er, on the other hand, never has a m::mient free from concem about his 
program or his system or his corcputer. He even wonders if his sleep will 
be disturbed by a call saying that the corrputer is down. In addition, 
he is alrrost always working on a deadline and if the work isn't done, 
there will be corcplaints from several sources. He rarely enjoys the 



luxury of devoting himself corrpletely to a clearly outlined, unam­
biguous task, seeing it through to its corrpletion, without interrup­
tion and presenting it to the boss, who is highly elated at such a job 
well done and with such speed. No1 his day is filled with interrup­
tions, new directives frcm on high about budgetary considerations, 
other high priority tasks that require the use of the tenninal and 
his energy, canputers that are contrary and.inherited programs that 
are worse. It gets to be a real chore just to exist from day to day, 
patching here and patching there and getting this bit of infonnation 
for the.sales deparonent and that bit for the personnel group and 
another for upper management, all of whom seem to be rrore unhappy 
than pleased. 
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Other sources of stress are.the decentralization of DP and 
the continuing advances in technology. The former is taking place on 
such a large scale that no one can really keep up with it and every new 
proliferation brings with it new problems. The entire field is be­
caning user-oriented. Users who know nothing of DP are nt:M dictating, 
in a sense, what will be done. They have at their hands personal com­
puters and want to control their own destinies, so to speak. They tell 
the DP people what they want with no idea of what that might entail in 
te:ans of rroney, time and manpower, to say nothing of technology. 

As far as continuing advances in technology, both management 
and non-management are hard at work sinply trying to keep up and main­
tain their status. It is q\lite easy for the worker as well as the ma­
chine to become obsolete. One has to keep up with the new wave in 
technology and this, coupled with their daily responsibilities in the 
workplace, inposes a great burden on DP professionals. 

Coupled with all of the stress of the workplace is its effect 
on the home front, which carpounds and intensifies the damage to the 
individual. One DP professional infonred me of a situation that de­
veloped in a large corporation with which he had been associated. Ten 
professionals were involved in a two-year project that so consumed 'their 
time and energies that they had little left of either for the home. At 
the end of the two years, eight of the DP-ers were divorced. One could 
argue that conditions at home drove the professionals to spend rrore 
time with the project than was really necessary just to get CMaY from 
a bad home situation, but eight out of ten is a rather large percentage 
even for this day and time. 



So, where does it all lead? What does it mean? If stress 
is bad and there is a great deal of it, what could and should be done? 
If the DP image needs a facelift, how is it acconplished. Where do 
we go from here? Let us consider. 

First, we will look again at the personal characteristics of 
DP professionals. It has been noted that they are not considered to 
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be very sociable (although this is certainly in question), that they 
are somewhat stoic and exercise a great degree of self-discipline. 
Other characteristics identified are the ability to do abstract think­
ing, use cognitive structure in problem solving rather than intuition, 
low need for aggression and . personal conflict. They also are extremely 
conscientious, responsible .and persistent. Strength of character and 
a concern with moral standards and values also describe the DP pro­
fessional. We can see that, in spite of the. fact that they are not 
considered to be very sociable beings, these are people we would like 
to know and have for friends. They are people one could depend on, 
people who would be loyal and supportive. It is my suggestion that 
with these strengths, it should not be too great a task for the DP-er 
to do the things that would make for better relations with others, in­
cluding the canpany for which he works. 

It seems to me that there are two essential things the DP 
person must respond to. One is his image and the other is his reaction 
to stress. As we. have pointed out, his image is one of aloofness, of 
being a loner, noncormn.micative, sufficient unto himself. In regard 
to stress, it seems that he behaves as though he is unaffected by it, 
which is not so. In order to acconplish the rrost good in his chosen 
field and reach his potential personally, he will need to do the 
following things: 

(1) Realize that he and his profession are negatively viewed by 
society as a whole. Society sinply does not like to be com­
puterized. We do not like to become numbers to be rranipulated 
and controlled. Therefore, we regard professionals in the 
field as a personal threat. This feeling isn't verbalized, 
usually, but it is there, nonetheless. 

(2) Make an effort to do sane PR for his profession. IX:l some­
thing to counteract the negative feeling of society. Now, 
about all anyone hears about conputers is that they are 
"down" or they "fouled up my account". People need to have 
rrore information about the great strides made in Medicine, 
Conmunications, Research, Transportation, etc. because of 



CCX!pllters·. Of course, this is a job for Madison ~venue, but 
each DP professional should be less reticent and I!Cre vocal 
in support of his industey. 

(3) Make an effort .to be nPre o::mnunicative with the uninitiated, 
l:-ecognizing that nPSt of us really have little knowledge or 
understanding of the field. 

(4) Prepare to get EMay fran the CCX!pllter nPre and serve in a 
Consultant capacity to the end user. 

(5) Learn to cx:ropranise. and make allowances fOr the needs of 
Business as a whole. 
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(6) Accept the fact that businesses must be run accoiding to sound 
Business principles and do riot parade your nonconfox:mity ex­
cept in appropriate circums~. 

(7) Accept the fact that you can be affected by stress and leam 
satisfactocy ways of coping with it, rather than assuming you 
are imnune to it. 

All of these recarmendatioris are s:il'nple and relatively easy 
to do, but they will probably require sate professional help in certain 
cases. Be sure to seek it when you need it. The vecy existence of 
counseling is rooted in.the belief that people can change. It is not 
wise to follow the dictum that "all redheads have hot teirpers" or 
"that's just the way I am - the Psychologist said so". If change is 
indicated, change. 

BUSINE5S 

Now, let us look at the.managerent or corporate side of the 
ooin. In this day and age, any Business of any size will be using 
DP personnel. They have a vested interest. in keeping their .DP pro­
fessionals on. staff and prodtictive. They cannot afford to l.ose them 
to stress, bw:nout and turnover. The identifiable oosts in dollars 
and cents are great, as has been mentioned, and it is really irrpossible 
to maasure the hidden costs that go with persormel changes in the DP 



shop. What does Business do about this? 

It appears from.an observer's standpoint that Business in 
general has not figured out what to do With and about DP. It should 
be perfectly obvious by this tine that DP belongs in the mainstream 
of Business decision making. It has long since ascended from its 
early function of providing infonnation for the accounting departlnent. 
It is vital to all phases of .Business and should have input on an 
equal basis With Sales and Marketing, Personnel, etc. The problan 
is how to accanplish this With people who appear to be scrnewhat un­
lltq;>ressed by Business generally and seem to prefer to stay in their 
shops and do their debugging. This, along With technological ad­
vances, has made the assimilation difficult. Decentralization, user 
oriented approaches, sophisticated software and contract professionals 
along With smarter canputers are. all at work to solve DP problems, but 
judging from the observable activity and reported data, Ms. work's 
suggestion that we need to work With people holds out the nost hope. 
In reviewing the literature, it becomes apparent that investing time, 
noney and effort in people is what pays off. 

James Matteoni 6, Vice President for Levi Strauss, San 
Francisco is quoted as saying "I think the nore you give people, the 
nore they're going to give you. Some take advantage, but good people 
stay and attract nore". During the three-year period from 1977-80, 
the turnover in his company dropped from 40% down to 18%. During this 
same period, training funds for errployees went from $25,000 in 1977 to 
$280,000 in 1980. Obviously, a company with that philosophy is going 
to be doing some other constructive things, but apparently they see 
a connection. 

A different sort of experience led John 'Pl:Jwyer7, Inter­
national Harvester Vice President to the conclusion that people were 
a good investment. After 24 years service, he saw his company descend 
to a survival level in 1982, coping with, am::mg other things, a 70% 
annual turnover rate in DP. He had seen good tines and bad tines. 
When asked what he had learned during the difficult tines, he said 
"I've leamed the value of people who leave when you never expected 
than to. I've leamed that growth and expansion, even in good tines, 
has to be terrpered with good planning. And I've leamed how .inp:>rtant 
it is to maintain good cc:mrunication With people. That's what I have 
leamed". 
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Writers .and Consultants agree with Business tycoons. 

Merrill Cherlin8writes in Datamation that "The best way to 
prevent bumout may be to w:>rk for a progressive c;:orrpany that recog­
nizes that people are the oost irrq;lortant asset, and nurtures and 
challenges and rewards this asset". 

Robert Alloway, 9eonsultant, is quoted as saying "In these 
turbulent times, Senior Executives are proving to be_much less access­
ible to their infonnation systems managers than they used to be. The 
price paid for such inaccessibility is the develop:nent of less­
relevant systems and the shortsighted gutting of plans for systems 
that·w:>uld best prepare co:i:porations for the future". 

Janet Crane10writes in Datamation "Despite the widespread 
attitude that computer folks are technically oriented and want _to 
stay that way, indications are that ~es with low tw:nover rates 
are those that have directed attention to people management, career 
develop:nent for their systems people". In the same article Ms. Crane 
quotes DaJ:Win John of Scott Paper Carpany "When DP people are 
challenged and given the opportunity to participate in the overall 
business thrust, turnover is alm:Jst obliterated". 
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Finally, in Conputer Decisions11, we find an exarrple of a 
carpany showing its concern for people in general and setting an ex­
arcple for its employees by a statement of philosophy. Hewlett-Packard, 
in 1957 in their statement of objectives said "'lb honor our obligations 
to society by being an economic, intellectual and social asset to each 
nation and each com:nunity in which we operate". L. A. Fulgha!'(\, a 
personnel manager for HP, says turnover at HP is very low. 

The picture is clearly in focus. over and over, we see the same theme 
repeated. Take care of your people and they will take care of you. 
The ~es enjoying the least tw:nover are the ones who emphasize 
the value of good people, who reduce stress and resultant burnout 
in the lives of their employees. 

Conpanies, then, to get the m:>st retum on their investment 
in the DP-er must do the following: 

(1) Be alert to indicators that DP personnel are burning out. 
They are universal when it comes to dissatisfied w:>rkers. 
They take longer lunch hours, they are absent nore. They 
spend a lot of time standing around, visiting, etc. 



(2) Have flexible working hours as Illlch as possible. Creativity 
cannot be tumed on at 8 A.M. and off at 5 P .M. 

(3) Make provision for educational ti.me for your DP professionals 
to keep updated. 

( 4) Make arrangements for corrp ti.me. Most DP-ers put in a lot of 
e'letra ti.me. They don't necessarily benefit by receiving 
I!Dre I!Dney. They really need ti.me off. 

(5) Identify the needs of your DP people for I!Dtivational 
purposes. 

(6) Make an effort to get the DP-er into the mainstream of the 
Business operation rather than having him secluded in an 
isolated area. 

(7) Make an effort to structure career paths for your top people 
rather than put them in a dead end situation early in their 
careers. 

(8) Do not use the same standards to measure DP personnel as you 
use in other departments. 

(9) Leam to appreciate their creative intelligence and use their 
analytical skills. 
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(10) Fducate your people in cetlpany philosophy with a view to de­
veloping a sense of loyalty. Give them an opportunity to take 
pride in the corrpany they represent. 

In conclusion, let us say that given the conscientious, JIK)ral 
nature of the majority of professional DP-ers and cetlpanies committed 
to treating them as valued assets, a significant reduction can be made 
in the stress-burnout-tumover toll that plagues Business and Industry. 
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A user friendly system is one in which the design of 
the interaction between the users and the equipment is 
enhanced or optimized. This includes both hardware and 
software and encompasses the environmental aspects in which 
the interface takes place. The design of the hardware 
addresses items such as: furniture design, noise and/or 
heat generated from equipment, adjustability and dimensions, 
spacing and location of control keys, and character quality 
on a display screen. Software design features include: 
formatting, utilization of coding techniques, semantics 
(meaning of the program language), menus, command code, and 
response time. 

Human Factors Engineering (or Ergonomics as it is often 
called) is the profession dedicated to the study of the 
interactions of people with the hardware and software of 
equipment and the impact of the environment upon this 
interface. 

When the friendliness of such an interaction is 
evaluated, its usability is usually quantified by 
monitoring performance (usually in terms of response time 
and/or error rates) of equipment operators (users). Other 
variables which also are evaluated are search time, 
identification, legibility, readability, and information 
processing time. Most of these items are relatively easy to 
measure and quantify in an objective manner. Other 
assessments are more difficult to quantify and are usually 
measured subjectively (e.g., using rating scales). 

The purpose of this paper is to report recent research 
by Human Factors Engineers in areas that are of major impact 
to users of computer terminals. These areas of interest 
are: te~minals (i.e.,displays, screen treatments, key­
boards), furniture (i.e., chairs), environmental considera­
tions (i~e., lighting), and software (i.e., information 
coding with emphasis on the use of color). 



Furniture 

Recent research has demonstrated that correctly 
designed furniture may have far more impact on overall 
comfort and stress symptoms than previously believed. 
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Until recently, most chairs for workers consisted of 
body support in the form of a seat pan with a back support 
(usually restricted to support the middle of the back). The 
better designs allowed for adjustment of the height of the 
chair seat, and possibly, the angle of the back. Some even 
provided an adjustment of the height of the back. 

Most of the mechanisms used to control these 
adjustments have historically consisted of manually operated 
knobs or cranks. Most of these controls have been "less 
than friendly" due to excessive torque resistance, 
incompatible in design with the shape of the human hand, 
and, even at times, unsafe (e.g., pinch points or knuckle 
cra~kers). 

The last decade (particularly in Europe) has seen a 
move toward "the humanization" of furniture, especially 
work furniture. Major design moves in this activity have 
occurred in the last five years. Some of these changes have 
directly resulted from the studies conducted by Human 
Factors Engineers (Ergonomists). These studies (both 
laboratory and field) have demonstrated a number of 
interesting factors regarding the use of chair adjustment 
features. The first is that many users do not realize the 
existence, relation to overall comfort, and/or the range of 
variability of the adjustment mechanisms of their chairs. 
The second is that although they may be aware of these 
items, they may not use them due to some of the "less than 
friendly" characteristics listed above. The third is that 
they may not be correctly adjusting the chair to the most 
advantageous position for their body dimensions and task 
requirements. The forth is that even if the subjects 
correctly adjust the chair, they often complain of postural 
stress ·because most chairs do not supply properly 
distributed support. The major coriclusion of these stadies 
demons~rate the need for adequate education in the proper 
adjustment of chairs. 
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These studies have shown that a properly designed chair 
should provide a seat and back shaped to the body and 
that the back support should extend the whole length of the 
users back. 

Current recommendations are based on the findings of 
these recent studies. The height and angle of both the 
seat and back should be adjustable. The height of the 
seat should be adjustable both in an upward and downward 
mode. The seat should also have a tiltability feature 
with the pivot at the back of the seat, providing the 
ability to raise or lower the front edge of the seat from 
a position horizontal to the floor. 

Field studies have also indicated that the normal 
sitting posture of workers is not that as shown in 
textbooks or brochures on furniture (particularly work 
chairs). These studies have demonstrated that people adapt 
and change their sitting posture to one that is the most 
comfortable to them. This is usually not the straight 
upright back perpendicular to the thighs ~hich are 
horizontal to the floor and perpendicular to the lower legs. 
In contrast, for instance, studies of VDU workers show that 
they lean back in their chairs resulting in a back/thigh 
angle greater than the 90 degrees seen in references and 
extend their legs in a more forward position. Researchers 
have explained that this position more closely approximates 
a standing position which induces less strain tha~ a sitting 
position on the lower lumbar region of the back. 

The results of these studies have even more extensive 
conclusions. Because of this backward lean of workers, the 
height for typing on a keyboard has been demonstrated to be 
higher than currently believed correct. For example, 
Germany has legislated that the center row of the alpha 
section of a keyboard should be at 30 mm (1.14 inches) from 
a table top which is located 720 mm from the floor. This 
dimension was based on postures as shown in standard text 
books. Field and laboratory studies have indicated that 
users not o~ly prefer to key at a height higher than these 
dimensions but that they perform better and incur less 
muscle stress. 

There are other results that also should impact the 
design of VDT equipment. Studies have demonstrated that 
although a palm rest located along the front plane of a 
keyboard may provide a resting support for the wrists, it 



impedes the performance of a high speed typist. This 
appears to be due to the interference of the downward 
movement of the palms of operators. Therefore the need 
and preference of a palm rest is dependent on the ,task 
or application. 
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Another factor in the "friendliness of furniture" is 
the location of equipment, particularly the display 
terminal on a desk top. Most displays are limited in their 
location by the space available on the desk surface and the 
dimensions required by the technology. In most displays, 
this space is occupied by the length of the cathode ray tube 
inside the VDT cover. These restrictions usually result in 
the display being located so that the screen is 50 cm (20 
in.) from the user. Field studies have shown that when 
given increased table top depth, users prefer .to place the 
screen between a range of 61 cm (24 in.) to 93 cm (37 in.) 
from them. The average preferred distance was 76 cm 
(30 in.), whic~ is 10 inches greater than the distance at 
which most ~isplays are usually located. 

This finding has interesting implications for vis .. ual 
comfort. Most reading glasses are prescribed for a view­
ing distance of 30 cm (12 inches). Some of the reasons 
for reported complaints of visual discomfort at a VDU 
are based on the fact that this prescription is incor­
rect for typical screen viewing distance (typically 
at 50 cm). If users are given the.opportunity to move 
VDU'• furt~er from them (with increased table to~ 
space or a change to·a ne~ technolo~y like a flat panel 
display), this problem will be confounded because 
the commonly pres-cribed focal length for lenses will 
be even more inappropriate. 

The ability to tilt or swivel a VDU also enhances the 
"friendliness" of the system. Most of the advantages 9f 
these adjustments are due to the reduction of reflec­
tions or glare spots from the screen. Others are based 
upon providing a comfortable viewing ~ngle for operators 
of different heights. 

Some reflections. can be reduced with the use af 
screen treatment~ (like etched, micro mesh, or coated 
filters). Others can be significantly reduced with the 
proper design and use of office lighting. The following 
section will address these factors. 
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Screen Filters 

Many of the widespread complaints of VDT operators 
relating to vision are the reflections visible on the screen 
surface. Reflections are images that are mirrored from the 
surface of the screen. Glare spots are bright areas that 
are a brighter illumination than the ambient screen bright­
ness. Most glare spots are a result of illumination sources 
in the environment, like windows or flourescent or task 
lights that can be seen reflecting off the screen. 

Reflections and glare spots are a source of visual 
distraction and reduce the contrast of the characters on the 
screen. This phenomena is particularly relevant to screens 
with negative video (light characters on a dark background). 
One of the reasons preferences have been demonstrated for 
positive video (dark characters on a light screen) is that 
illumination reflections are not nearly so visible because 
they blend into the white background and do not reduce 
character contrast. Also, the transfer of familiarity with 
printing on paper may have more influence on user's pre­
ferences than any oth~r factor. However, the light back­
ground may add more glare to the user's visual environment 
than a dark screen. In fact, .the perception of flicker 
on positive video is greater than negative video. In addi­
tion, characters on positive video look smaller (thinner) 
and usually cannot be recognized at as far a viewing 
distance as those on negative video. This occurs because 
of the "blooming" effect of white or colors highly de­
saturated compared to dark colors. 

There are currently available several methods of 
reducing reflections and/or glare from. screen surfaces. 
These include: etching or coating the surface of the 
screen, or placing a filter such as nylon mesh, tinted 
plastic, circular polarizer, or combinations placed onto 
or over the screen. The most popular devices appear to be 
the etched, coated or mesh filters. There are advantages 
and disadvantages wh.ich should be considered prior to 
deciding which one to use for a particular application. 

An "etched screen" is one that has been textured to 
reduce reflections and glare. The treatment is effective as 
a diffuser of reflected images but the inherent result is 
also a diffusion of the characters on the screen. Some 
etched screens are also color tinted which results in the 
screen looking darker and may appear to enhance the 
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character to screen contrast. 

The "mesh" technique is the plac~ment of a fine nylon 
mesh over the face of the display screen. The mesh greatly 
reduces reflections and glare, but there are four 
disadvantages: 6ollection of dust between the fibers of 
the mesh, fragility, limited viewing angle, and geometric 
wave patterns (bars or rings). 

The "coated" filter is one in which an optical 
treatment is applied to a substrate placed over the 
screen. This method is also very effective in reducing 
reflections and glare. The major disadvantage is the 
susceptibility of the filter to fingerprints which are 
visual distractors and reduce character to screen contrast. 
Fingerprints must be removed from the screen with a 
cleaner. 

There has been some research conducted to evaluate the 
impact on viewability of these different screen treatments. 
Studies have demonstrated that the coated filter results in 
the least character distortion. Research currently being 
conducted should indicate which filters should provide 
maximum resolution with particular display technologies 
in different illumination conditions. 

Utilization of Information Coding Methods 

Research and experierice has shown that when information 
is presented in a coded form it can enhance transfer between 
the display and the user. The coding techniques 
commonly utilized to accomplish this enhancement are: 
blinking, underscore, brightness, reverse video (polarjty), 
alphanumerics, shape, clustering, graphics and color. 
A vast amount of research has been conducted.on the 
advantages of these different types of coding techniques. 
Selection of the proper coding ha~ been demonstrated to 
depend on: the application (task), the display 
technology, the unique ·characteristics of the code, 
the ambient illumination conditions and the.user's visual 
characteristics, education and experience. 

The superiority of a particular coding technique 
is primarily dependent upon the "task" to be performed. 
This includes such imbedded considerati6ns as: relevancy, 
redundancy, consistency, rationality, translation, and 
association. 
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The "relevancy" of a code conveys its appropriateness 
for a particular application. For example, characters coded 
in red are more appropriate to display a dangerous condition 
status (e.g., error message, overdrawn customer, or 
radiation leak in a nuclear power plant). Less obvious 
relevant types of coding include the use of "clustering" and 
graphics to show weather conditions on a map or "brightness" 
to segregate recently input data from previously stored 
data. 

"Redundancy" is the duplication of coding to increase 
the conveyance of a meaning. Incorporating an additional 
coding technique further enhances the focus of attention 
attracted by the change in the image. Therefore, if a 
blinking image is further coded with a color different 
than the other images on the screen, the attention power of 
the change would be even more enhanced. This occurs because 
research has demonstrated that attention is most quickly 
attracted by sequentially fluctuating the illumination of 
an image, rather than by increasing the illumination to a 
steady state. 

Whatever coding technique is selected, "consistency" 
has been shown to be one of the most important consid­
erations of system usability. If a code is inconsistently 
applied, the result will be a decrease in user performance, 
increase in mental load, frustration, training and 
retraining time. If reverse video is used for input 
fields, for one application, underscore should not be 
used for input fields in another application in the same 
user's environme~t. 

The coding technique selected should reflect the 
"rationality" of the user's expectations and/or 
understanding of the code. Much of this consideration is 
based on the educational and cultural familiarization of the 
user. What may seem very rational to a computer programmer 
(e.g., machine language) may not make any sense to a user 
unfamiliar with computer technology. For example, 
the command code "execute" may appear very irrational 
to a naive user. Recent advances in friendly software 
has enhanced rationality of some languages. 

The "association" value of a code can also determine 
its impact on overall usability. As with the use of 
rational codes, this con~ideration is largely culturally or 
educationally determined. Certain bolors have high 
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association values, (e.g •. red for da~ger or stop, green for 
safe or go). Also, spatial groupings usually mean that 
similar kinds o.f information or items belonging to a common 
classification are located id a similar ~pace or plane. 
Certain types of graphics ~re m~~e associated with 
displaying scientific information; others may be more 
associa~ed with displaying business status. · 

The "displiy t~chnology" can also influence the 
usability enhancement of a coding methodology. The 
technical considerations. include chromatic characteristics, 
saturation, brightness and contrast. Some displays are 
limited to the humber of coding techniques they can produce. 
Others are limited by the qJality of the images. Some 
displays .do not provide controls to properly adjust 
brightness or contrast. Only recently have displays been 
sold that produce high-quality positiv~ video. 

Some of the "char~cteristics of the user" 
consid~rations ha~e been. pr~viously mentioned. These 
include: training, associations, expectations, and 
cultural differences; others include perception, visual 
deficiencies, transfer) and cognition. One consideration 
often ignored in use of displays is the age o~ the user. 
Elderly workers are less sensitive to. saturated colors on 
the low end of the electromagnetic spectrum~ Therefore,· 
saturated blues .should be avoided to encode important 
information viewed by this user group •.. A sizable percent, 
csi or more) of the male population is color deficient. 
Care should b'e exercised that colors susceptible to these. 
deficiencies be avoided~r desaturated, and in particular, 
colors easily confused should not be grouped when used 
to differentiate information. .T.he a.bility to detect 
detail is dependent on a particular visual anomaly. 
Individuals with;catar~cts are reported to perceive 
information more easily in ne'gative video (light 
characters on a dark backgr6~nd), where~• individuals 
with glaucoma ma~ more easily see image• displayed .in 
positive videci (dark chat~cters .on a ~ight background). 

The "ambient illumination" can impact th.e effectiveness 
of the coding technique. For example, information on 
color displays is usually more clearly perceived in 
ambient illuminatio.n (.20.0-300 lux) lower thc:m the average 
office (500 lux), bepause bright lights ma.ke the colors 
become "more washed ~ut" (the contrast appears reduced). 
If the ambient illumina~i.on is excessively high (e.g., 



1200 lux), the contrast, and hence the legibility, may 
even be severely degraded on a monochromatic display. 
In addition, the amount of reflections from the screen 
surface should be evaluated. If there are many reflec­
tions on the screen from overhead lighting or light 
colored objects (like white shirts), the utilization of 
illumination coding techniques like brightness, underscore 
and blinking.may not be detected as quickly, if at all, as 
other codes like clustering and shape. Again, this is 
due to a reduction in the contrast of the characters to 
the screen background. 

Color Coding 
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Host of the research comparin~ color coding techniques 
has, been historically conducted using media other.than 
visual display units. For this reason, many of the findings 
may not be applicable to VDU images because of the 
inherent differenQes in character generation and therefore 
their impact on visual processing. Displayed images are 
refreshed and,, in general, have a much poorer image 
resolution (e.g. blurry edges) than. a printed image. In 
addition, environmental images are not reflected from the 
face of a document like they are from a screen, although 
glare may rie emi~ted from a docu~ent (especially with high 
gloss paper) as well as reflected off a screen. The 
fi~dings reported in this pa~er are mostly a summary of 
historical research in color coding and, therefore, may not 
be valid when considering the use of color for display 
applications. Fu~ther research is necessary to evaluate tbe 
relevancy of past research and the similarity of findings 
from studies of color on documents to color on displays. 

General research in color coding has demonstrated that 
color: a) is superior in identification when compared to 
shape, size, and brightness; b) is easier to distinguish in 
the periphery of the visual field (off center viewing) than 
either .~ize o~ ~hape coding; c) is learned faster and 
remembereQ longer than information presented achromatically; 
and d) requires fewer eye movements to locate information. 
In regard to the last finding, color may be viewed as a 
technique to alleviate visual discomfort because a reduc­
tion in excessive eye movements relieves muscle fatigue. 



When evaluating the cognitive aspects of color, it has 
been shown that the brain processes information more 
effectively With color coded fnformation·than when 
information. is coded alphanumeric~lly. Also,·. response 
time waS> repo:rted· to be fa'ster when viewing information 
coded in. color compared to shape cocUng or achromatic 
information; · 

·Ther.e haV;e been sqme ·recent studies evaluating. the 
enhancement of usability when using a "multi-color" display 
compared .to .a single color (monochromatic) display. 
Most of the research has been conducted for military appli­
cations, but recently, more scientific analysis has been 
conducted on utilization for. office and/or manufacturing 
applications. 
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Studies conducted comparin·g these two types of displays 
demonstrated that the lQUlti-col,ored display reduaed: training 
time, improved readabil~ty,. reduced search time, . incre.ased 
performance, and is mor'e. preferred. It has beel'1 · 
demonstrated that the adV:ant'ages of a multi-col.or· display 
are most obvious when information is presented irt·a complex 
format. The types of information that c.an best be· color 
coded vary between applications. ·. Based on the research 
conducted thus far,• ·t.he "'in.formation that best lends itself' 
to improved proce.ssing by color ·coding is that which should 
be remembered, located, i~entified, changed or corrected. 1n 
addition, fields of j.nformatio.n (e.g. input .or outpi,tt) a~e 
also e;ood ca!'1didates for color·. coding. 

, -~ c 

In general, tne following colors. have been sho~g to be 
inost successfully used for the indicated types of ... 
applications: red - danger, warning; errors; blue -
borde~s; green ~ normal data eritty; white - output 
information; yellow ,. control areas. Certain color c9mbina­
tions are riiore easily seen thart others, arid ~hould be 
utilized when information is to be segreg~ted. These 
include: red/green·, red/b);qe, blue/yeltJ!ow, · or combinations 
like red/blue/ye.llow. Cold.rs that are· d:milar in hue .but 
differer'lt in saturation can be used to display a subtle 
difference. Examples of these are: bfoe/turquoue; red/ 
pink, green/C:haftreuse, yeJ.;l.'.ow/whi te. · 

One of. the most important considerations J;.o remelllber · 
about any coding technique ·1s that 1 t can de~rease th.e · · 
usability, and degrade performance if inappropriately used. 
When problems occ~r, they a•n generally be traced to the 



following reasons: inappropriate application, improper 
format, lack of user training, inconsistency, confusion 
and/or perceptual problems. The solution to most of these 
may be obvious. However, perceptual problems such as: 
identification, discrimination/flicker, glare, confusion, 
adaptation, and varying distance effect may not be as 
apparent. Many of these problems can be easily remedied. 
For instance, the perception of flicker can be reduced 
if the brightness of the characters is reduced. The 
varying distance effect (e.g., blue images look closer 
than red ones) can be alleviated if the ambient illumi­
nation is increased. 

General guidelines for the use of color in multi-color 
displays recommend that the utilization of color be 
consistent, the choice be conservative, and that colors are 
best grouped into large areas as opposed to small spot 
identities. · 

In summary, the advantages of a colored display have 
been shown to aid in: attracting attention, locating, 
identifying, prioritizing, defining, creating realism, 
improving associations, segregating, grouping, chunking, 
memory, discrimination, simplification and aesthetics. 
These advantages have been demonstrated to result in: 
reduction of eye movements, a higher level processing, 
improved perception, performance, and usability. 

Conclusion 
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User friendly· systems are the result of good and 
appropriate research and the incorporation of these findings 
into product design. However, the friendliness is also 
a result of the proper use of the product (or system) and 
thus, to a large extent, depends on the education and 
motivation of its users. 

This paper was presented to show recent research. 
that has demonstrated how terminal design factors can be 
utilized or modified to enhance user friendly VDT systems. 
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The past decade witnessed important changes in the 
type of programming performed and the ways in which this 
programming was managed. The emphases shifted from systems 
type programming (compilers,operating systems,etc) to 
applications type programming. The management of the 
programming effort changed from an ill-defined art to a 
structured approach more closely resembling a science. 

While much has been accomplished in development of 
design methodologies, one important problem unique to 
applications type programming continues to be overlooked or 
improperly addressed. The problem is the method developers 
use to determine the needs of the applications' end user. 
Industry journals recognize the symptoms but do not 
correctly identify the source of the problem. 

The problem concerns information gathering, not 
i n f o rm at i on man a g em e n t • T he so l u t i o n mu s t i n v o l v e th e 
user's role in design. Current efforts seek to improve the 
way user input i·S incorporated into the product but not the 
way user input is originally solicited. 

This paper will demonstrate that this problem exists 
and will explain why it is overlooked today. Finally, it 
will propose ways in which the user's role in design can be 
amended to solve the problem. 

A BRIEF HISTORY 

In a keynote address given at the IEEE Spri nq '76 
COMPCON, Robert McClure offered a brief synopsis of the 
programming effort since 1956 [8]. In the first decade the 
major contributions were generalized programming tools 
(high level languages like FORTRAN and COBOL were amonq the 
most important of these tools) and hardware developments 
which allowed programmers to begin working on-line. 
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The second decade's contributions were methodologies 
instead of products. According to McClure, in this decade, 
" software stopped being fun and games and was 
recognized as a serious business."([8], page 7). T'hese 
methodologies were a response to the pro bl ems encountered 
in early attempts to design large software systems. This 
decade may have signalled an end to the fun but the 
interest in programming as an industry continued to sw~11. 

Four events from this second decade marked the 
beginning of the structured programming movement. These 
events continue to influence thinking and writing about 
software development today. The four events (in no 
particular order) are: 

1. The NATO conferences of '68 and '70 which 
introduced common problems with design of 
systems and coined the term "software 
engineer". 

2. Publishing of The Mythical Man Month by Fred 
Brooks i n Nl 9 7 5 L 3 . J • 1 he book re 1 ate d act u a 1 
problems encountered in a large design effort 
and exposed shortcomings of the (then) current 
theories concerning project management. 

3. Publishing of The Psychology of Computer 
Programming by G.M. 11leinberg 1n 1971 LlZJ. 
This book attempted to describe the demands the 
programming task makes upon programmers and the 
characteristics programmers should have to best 
meet these demands. 

4. Publishing of the article, "Chief Programmer 
Team Management of Production Programming" by 
F.T. Baker in 1972 [2]. This article 
introduced an effective organizational 
structure for programming projects. 

This second decade also saw the programming effort 
shift from systems programming to applications programming. 
This important occurrence introduced the non-professional 
end user into the development picture. 

McClure's history of software development remains 
fairly complete today even though it is seven years old. 
Much has been accomplished of course but the list of major 
changes still stands at two: 

1. First decade advances brought the programmer 
closer to the ~achine. 

2. Second decade advances brought the untrained 
user closer to the machine. 
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CURRENT DESIGN METHODOLGY - AN EXAMPLE 

The results of second decade research were new 
methodologies outlining better ways to create software and 
to manage the creation of software. The overall result is 
often cal led structured design. A structured approach to 
design breaks up the design task into standard sub-tasks. 
Each sub-task should have well defined starting and ending 
points and specific required results. The better software 
developers today realize significant improvements in 
product reliability, product maintainability and general 
project accountability by employing some type of structured 
design method [6], [10]. 

A typical application design method has an 
initialization stage during which the proposed project is 
roughly defined, the project's market is assessed, and some 
type of go/no-go decision is made. This stage concludes 
with a rough schedule of the rest of the project's 
development stages. 

The next stage is an attempt to determine general 
project requirements and user needs. This stage typically 
consists of meetings between users and developers. The 
goal of these meetings is to generate a list of 
requirements (requirements defi ni ti on document).. From this 
document, a conceptual design is developed. In the best 
cases the developer walks through the requirements 
definition and the conceptual design with the user. This 
stage concludes with a list of project requirements which 
has been approved by the user and a refined schedule of 
remaining work. 

After the project definition stage, the project team 
turns its attention to specifying the input and output 
requirements of the system. This stage is often ca 11 ed 
external design. It results in a set of I/0 
specifications, a functional design of the system and 
another revised schedule of remaining work. 

The next stage is internal design. At this point the 
project team begins to think of the system's functions as 
groups of programs. The database (and/or other storage 
facility) is designed and a specific schedule for 
programming, debugging, testing and release of the system 
i s de v e 1 o p e d • T h i s s tag e r e s u 1 t s i n a f i n a 1 i z e d s c h e d u-1 e 
of remaining project activities and a list of programs 
comprising the project. 

We will concentrate primarily on the requirements 
definition phase of design methods. This sample 
methodology should provide general information and define 
some terms to be used later. 
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THE PROBLEM WITH DEFIHING USER REQUIREMENTS 

There are difficulties with performing each of the 
phases in the design methodology mentioned earlier. 
Creating applications systems. is a challenging task. 
However, while other problem areas stimulate research which 
generates more acceptable methods, the problem of 
determining user requirements achieves recognition but not 
results. 

Two recent surveys explored current software design 
problems and the solutions commonly proposed for these 
problems. In both cases, the problem of determining user 
needs was widely recognized as a serious shortcoming of 
current design methodologies. In both cases the solutions 
proposed were either too general to be of use or did not 
properly address the problem. 

John Lehman [7] gathered his data from fifty-seven 
actual projects. Lehman's survey centered on managerial 
and programming practices used, problems encountered and 
r e s u 1 t s o b t a i n e <!.. 0 n e a r e a o f q u e s t i o n i n g c o n c e r n e d 
preparation of requirements specifications. The comments 
by survey participants indicated that this area was an 
important concern to most managers. Managers' comments, 
" ••• reflected the complaint that specifications are all 
too frequently incomplete, ambiguous, inconsistant and 
plagued with seemingly arbitrary changes,"((7],page 129). 
As for solutions to the problem, " ••• virtually every 
comment stressed the need to. establish a closer 
relationship between the system user and functional 
analyst,"([7],page 129). 

Thayer,Pister and Wood [11] conducted a different type 
of survey. Their's concentrated on identifying which (of a 
1 i st of twenty) problems were considered important and on 
de term i n i n g th e so 1 u ti o n s mo s t fr e q u e n t 1 y p r op o s e d f o r 
those problems. One of the twenty problem areas concerned 
requirements specifications problems. The survey was given 
to several hundred people from various professions. An 
extremely high percentage (over 90%) of every profession 
rated the pro.blem of requirements specification as being 
important. 

The survey then went on to determine ttie most commonly 
proposed so 1. u ti on s for the prob 1 em • Th e re w a s n o s i n q 1 e 
solution commonly put forth for the problem of requirements 
definition (most entries fell into the "other" category). 
The second most commonly proposed group of solutions 
advocated the use or enforcement of existing techniques. 
The third most popular solution category, comprising only 
2.8 % of total responses advocated increased communication 
between user and developer ([11],Table VIII page 340). 
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WHY SUGGESTIONS ARE LACKING 

Research efforts recognize the problem of effecti~ely 
documenting user needs but do not identify solutions wnich 
directly address the problem. In applications work, the 
requirements definition phase is crucial. This initial 
phase must be performed well if the project is to have any 
chance of succeeding. The only sources of information 
available are the user's knowledge and the developer's 
know l edge • In my op i n ion , the 1 a ck of effective progress 
in the area of user requirements definition results from a 
failure to recognize the importance of this phase of design 
and a reluctance to consider new ways of soliciting the 
user' s kn owl edge. 

The tendency to overlook the importance of 
requirements definition to the product probably has some 
historical basis. As mentioned earlier, the emphasis on 
applications programming is a relatively modern phenomenon. 
Early programming efforts had to concentrate on getting the 
package to run because just getting it to run at all was 
difficult. New programming tools have changed this 
situation. It is now less difficult to get a piece of code 
to run. However, the old values ~till remain. The pri~ary 
goal is sti 11 to make the product work. After you get it 
runnin.g you can add in user friendliness, comments and 
other options to make the package more attractive. 

This type of thinking is completely inappropriate for 
applications programming. The application system has to be 
designed to fit its intended user. This fit cannot be 
added in as an afterthought. It must be a basis for 
design. It must be defined before design can begin. 
Failure to define needs first insures imperfections in the 
final product. The realization that these imperfections 
cannot be ironed out in later design phases should lead 
applications designers to place more emphasis on early 
definition of needs. 

The reluctance to consider new possibilities for the 
user's role is the main reason that the problem of 
requirements definition is frequently addressed improperly. 
Researchers who attempt to find solutions to the problem 
concentrate on improving methods of expressing the list of 
requirements (requirements definition languages) and on 
improving methods of implementing the list (programming 
techniques) but not on improving methods to generate the 
list. The user is supposed to present the problem to the 
developer and is then supposed to go away and come back 
when the system is finished. Unwillingness to alter this 
situation is largely the result of a conceptual block on 
the part of the developer. 
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Adams [l] defines conceptual blocks as, " .•• mental 
walls which block the problem-solver from correctly 
perceiving a problem or conceiving its solution,"([l],pase 
11). In the case of applications software development, the 
developer is blocked by a view that the user's role must he 
like that of any other customer just as the developer's 
role is like that of any other producer. The user pays for 
solutions, not for the chance to work on problems. 

This common view may apply for some industries but it 
cannot apply to applications development. Since the user's 
input determines ~uccess or failure in the resulting sytem, · 
the applications user must be given a different role. The 
first step to defining useful roles for the user is to 
eliminate the unnecessarv restrictions which current 
conceptual blocks impose ori the user's role. 

The failure of current research to properly attack 
problems concerning the user's role is indicative of a need 
for new thinking about applications-specific problems. 
Applications programming is a new field with unique 
problems. Research efforts today stil 1 focus on problems 
and approaches pr·oposed in the early '70s by Brooks [3], 
Baker[2] and others. Such efforts are not wasted but they 
do not address the problems which applications programming 
does not share with systems orogrammi ng. This is not 
surprising since the original thinking behind these efforts 
was in response to systems programming problems. 

REDEFINING THE USER'S ROLE 

In. order to improve requirements definition the 
developer must commit to allowing the user multiple chances 
to refine the requiremen'ts list. The current method of 
developing requirements' definitions consists of an effort 
by user and developer to create an initial list, an 
intermediate period to allow the developer to finalize the 
list and a final meeting to go over the final list with the 
user. 

This method does not succeed because it places an 
impossible demand on both the user and the developer. It 
expects the user to convey a 1 i st of all the important 
details of the application in one meeting. The method then 
expects the developer to fill in every gap in the user's 
list. The only feedback user and developer receive is the 
finalized specifications statement. The user will not be 
able to competely define the application at the initial 
meeting. The developer cannot know the user's specific 
application to the extent the user does. Neither party 
will be reminded of all items left off the list by looking 
at the list again. The method is bound to generate 
incomplete results even with multiple iterations because of 
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the lack of effective feedback. Methods which allow the 
user and developer to iterate based on effective feedback 
will provide more complete requirements lists. 

Because users are not programmers, it is impossible 
for them to determine the programmatic results of 
requirements information. Until they see some of the 
results of their suggestions they cannot know whether they 
have been too specific or too general or even whether 
something important has been left out. Martin [9] suggests 
prototyping of applications systems as a way to provide 
feedback to the user in the early going. The user and 
developer meet to draw up an initial list of requirements. 
The developer then uses a high level query language to 
develop a prototype (or mock-up) of the proposed system. 
The prototype serves as, "a focus for debate which helps to 
ensure that they (user and developer) are both talking 
about the same thing,"([9],page 64). 

After working (interactively) with the prototype the 
user makes new suggestions based on a new state of 
knowledge. The developer incorporates these suqgestions 
into the prototype and lets the user experiment further. 
These steps are repeated until user and developer are 
satisfied that all necessary requirements have been 
included. At this point the prototype is the requirements 
document to be used for further development ([9],page 64). 

The idea of using prototypes is one way of insuring a 
more effective initial phase of design. Other methods can 
be used (using ~1alkthroughs of external design work as a 
source of feedback for requirements' definitions is one 
example). These methods are effective because the user 
works with partial design results to support his/her own 
knowledge of the application. The important point behind 
such methods is that the requirements definition phase and 
external specification phase of design must be performed 
simultaneously instead of sequentially. The design effort 
will enter the internal design phase with the required 
planning documents (a requirements list and a functional 
design) but these documents will represent a more realistic 
view of user needs. 

CONCLUSION 

From the viewpoint of the user, applications 
programming can be described historically as a field which 
started as a mysterious art, is currently a valuable 
service and shows promise of becoming a personal tool. 
There often seems to be an awkward period in the life of 
any evolving process. I think it is fair to say that 
applications programming is currently in its teens. User 
and developer communicate well enough to generate 



excitement about the proposed s~stem's potential. However, 
the communication is often incomplete enough to allow for 
surprising and disappointing results. 

Current trends indicate that this state is not 
.permanent. Given cheaper, more powerful machines and 
h i g he r a n d h i g h e r l e v e 1 la n g u a g e s , u s e r s . w i 1 1 o n e d a y 
design packages f.or themselves thereby eliminating the 
frustration of communicating needs to another party [9]. 
Since this day is not here yet, software developers may 
make the first· move toward applications programming 
maturity. 

This paper has mentioned changes in the current design 
process which can help the developer determine users' needs 
more effectively. The important idea behind any change in 
the design process is that the developer must work with the 
user in order to best work for the user. Well targeted 
applications systems must sta-rrwtth this commitment. For 
both the user and the developer, it is a task which may not 
be technical but wh~ch is certainly not trivial. 

85 - 8 
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Prior to delving into implementing "relational data base" 
with IMAGE some discussion is required to provide some back­
ground information and to establish the boundries of the dis­
cussion. This section attempts to establish those boundries. 
First and most .important is the definition of "relational data 
base." Relational data base is defined to be a specific con­
struct of logical data definition, not a relational data base 
management system. Relational data base refers specifically 
to the logical manner in which the data is defined to the data 
base management system (DBMS). This definition and how to 
achieve it is the purpose of this paper. The relational data 
structure which is obtained in the "logical data model" por­
tion of this paper can be implemented on any DBMS; the physi­
cal model is tailored to the IMAGE enyironment. 

The characteristics of relational data structure were de­
fined by Dr. E.F. Codd in his paper on relational data base.1 
The process which he describes for reaching relational struc­
tures is called "normalization". To achieve "relational" data 
structures, data has to be at least in "third normal form." 
"Third Normal Form" data bases generally have no redundant 
data except for keys and have no calculated data maintained. 
Data in relational structures may be defined to even higher 
levels of normalization (i.e., fifth or sixth normal form). 
Each level of normalization solves data structure problems 
which occured in the previous level of normalization. Nor­
malization is generally achieved through a reduction process 
of all known data requirements. 

My analysis of Third Normal Form data structures provided the 
following findings: 

1. The data characteristics of third normal form, because 
of their origin in relational calculus, are too dif­
ficult for the average business systems designer or 
programmer to understand. 
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2. Third Normal form data structures for large data bases 
are "source level" data. That is, when the data is 
completely normalized there are no calculated data 
items maintained. 

). The totality of all tables and what data is in them is 
4ifficult for users of large data bases to comprehend. 

4. From a. bu,siness point of view, higher level data 
structures a.re apparent in large third normal form 
data. bases. This structure is the "Entity" structure. 
'Business Entities a.re identifiable a.s groups of tables 
a.nd those tables have specific characteristics. I 
found that true logical "relationships" exist only 
between business entities a.nd that the tables could be 
configured into hiera.chica.l data structures which 
described entities. These concepts have proven to 
hold true in a.11 data. requirement cases. 

5. For real-time access requirements to a. relational data 
base, direct (keyed) access to the data base coincides 
with entities and the hierachical structure of data 
within the entities. 

On the physical data management level, Dr. Codd's definition 
of relational structure is correct and essential to the cre­
ation of a DBMS which can accomodate the data handling re­
quirements of relational data structures. However, business 
data problems require a different method for defining data 
relationally. 

The level of normalization achieved through the Entity 
Relationship Analysis approach is different from those cur­
rently defined by Dr. Codd and his associates. For the pur­
poses of this paper, the level of normalization will referred 
to as "Extended Third Normal Form." Extended third normal 
form has ·all the same characteristics of third normal form 
plus some additional features. Since the third normal form 
structure is derived from Entity Relationship Analysis, there 
are some differences in the way certain terms are used. The 
most notable differences are as follows: 

1 • In Third normal form,. data is maintained in tables. 
'By Codd's definition, each table is an entity. Entity 
in the Extended Third Normal form is a "thing" about 
which data is kept and may be described by more than 
one table. 

2. In the Extended Third Normal Form, relationships exist 
only between entities. Data structures within enti­
ties are hierachical. 
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3. The method of deriving the normalized data base is 
based upon analizing data about business entities, 
rather than normalizing the data required to support 
known output requirements. 

4. The relational tables are "indexed" by entity provid­
ing a structured means for users to comprehend large 
relational data bases. 

There are a number of other differences: however, these are 
the major conceptal ones. 

In order to support relational data structures, certain func­
tional capabilities are required. In the HP 3000 and IMAGE 
environment, a number of software tools are necessary to sup­
port the relational processing. The primary tools used to 
implement the relational data structure on an HP 3000 in a 
prototype environment were: 

1. IMAGE - IMAGE is used as the underlying file manage­
ment facility. This facility is transparent to the 
application progammer just as indexing facilities 
generally are in pure relational DBMS'S. IMAGE recov­
ery facilities are used to protect data integrity. 

2. Quick, Quiz, and QTP - Quasar's "Q" language rs are 
used as the high level language to support the rela­
tional DBMS. 

3. QSCHEMAC - Quasar's compiled Qschemac which drives the 
"Q" languages is used as the relational DBMS. All 
program code interacts with this facility rather than 
IMAGE directly. This facility is also used as the 
prime security control for the relational data base. 

4. Integrated Data Dictionary - This is an interactive 
facility for defining data about data. This facility 
provides several utilities for managing and manipulat­
ing the IMAGE data bases and Quasar's Qschemac. This 
facility also provides extensive inquiry and reporting 
facilities which are tailored to Entity Relationship 
Analysis. 

5. ADAGER - This facility is used to dynamically change 
the IMAGE data bases as required by the relational 
environment. 

Even with this set of tools, all relational functions are not 
satisfied. However, the system functions relatively well com­
pared to other relational environments. 
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INTRODUCTION 

Entity Relationship Analysis is a structured process for 
defining Extended Third Normal Form data bases based upon 
logical understanding of business functional requirements of 
application systems. This paper assumes that the business 
analysis has been completed. The process of creating a rela­
tional data structure consists of the following three steps: 

1. Entity Relationship Definition 

2. Logical Data Structure Definition 

3. Physical Data Structure Definition 

Each of these steps creates a diagram which graphically rep­
resents the data structure at that level. Information for 
these models is loaded into two data models which describe the 
data. These data models are most conveniently maintained in 
an interactive dictionary. These models are called the Logi­
cal Data Model and the Physical Data Model. The remainder of 
this paper is presented in terms of the processes required to 
complete these models. Maintenance to the relational data 
structure is performed interactively in conjunction with the 
existing data models defined in the dictionary. 

LOGICAL DATA MODEL ANALYSIS 

The organization is viewed as a whole, having a single 
data base. An organization may be defined within the "politi­
cal" and "technical" limitations as required; optimumly it 
would be the complete organizational (corporate) entity. 
This, however, is not always feasible. Application Systems 
are "logical views" of the complete data base from a particu­
lar point of view. It is assumed that the Logical Data Model 
for the Application system under review is or will be sup­
ported by a Extended Third Normal Form data base. The method 
used to create the single data base is Entity Relationship 
Analysis. This process creates a logical data base as seen by 
the "user". Using this methodology a single data base can be 
created in a building block fashion through the traditional 
"one application at a time" approach. That is, the organiza­
tion's total data requirements do not have to be defined prior 
to building or replacing all the operational systems. Entity 
Relationship Analysis is used for each application, but the 
analysis always builds upon or extends the organization's ex­
isting logical data model. Logical Data Models are not built 
for each application. The data gathered in this analysis pro­
cess is stored in a data dictionary and is available to all 
development projects through the evalutionary process of .ap­
plication development. The most critical part of this method 
is the data analysis and the single most important factor in 
this approach is the point of view for the data analysis; it 
must occur from the "single data base" concept. 
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This concept should be understood and accepted by all develop­
ment projects. Management o.utside the data processing area 
will and need not, be concerned as long as "their application" 
is produced in a timely fashion. (Actually the same principle 
can be applied to individual applications, but the benefits 
are not as substantial.) 

The work on the logical data model begins after the com­
pletion of functional or business process analysis. The data 
analysis is always top down. To begin the Entity Relationship 
Analysis, an Entity relationship Diagram is created. 
Knowledge to begin the analysis is based upon the designers 
general knowledge of the business processes required to sup­
port the application. An Entity Relationship Diagram illus­
trates all data entities used by the application system and 
the natural relationships between the entities. Figure 1 is 
an Entity Relationship Diagram for a Data Processing Project 
Control System. 

Entities are things which the organization maintains data 
about. They are "nouns". They can exist independently and 
each occurrence of an entity must have its own unique iden­
tifier. This implies that within the complete logical data 
base, there will be only one occurrence of an entity; i.e. no 
duplicates. This must be a manageable task from a data main­
tenance view. 

The entities. are depicted by single symbol (any symbol 
such as a square, rectangle or circle could be used). 
Relationships between entities are expressed by lines and ar­
rowheads. There are only three types of relationships which 
exist; One to One (represented by a line with a single arrow­
head at either end); One to Many (represented by a single ar­
rowhead on the One side and a double arrowhead on the Many 
side); and Many to Many relationships (represented by a line 
with double arrowheads on both ends). Entities are things 
(nouns) about which an organization keeps data. Some entities 
will be quite clear such as employees, purchase orders, ven­
dors, etc., others will be grayer, but the analysis will make 
the entities obvious. One saying is, "One man's entity is 
another man's attribute". The point of view of the complete 
organization's needs will make these answers clear. 

The Entity Relationship Diagram is a single page that has 
all entities of the system shown. Each entity is tested 
against the others to identify whether or not the two are re­
lated. Each relationship creates two questions: how many 
entity number two's occur for each entity number one and how 
many entity number one's occur for each entity number two. 
This process identifies the type of relationship as One to 
One, One to Many, and Many to Many. Once all relationships 
are documented the number of relationships should be 
minimized. 
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Basically, if there are more than t_wo ways to get from one 
entity to another, the paths should be reviewed to determine 
if all should be necessary. This determination is not black 
or white. In some cases, duplication of relationship paths 
should occur in others they should not. 

One special entity is the accounting entity. The Third 
Normal Form (or source level) for accounting data is a "trans­
action". This is a logical business "transaction". Each type 
of transaction is an entity. It has been indicated that no 
summary data is kept in the corporate data base. For account­
ing data, this is still true. Some accounting transactions, 
such as month-end journal entries are summary entries. These 
are still source level and are recorded like all other trans­
actions. This is an intuitive decision, but it will be clear 
from the analysis. Another entity which always exists is 
"day". 

Each entity and relationship identified in the Entity 
Relationship Diagram should be defined in the data dictionary. 
A paragraph should be written to logically define each entity. 
The initial Entity Relationship Diagram (ERD) will likely be 
modified by the additional data analysis of the Logical Data 
Structure Diagram. Expect to change the ERD; more than likely 
you will not have defined all the entities you need to support 
the application. The relationship definitions in the dictio­
nary are more factual in nature and will not require as much 
narrative or logical description, al though the justification 
or what the relationship represents must be defined. It is 
this definition process which will clarify many gray areas. 

The next step of the data analysis is to define the Logical 
Data Structure required to support the application. Figure 3 
is the logical data structure diagram for the Project Control 
System. The Data Structure Diagram is initially created from 
the Entity Relationship Diagram. At this point one must first 
understand how data (attributes - really adjectives) about an 
entity are structured. The data (attributes) for an entity 
always fall into one of five categories: 

1. Non-Repeating Attributes. These are data elements 
which occur only once for each occurence of the enti­
ty. For example, "date of birth" for an employee. 
There is only one logical group of non-repeating at­
tributes for each entity. 

2. Repeating Groups of Attributes. An entity may have 
any number of groups of repeating attributes. A 
repeating group is a set of attributes which repeat at 
the same frequency for the entity. An example of this 
is line i terns of a purchase order or addresses for a 
vendor. 
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3. Relationship Groups. A relationship group must occur 
for each Many to Many relationship an entity may have 
and/or any relationship which has attributes. 

Each relationship group must contain a minimum of the 
keys to the entities of the relationship. A relation­
ship may include any number of the entities, but be­
ware of those which include more than two. The 
relationship group may also contain attributes which 
modify the relationship of the entities as opposed to 
either of the two entities. Be sure to make the ad­
jective modify the correct noun, and a relationship is 
a special noun. It is not an entity, .. but it is a 
noun. Relationship groups are "shared" between 
entities. 

4. Relationship Repeating Groups. Each relationship may 
also have repeating sets of attributes. These are to 
be defined in repeating groups for the relationship. 
A relationship may have any number of repeating 
groups. 

5. Repeating Group-Repeating Groups. A repeating group 
of data may be modified by any number of repeating 
groups. 

Figure 2 illustrates the conceptual structure of the logical 
data view of ari entity. Under this concept of data defini­
tion, 'the concept of an "occurrence" of an element within a 
group is eliminated. If an element or set of elements needs 
to occur more than once, then a repeating group is required. 
Additionally, none of the groups describing an entity have 
"summary" data included. All data is maintained as "source" 
or lowest normal form. Any "calculated 4ata" or "information" 
is assumed to be obtained through processing. There is no 
identification of "conditional" data. The conditions for 
storing data. are a function of the program application code 
which updates the data. 

To create t~e<togical Data Structure Diagram (Figure 3 is a 
Logical Da"l;a.. Structure Diagram for a Project Control System), 
start with the Entity Relationship Diagram. Draw one non­
repeating ·group for each entity. Again symbols for data 
groups are·. not impo.rtant, but pick one symbol to represent 
"groups." Each data group should contain a designation of the 
type of group Non-Repeating (NR) Repeating Group (RG), 
Relationship (REL), Relationship Repeating Group (RELRG), or 
Repeating Group-Repeating Group (RGRG). Next .draw in a 
relationship set for each Many to Many relationship and any 
relationships which have attributes. Use lines to draw in the 
One to One and One to Many relationships. The Many to Many 
relationship groups generate One to Many lines from the entity 
non-repeating groups to the relationship group. This process 



Syste111 
ll:Escription I 1.:; 

Service 
ie1uest IJ(; 

[);?scriptic 

11wlicatio11 I N 
Sy~tcm 

Setvloe 
Request I.Ki 
lt>ascm 

FIGURE 3 

service 
lt><!U'St (OO 

ICjection 
11eason 

Ptn:IOCl' a:tn'RJI, SYS'l't>I 
L:>gical Data Structure L>iayram 

Task 100 
.1scriptioo 

·ras1c/ 
lll1ployea 

rctationshi 

Tine 
Sheet 

Project I ro 
Description 

l\..>Sponsi ble Ill 
~ 

t~sponsible 
Area ( 11; 

t:bscrlption 

,Job Cl ass U1•: 

CX> 
...... 

0 



87 - 11 

is also supported by the data dictionary. In the Entity 
Relationship Diagramming, all entities were entered into the 
dictionary. In this step all data groups for an entity are 
related to it. The relationship groups are defined only once, 
but related to all entities associated with the relationship. 
The logical definition of these groups will also clear up gray 
areas. These definitions are essential to "understanding" the 
data. 

At this point you may begin the detail work of data analysis 
element/attribute definition and analysis. Begin to associate 
and define each element with the appropriate group. Start 
with the "keys". Each occurrence of an entity has to have a 
unique identifier (unique within the occurrences of the enti­
ty). This key must occur in each group associated with the 
entity. In One to One relationships, the keys of the two en­
tities are maintained in the non-repeating group of the 
respective entities. In One to Many relationships, the key of 
the One is maintained in the non-repeating group of the Many. 
(Assuming the relationships have no attributes). From this 
point on, begin to identify from the business function analy­
sis what attributes of the entity are required by the func­
tions of the system. Allocate the attributes or elements into 
the appropriate group types. All data will fit into this 
structure when normalized correctly. Use the source documents 
and primary output of the application to identify the elements 
or attributes required. Do not, attempt to define all the 
output required for the system to determine the required data 
elements. Less than 20% of the system's total outputs may be 
used to determine all the required data elements if this data 
definition method is used. It is not necessary to have a 100% 
correct data base-design since the physical data structure can 
be modified using Adager or Dictionary utilities. 

Remember in this methodology, you are assumed to be using an 
automated data dictionary to support your analysis. A record 
is maintained in the dictionary for each unique entity, data 
group and element. If the record has already been defined, 
just relate it to your application system's view of the data 
model. 

Check the dictionary first. In most cases, you will be able 
to use the description as is; in others, you may have to modi­
fy it such that it can serve multiple purposes. 

Rules of Thumb: 

1. Never build concatenated keys for an entity. Concate ... 
nated keys are indications that there are non­
repeating attributes within the key which should be in 
the non-repeating set or that you have defined two 
entities together. Revise your data structure. 
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2. Never use a. "field" or attribute in a manner such that 
it has two logical m·eanings even though one attribute 
may not occur when the other one does. Give each at­
tribute its own field; space is not that important. 

A classic example of an entity with a concatenated key 
is the General Ledger Chart of Accounts, . Account Num­
ber. The components are "non-repeating" attributes. 
The users will; of course, insist upon concatenated 
key in this case. In these cases.the best approach is 
to also maintain the components of the key as separate 
attributes in the record. 

The Logical Data Structure Diagram for the application system 
should be prepared on a single page. Each group should be 
defined in the dictionary and each should have a logical defi­
nition. It will suffice to say, "this is the entity (name of 
entity) nonrepeating group or the "Entity A" to "Entity B" 
relationship group. Relationship and repeating groups, 
however, should carry a more expanded definition. 

The element definitions are much more cotnprehensi ve. These 
definitions contain all the logical physical attributes, the 
field labels and headings, the edit values, if any, and other 
pertinent data. 

NOTE: This is an iterative process. You will not get 
the structure right the first time. Do not worry 
about it. The. structure is designed for ease of 
change. The objective is to get something up and 
running; do not waste your time designing data 
structures for days. Take a cut; ·then implement 
it; the physical structure is dynamic. 

PHYSICAL DATA MODEL ANALYSIS 

Data Base Administration is the generic term used in the in­
dustry to describe the Physical Data Model Analysis. Physical 
Data Model Analysis includes the conversion of the logical 
data model to a physical structure, and the implementation of 
that structure. 

The first concern of the physical data model is, of course, 
the implementation of the Logical Data. Model ( i. e, the Entity 
Relationship Diagram and Logical Data Structure Diagram). The 
physical data model is the representation of ho~ the data is 
actually stored by the Data Base Management System, in this 
case IMAGE. The first step 6f the conversion is to develop a 
Phy~ical Data Structure Diagram which illustrates .on a single 
~age the application's .. logical view of. the physical records 
(sets) which are req_uired to support the application. 
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In this methodology there are two methods of physically im­
plementing the logical data structure diagram into a physical 
data structure diagram. The two alternative implementations 
under this methology are: 

1 . Each logical data group in the Logical Data Structure Dia­
gram can be given a physical record (set). One or multi­
ple IMAGE data bases may be used. (See Figure 4) 

2. All like logical data records can be stored in the same 
physical records (sets). This approach essentially places 
everything (all applications/entities) into one physical 
IMAGE data base. (See Figure 5) 

The essential key to achieving a successful physical implemen­
tation of this approach is access .!?z entity. Careful evalua­
tion of the implementation within IMAGE and the conceptual 
approach to physical implementation is required to achieve the 
entity access. It may be generally stated that: 

1 . If you elect to use approach "1 ", this objective will 
probably occur rather easily. Keyed access to the 
non-repeating group of the entity will achieve access 
by entity. 

2. If approach "2" is used, an additional entity of "en­
tity" will have to be created to handle access. The 
"entity" entity" may be created within the logical 
data structure. 

Rules of Thumb: 

1. Stick with the normalized design. This will be your 
salvation for the future. It is the most flexible 
data structure and changes to it are easy (this is the 
crux of relational structures). 

2. Normalize one step further. Create surrogate (system 
generated) keys for all entities and relationships 
with repeating groups. Create system generated keys 
for all relationships and repeating groups. This will 
add some more I/O but it is worth the effort. It 
eliminates writing key conversion programs further 
down the road. 

Establish access "keys" only for entities. 
proach will give you all the direct access 
will need. 

This ap­
paths you 

4. Decide at the beginning how you are going to implement 
entity relationships physically. There are basically 
two options: 
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a. Create a relationship group for every relation­
ship. This is undoubtedly the most flexible and 
will have far-reaching benefits in the maintenance 
of systems. It adds consistency to the actual 
method of chaining between entities and allows 
room for "policy" changes or logical data analysis 
errors when One to One or One to Many relation­
ships turn out to be Many to Many relationships; 
or worse, have attributes. 

b. Implement One to One and One to Many relationships 
as shown in the Logical Data Structure Diagram. 
This approach is more performance-oriented, and it 
is more understandable by the logical systems de­
signer. It is not easy to fix if there is a 
change to the relationship. If there is ever the 
slightest doubt about the relationship, make it a 
relationship set; flexibility is the name of the 
game. 

Note: Always work from the dictionary and the physical 
structures currently existing under this concept. 
If something exists, use it even (and especially) 
if it has to be modified to accommodate the cur­
rent problem. You are simply overlaying one 
structure upon the other. Have faith in the 
design approach; it will allow you to do this. 

The process required to implement the physical data structure 
depends upon which of the two methods of implementing the data 
bases is chosen. If method "1" (a physical data record for 
each data group), the process is as follows: 

1 . Using the Logical Data Structure Diagram (Figure 6 is 
an example of the Physical Data Structure Diagram for 
the Project Control System) as the starting point cre­
ate a first cut Physical Data Structure Diagram. The 
first cut is an interim step and is only used for 
analysis purposes. The process is as follows: 

a. Establish a "key" 
for each entity. 
key. 

record (Automatic Master Set) 
This is the system generated 

b. Attach a record (detail set) for the non-repeating 
group to each key set. 

c. Add the relationship records and path structures. 
For each logical relationship group in the Logical 
Data Structure Diagram create a physical relation­
ship group. (This is required for a Many to Many 
relationship and One to One and One to Many 
relationships which have attribute data modifying 
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the relationship.) Create the relationship paths 
from the entity "key" sets to the non-repeating 
sets for the remaining relationships. 

Add the repeating groups to the diagram linking 
them to the entity key (master set). 

Add the relationship repeating groups and repeat­
ing group repeating groups to the diagram. Use 
another automatic master to link the two detail 
sets (Use system generated keys). 

Under this approach, it is unlikely that the en­
tire data structure will be contained in one 
physical data base. There will be physical and 
performance limitations. A method of creating 
links between physical data bases will be re­
quired. One method accomplishing this is to place 
duplicate entity key records (automatic master 
sets) in the secondary data bases. Choose your 
method for accomplishing this carefully. 

Create the logical links between the physical data 
bases as needed. 

2. Create the final Physical Data Structure Diagram. To 
accomplish this, there are only three further steps of 
normalization: 

a. Add the user 
group. These 
entity. 

key access to the non-repeating 
are the "user" access keys to the 

b. Review all the logical records. If any two are 
exactly alike, length and data items, place them 
in the same physical record chained to two enti­
ties. This process saves some disc space and will 
not affect performance (let the correlation 
between the logical and physical records be de­
fined by the dictionary). 

Once the Physical Data Structure Diagram is complete, enter it 
into the data dictionary and generate or modify the physical 
data base using the appropriate IMAGE utilities, dictionary 
utilities, or ADAGER. 

If method "b" (a single physical data base) is used the pro­
cess varies somewhat. Under this methodology, the physical 
structure is given and there is no physical design effort. 
The dictionary becomes the data base manager. In this situa­
tion the application code uses the dictionary to correlate 
calls for logical records with physical records. The discus­
sion which follows concerns the concepts of the initial es­
tablishment of the physical data base. 
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Under this approach two levels of DBMS exist. The lowest 
level is the DBMS used to access the physical file, IMAGE. 
The second is the dictionary (Qschemac) which becomes a DBMS. 
In this approach, the application code (fourth generation re­
port generator/ q_uery, screen processor, and transaction pro­
cessor) interact with the dictionary. Calls are not made di­
rectly to the IMAGE. These languages access the logical files 
only by the name held in the data dictionary. The dictionary 
defines what the physical locaton of the record is and handles 
the redefinition of the physical records. This is an extreme­
ly basic concept. It may be compared to the old punch card 
where the "record ID" was a field in the card. This same 
principle is applied here. The record ID is the entity ID. 
Each occurrence of an entity is given a uniq_ue ID - unique 
within all occurrences of all entities. Each relationship is 
also given a uniq_ue ID within all occurrences of all relation­
ships and entities. These ID's are system generated surrogate 
keys. User keys are used only to make the initial accesses to 
the non-repeating data set. The physical records established 
in this data base are: 

1 • Control Master. This set contains one record. The 
last system assigned surrogate key and is the control 
record for system generated keys. (This set is op­
tional; date, time, and USER ID may also be used as 
the system generated key.) 

2. User Key Index. This set contains user generated keys 
and links to the non-repeating set. This set allows 
direct read capability by entity occurrence. 

3. Surrogate Key Index. This is the internal key file 
and links all the sets of each entity. 

4. Entity Key Index. This set allows keyed access by 
entity. It provides a meas of serial access within an 
entity. 

5. Hon-Repeating Group Set. This record contains all the 
non-repeating group records for all entity 
occurrences. 

6. Repeating Group Set. This record contains all the 
repeating group record for all entity occurrences, all 
relationship repeating groups, and all repeating 
group-repeating groups for all entities. 

7. Relationship Set. This record 
relationship data between entities. 
are implemented as Many to Many. 

contains all the 
All relationships 

This structure can be "tuned" for space by creating several 
non-repeating relationship and repeating group sets. Addi­
tional sets of "optimum" sizes (record length) may be created 
for the non-repeating and repeating group records. The 
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relationship set may be divided by the number of entity 
relationships; i.e., 2 entities or 3 entities, etc. If one of 
the existing records is not long enough or will not accomodate 
a 5-way relationship for example, an additional set can be 
added to the data base without impacting existing structures. 

This type of structure can solve a number of chronic design 
problems. It can also cause a lot of problems. Recovery pro­
cedures are simplified; the length of time required to recover 
may, however, take substantially longer. Logging for audit 
purposes is also simplified and the problem of recovery for 
multiple data base updates is eliminated. Record volume and 
limitations of maximums of IMAGE could be problem areas. It 
is imperative that record level locking be used in this type 
of environment. Additionally, the DBMS must be able to con­
trol multiple batch and on-line simultaneous updates against 
the same data base. Recovery processes must also accommodate 
this processing environment. These requirements basically 
apply to both approaches. 

Implementation of an application system's data structure mere­
ly requires relating the logical record with the physical 
record in the data dictionary (Qschemac). 

The two approaches have advantages and disadvantages and the 
implementation will depend largely on individual perception of 
the capabilities and limitations of IMAGE and dictionary 
software. 

The security concept is simple. Any user can read any data 
except for data items (fields) which have specified "user read 
access". Only specified users· can write to a record. 
Security is defined in the data dictionary. IMAGE data bases 
are assigned passwords such that they can be accessed only 
through dictionary driven programs. 

SUMMARY 

The Entity Relationship Analysis process was derived from an 
analysis of large third normal form data bases and the pro­
cesses which create them. This process of entity relationship 
analysis is a method producing basically the same data struc­
ture result at the physical file management level, but it uses 
a more intuitive and business oriented approach to the logical 
definition of the data. 

The benefits of entity relationship analysis and the resulting 
data structures are: 

1 . Relational structures of operational systems can 
eliminate interface problems between applications and 
provide flexible data base which can better accommo­
date undefined future requirements. This is accom­
plished by overlaying application data needs over the 
previously existing data bases. 
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2. Analysis and design manhours are reduced. Entity 
relationships analysis is a proceduralized method, 
parts of which may be automated. Additionally, all 
output requirements of a system do not have to be de­
fined in order to determine the data requirements and 
physical data structure requirements. 

3. The process eliminates the "art" of data base design. 
Data base designs are either correct or incorrect. It 
provides a measurable "quality" attribute for perfor­
mance analysis of design efforts. 

4. The process provides a data structure which users and 
novice data base developers can easily grasp, even 
with large complicated data bases. 

5. Training requirements for data base designers is a 
fraction of what is required for developing the abil­
ti ty to create good third normal form data base using 
normalization and data reduction concepts. 

My experience indicates that relational data structures can 
easily be defined through entity relationship analysis. IMAGE 
can be used to accommodate these data structures with the help 
of some additional .. facilities. The key to relational data 
base is the implementation of data in third normal form. If 
data is so defined, then the data files can be migrated from a 
non-relational DBMS to a relational DBMS when that requirement 
occurs. 

The process described in this paper has been developed in 
practical environments over the last six years and prototyped 
in production an electric utility data center for the last two 
years. It is currently being used to support 16 applications 
which include: Accounts Receivable, Land Resource Management, 
Master Equipment List, Maintenance Scheduling, Materials Man­
agement and Purchasing among others. 

1 ACM Transaction on Data Base Systems (IBM Systems, 
1979), p. 397-434 
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This paper gives an overview of Hewlett-Packard's overall networking strategy for infor­
mation management in the 1980's. The evolution towards a network solution for information 
management began with decentralized processing in the early 60's when data processing was 
done in the functional or geographical location where needed. With the advent of large 
mainframe computers in the mid-60's, the predominate thinking evolved into centralized 
processing where there is a greater centralized control and the computing cost can be shared 
among many users. Throughout the 70's, substantial advances were made in small computer 
technology. Distributed Processing was possible where minicomputers can be used to perform 
mainframe-like data processing tasks wherever it is needed or where it can be handled most 
effectively. Seperate computers are interconnected to facilitate data communication for infor­
mation exchange. Now in the 80's, Hewlett-Packard is taking this Distributed Processing one 
step further. We are providing datacomm tools and products so that endusers can form their 
own integrated information management network consisting of not just HP computer systems, 
but workstations, mainframe computers, and other vendor's computers communicating both 
within a local or remote environment. It is a set of software and hardware that when viewed ail 
together, provide for the exchange/transportation, storage, management, processing and ac­
cess of information. An example of such an integrated solution is HP's Manufacturers 
Productivity'Network (MPN). 

MPN is HP's computer strategy for manufacturing companies. It is a set of tools and applica­
tions to implement a network solution for information management in a manufacturing environ­
ment. In MPN, a company can be viewed in four major areas: There is the operational planning 
and control systems where an HP3000 system can handle distribution, cost accounting, 
materials management, production management, and order processing. There is the factory and 
plant automation area where an HP1000 system can perform process control, material handling, 
machine control, Computer Aided Testing, and automation control. In Computer Aided 
Engineering, HP has a broad line of desktop computers that can do Computer Aided Design, 
mechanical computer engineering as well as lab automation and engineering management. 
Finally, in the administrative and office service area, HP3000 systems and HP's professional 
workstation perform tasks such as work processing, personnel and payroll, document 
management, electronic mail, financial management, and decision support. Ail these applications 
are integrated together. providing quality and productivity through a linked solution. Linked 
solution are the key and that is the HP Distributed System Network (DSN), the ability to provide 
an integrated network solution for information management. 
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HP OSN Is an overall term describing HP's communication capabilities. This includes the 
whole set of hardware and software data communication products spanning multiple product 
lines to provide interconnection for HP's commercial systems, technical systems, workstations, 
as well as other vendor systems. These products can be directly and easily applied to solving 
distributed information processing problems. The goal is to provide communication products 
that form an Invisible foundation for HP-supplied solUtions and applications. At the same time, it 
provides enough flexibility to allow customers to establish or adapt these products into their 
own Information network. In order to provide these kinds of capabilities, HP OSN can be viewed 
with having the following dimensions: 

DIMENSIONS OF 
HP-DSN 

HP 
TO 

NON-HP 
HP 
TO 
ISM 

REMOTE COMMUNICATIONS 

ACROSS .WITHIN 
HP HP 

PRODUCT PRODUCT 
UNES UNES 

These dimensions allow us to examine all of HP's datacommunlcatlon capabilities in a logical 
fashion: 

In communicating across and within HP's product llnes. the emerging International Standard 
Organization (ISO's) Open Systems Interconnection (OSI) model will be used as the foundation. The 
OSI model provides a seven layer architecture with the enduser's application as the topmost 
layer. The presentation layer below gives any necessary translation, format conversion, or 
code conversion to put the information into a recognizable form. The session layer coor­
dinates the Interaction between the communicating end-applicalon processes. The transport 
layer assures end-to-end data Integrity and provides for the required quality of service for 
exchanged Information. The network layer governs the switching and routing of the information 
to establish a connection for the transparent delivery of the data. The data link layer handles 
the transfer of a unit of information between the ends of the physical link. The !owe.st level, the 
physical layer, provides for the transparent transmission of the bit streams to the connecting 
physical transmission media. It means that to send a message from one system to another, the 
message will go through all the layers In the architecture. Each of the layers adds a parameter 
that defines the function of that specific layer down through the physical layer until it forms a 
completed frame. The frame will then be sent across the transmission medium and the reverse 
process will take place. The parameters at each layer will be stripped and the. specified 
function will be performed such that useful data will be finally presented to the application. 
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The benefits of such an architecture are twofold: (1) At the application level, an end-user will 
only need to learn about one user Interface. As technology changes or new services are 
added in the lower lay·ers to provide higher performanc~ and more capabiilties, the user inter­
face will remain the same: (2) Specific HP systems can be selected to solve the application 
needs knowing that they can always communicate with each other. The end-user will only need 
to concentrate_ on solving_ the applicat1on problems with one set of user interfaces. 
Communication across or within HP systems will be assured. 

In tM remote communication ·area of the HP DSN dimension, access to packet switched net­
works, circuit switched networks, as well as dial-up and. leased phone lines are provided. 
CCITT X.25 Packet Switched Public Data Networks (PDN) stani:lard has been Implemented on HP's 
DSN products. This allows system to system and system to workstation communication over 
PDNs such as Telenet In U.S. and Datapac in Canada. It provides a cost effective alternative 
beyond the traditional leased or dial-up telephone lines for digital computer communication. 
With PDNs, you only pay for the cost of the amount of data you send across the network and 
not the connection time. Multiple virtual circuits can be set up over one communication line for 
both system to system and system to workstation communication. Thus, it is a much better 
price/performance alternative for high volume, multiple connection applications. For an im­
plementation of X.25 on the HP3000 system, please see the X.25 paper In this conference. 

The X.25 standard is also compatible with the first three layers of the previously described 
ISO OSI model. Thus multiple vendor access across PDN Is possible through th1s well-defined, 
standard user interface. In fact, HP's strategy for supporting multi-vendor networks is to 
provide user interfaces at Increasing levels in the model between HP and other vendors that 
support the ISO standard. HP will provide tools and interfaces at each level above X.25 to al­
low endusers to Implement multi_.,-vendor networks based on the ISO architecture. 

In the Local Area Networking (LAN) dimension, there is much Interest in the Industry these 
days. LAN can best be defined as a data communication system owned by a single organiza­
tion within a limited geographical area. The benefit of such a system Is to permit resource 
sharing within an organization and thus reduce the cost of Distributed Data Processing. It will 
also provide for sharing and exchanging of information and data as well. HP has been very ac­
tive in such industry standard activities as the IEEE 802 LAN committee and intends to develop 
products that Implements the standard, which is nearing full approval. Part of the standard 
defines a baseband, CSMA/CD (Carrier Sense Multiple-Access/ Collision Detection), 10Mbps, 
coaxial cable LAN. 

However, HP also has committed itself to the use of Private Branch Exchanges (PBXs) as a 
principal communications method in its future computer networks for the office. Toward this 
end, HP has announced agreement to cover testing and certification of HP 3000 business com­
puters and HP data terminals. for interconntectlon to PBX vendors such as Rolm, Northern 
Telcom, and lntecom. HP sees ·no conflict with the two kinds of LAN technologies. In fact, we 
find them rather complementary. The CSMA/CD LAN Is best s.uited for high-speed 'backbone' 
networks in applications such as system-to-system communi~ation. In addition, they seem 
ideal for peripheral-sharing uses such as shared discs, printers _and plotters. The PBX, on the 
other hand, is an excellent vehicle to hand.le large numbers of terminals and other slow to 
medium speed workstations. The twisted-wire distribution methOd .and its Integration with 
voice suit it especially well for office applications. The integration of voice and d_ata in the of­
fice network provides better control, maintenance and diagnostics. HP expects neither PBXs 
nor CSMA/CD nets to dominate, _but both to live compatibly together. As such, HP wants to 
provide each of our customers with the right network for the .job. 

In: communicating with IBM or IBM compatible mainframes, HP Is providing a set of products 
for batc,h Remote Job Entry such as IBM 2780/3780 emulation or HASP multileaving 
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workstation emulation and Interactive terminal capability such as IBM 3270/3271 cluster 
controller emulation. For long term strategy, communication to mainframes will use IBM's System 
Network Architecture (SNA) as the base. This includes multi-function access to SNA networks 
via Physical Unit Type 2 (PU2) emulation. The objective is to easily adapt into our customer's 
information networks where IBM mainframes are used and to encourage IBM customers use of 
HP computers to solve their distributed inform a ti on processing problem. 

As you can see, HP DSN provides capabilities well beyond distributed data processing. It is 
a network solution with many dimensions to cover the need for an integrated information 
management system for a whole organization. It encompasses the OSI model for HP and other 
vendor communication. It provides access to Public Data Networks for remote communication 
and follows the industry standard in Local Area Networking. It supports multi-vendor PBXs. In 
all, It is the foundation lor building a linked solution such as HP's Manufacturer's Productivity 
Network. 
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MPE, with its limited control structures and small set or commands, 
may not at tirst seem to be a powerful system programming tool. 
However, it turns out that MPE can be as powerful as (and easier to 
use than) any programming language for certain system programming 
tasks. This paper will try to introduce the reader, via a series ot 
examples, to the art of •MPE programming~. 

THREE EXAMPLES OF MPE PROGRAMMIHG IH ACTION 

Recently, in 
installation, 

my capacity as systems consultant 
I encountered the following situation: 

to a large HP 

There is a large syste~ that can operate in one of two modes -­
ONLINE or BATCH. Which mode it operates in is indicated by the 
presence or absence o' a certain file called HOL100. If this file 
exists, this aeans that the system is operating in an OHLIHE mode; 
if it does not, the system is operating in a BATCH mode. 

It is desirable to print at logon time which mode the system is 
running in. 

Obviously, since something is to be done at logon time, we should use 
a logon UDC. The simplest solution is to have one of the form: 

LO.GONUDC 
OPTIOH LO.GOH 
RUN CHKSTAT 

where CHKSTAT is a program that checks whether HOL1Q~ exists and 
prints out an appropriate message. However, this is not the best 
solution. For one, I don't reel like writing a custom SPL program 
every time a rather simple systems programming task comes around; 
those who are not familiar with FOPEN will find this even harder to 
do. Furthermore. even if I did write a custom program for this, 
either the program or the source file is virtually guaranteed to get 
lost. And finally, running a program is a rather long and 
resource-consuming task. 

But, if not a program, then what? After all, MPE does not even have a 
DISPLAY command to print a message, much less a co~mand that will 
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check whether a file exists and display one message if it does and 
another if it doesn't, 

At this point, I Must Make a confession; despite what I said of the 
possibilities or MPE as a systems programming language, it was by no 
means created to be a systems prograQming language. In fact, you will 
find that most of the techniques that will be described are actually 
methods or subverting MPE commands to do tasks that they were never 
intended to do in the first place. However, they work, and that's 
what counts. 

Returning to the problem at hand, let us attack it one step at a ti~e. 
For one, as I said, MPE does not provide us with a DISPLAV command. 
So, we'll ~ake one! 

UDCs are permitted to haYe a nu~ber of options. One or these options, 
LIST~ instructs MPE to list out the commarids in the UDC as they are 
executed. Furthermore, there is an MPE command called :COMMENT that 
does absolutely nothing. So, what do we get when we cross an OPTION 
LIST and a command that does nothing? 

DISPLAY !STRIHC 
OPTIOH LIST 
CDMMEHT !STR!HG 

When the above UDC is invoked via a command or the form 'DISPLAY 
"stringRr, it will execute the com~and 'COMMENT string' (which in and 
or itself will do nothing), but also list this command as it is being 
executed! Thus, if we don't mind seeing ~COMMENT' on the screen, we 
now have a way of displaying anything we want to on the terminal from 
within a UDC. 

Thus, we've licked one o' our problems -- we can now display a message 
to the terminal. However, this still does not solve the other problem 

determining whether a file exists or not and printing one message 
if it does and another if it doesn't. 

Here, we must introduce a very important MPE construct (in fact, its 
only control structure> -- the :IF command. With the :IF command and 
its two sidekicks, :ELSE and 1EHDIF, we canp depending on the value of 
a logical expression, execute one of two sets of commands. 

Thus, our task can be expressed as r0Ilows1 

LOGONUDC 
OPTIOH LOGON 
Check if HOLlOO exists 
IF it exists THEH 

DISPLAY •usIHG THE OHLIHE SYSTEM· 
ELSE 

DISPLAY ·usIHG THE BATCH SYSTEM· 
END IF 



However, even before you start to furiously 
commands ~anual, you will probably begin to 
'Check if HOL100 exists' nor 'it exists' is 
fact, there is no check-if-a-file-exists coemand 
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leaf through your MPE 
suspect that neither 

valid MPE syntax. In 
in MPE. Or is there? 

Well, if there is no command that will explicitly check whether a file 
exists, we ought to look for a command that, as a side effect, yields 
different results depending on whether a file exists or not. 
Furthermore, we would be able to differentiate these results using an 
:IF command. 

Let us consider t.he :LISTF co111mand. IT' we do a ':LISTF filenam.e', the 
filename will be listed if the file exists, and a CI error 907 will be 
generated ii it does not. Since we want as little output to the 
terminal as possible, we actually want to do a ':LISTF filename; 
$NULL', which will do nothing if the file exists, and print a CI error 
907 if it does not. Furthermore, it turns out that the value of the 
last CI error is stored in a JCW (Job Control Word) called CIERROR, 
which can be interrogated via the ~IF co~mand. Thus, instead of 
'Check if HOL100 exists' we should say ':LISTF HOL100J SHULL' and 
instead o.£' 'it exists• we sh.ould say 'CIERROR<>907', Thus, the 
solution to our problem ist 

LOGOHUDC 
OPTION LOGOH 
SETJClrl CIERROR=O 
COHTIHUE 
LISTF HOL100;sNULL 
IF CIERROR<>907 THEN 

DISPLAY ·usIHC THE OHLIHE SYSTEM· 
ELSE 

DISPLAY NLJSINC THE BATCH SYSTEMN 
ENO IF 

A few comments: 'SETJCW CIERROR=8' makes sure that CIERROR is cleared 
before the :LISTF command. Since this is an OPTION LOGOH UDC, it is 
guaranteed to be zero anyway, but in general it is conceivable that it 
was already 90? before the :LISTF command. More importantly, a 
:CONTINUE command was added before the :LISTF command to avoid the UDC 
aborting on the tirst error; a :CONTINUE (either in a UDC or a job 
stream> instructs HPE not to abort if the next command fails. 

One other point: in addition to the appropriate ~essa9e, this method 
leaves some junk on the screen, na~ely the LISTF command and the error 
message i; the file does not exist (and thus the LISTF command failed) 
and in either ca~e a 'COMMENT' from the DISPLAY UDC. This is actually 
rather easy to take care of -- merely embed in the DISPLAY string some 
escape sequences to move the cursor and delete the unwanted lines and 
characters on the screen. If you're using printing terminals, though, 
you're out of luck. 

Thus, we have seen how using MPE alone we can perform some fairly 
complex tasks ea~ily and efficiently. 



So, rro• this, we can derive a sort of MPE progra~ming methodology: 

1. If you see no direct way of performing a given task, try to find a 
way that yields the desired effect as'a side effect, with little 
or no other direct effects or side effects. 

2. If you wish ~o do two diFfer~nt things depending on so~e condition 
that can not be straightforwardly expressed with JCWs, try to find 
a coamand or sequence of com~ands that yields two different JCW 
values depending on the condition. 

Let us take another exa•ple: 

One of YESOFT"s products~ MPEX~ is an extended MPE user interface 
that provides aany desirable r-•tures, and is o~ten •1ived in' by 
its users -- I.e. they run it once when they sign on, and stay in it 
until they are dont, when they exit it and im•ediately sign off, 

Some of our users decided to set up an option logon UDC of the form 

MFE>: 
OPTIOH LOGOH 
RUH M~EX.PUB.VESOFT 
S'r'E 

This way, they would be autoDatically dropped into MPEX when they 
sign on~ and will autoaatic.ally be :BVEd off when they ex.it it. 
However, they do not want this to be done for jobs, but rather only 
for sessions. Thus, the task is to determine within a UDC whether 
one is in a job er a session. 

In my opinion, in addition to the already existing syste~-defined JCWs 
such as JCW and CIERROR,. HP should have provided u·s with JCWs such as 
MODE (to indicate whether we are a session er a job), FSERROR, .etc:. 
However, the fact remains that it did not.J and we have to determine 
this tor ourselves. 

Let us apply our rule e2 is there a command that yields somewhat 
dirferent. results tor job 111ode and session mode? In t&ct, there is. 
The : RESUME co11u1and,, when executed t'ro111 within session mode (but not 
fro• break 111oda, sinc:e the UDC will nevar be. executed from within 
break mode) yields a CIW~RH 1&86 (COMMAHD OHLY ALLOWED IH BREAK); 
however, when executed rroaa within job mod£, it issues a CIERR 979 
CCOMMAND HOT ALLOW~D IH JO~ MODE). Fur~Mermore,, sine& this is.an 
OPTIOH LOCOH UDC and will thus never be exec:u~ed fro• break moda, the 
RESUME command has no ot~er ettects! Thus~ ~ur solution would be: 



MPEX 
OPTIOH LOG.OH 
SETJCIJ CIERROR=tl 
COHTUWE 
RESUME 
IF CIERROR<>97S lHEN 

RUH MPE~.PUB.YESOFT 
BYE 

EHDIF 
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As an additional nicety, we may wish to do something like a 4 0ISPLAY 
8 PLEASE IGNORE THE FOLLOWIHC MESSAGE•' before the RESUME co~mand so 
that the user wiII not be puzzled by the warning that ths RESUME 
command issues in session mode. 

So, score another point tor UOC programming. 

To roul"ld out this section, consider one more examplei 

Before performing a given task., we wish to find out whet.her a given 
file is in use or not. It it is not in use, we should perform the 
task; if it is in use, we should print an error message. 

Solving this problem requires a substantial amount of knowledge file 
system, What we really want to do is to try to open the file with 
EXCLUSIVE> INPUT access; if the open succeeds, we want to close the 
filu with SAYE dispositionJ if it fails, we want to set a flag. 

However, we can not explicitly open and close files in MPE. Rather, 
we have to find a command to subve~t so that it would do this task for 
us. This command's operation should be essentially similar to our 
target operation (i.e. it should do an open followed by a close). One 
command that pops to mind is the :PURGE command. Unfortunately, it 
opens a file with OUT access and closes it with DEL disposition. 

But, via the :FILE command. we can ~orce it to open and close the file 
with whatever options we please! Thus, our task may be achieved by 
doing the following: 

FILE F=filena•eJEXC;ACC=IH;SAVE 
SETJCLI CIERROR=tl 
COHTIHUE 
PURGE *F 
IF CIERROR=384 THEH 

DISPLAY •ERROR: FILE lS IH USE• 
ELSE 

the file is not in use.; do whatever is necessary 
EHC>IF 
RESET F 

Note that any open failure <except 'nonexistent file') during a :PURGE 
command causes a CIERR 384; furthermore, the last file system error is 
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not accessible as a JC~, so we have to assume that no other open 
failure will occur. 

ADYAHCEO MPE PROGRAMMING 

Consider the followin9 problea: 

YESOFT distributes its products on a tape along with an installation 
job strea•. When a user wishes to insta11 the products, he 
:RESTOREs the job stre.aa and strea11ts it. The job stream creates the. 
appropriate accounting structure. and then ~RESTOREs all the 
relevant files off the installation tape. However, it is possible 
that soae files can not be restored; in this case, we want to send 
an appropriate ~essage to the console. 

The obvious thing to do here would be to check CIERROR to see if 
:RESTORE failed, and if so. do a :TELLOP. But, :RESTORE does NOT set 
CIERROR if not all tiles were restored! !t 11terely prints the 
filenames and the count of the files that were not restored to its 
list file, and terminates just like all files were restored. 

We have run into a proble• that we can't really solve with the 
techniques outlined above because no MPE command can exa~ine the 
contents of a file ror us, However, there is one HP utility that is 
made explicitly ror examining the contents of files -- EDITOR! 

Our plan of attack will be as rollows: we will redirect the listing of 
the :STORE command to a disc ;ile (by setting a file equation ~or· 
SYSLIST>. massage it with EDITOR, somehow cause EDITOR to set a JCW 
depending on the nu•ber of tiles not stored, and then, when we're back 
in MPE, ex~min~ that JC~. 

So, our •program- will look like this: 

:FILE SYSLIST,HE~; DEY=DISC; REC=-80,16,F,ASCII; HOCCTL; TEMP 
:RESTORE •YESOFT; 9.9.VESOFT, e.G.SECURITY; SHOW; OLDDATE 
:RESET SYSL!ST 
:SETJC~ FILESNOTRESTORED=O 
:EDITOR 
TEXT SYSLIST 
LIST ALL 
CHAHGEQ •FILES HOT RESTOREDM,•:sETJCW FILESHOTRESTORED• IH ALL 
DELETEQ 1/•-1,•+1/LAST 
KEEP $HE~PASS,UHNUMSERED 
USE $0LDPASS 
EXIT 
:IF FILESHOTRESTORED<>O THEN 

TELLOP SOME FILES NOT RESTORED, CHECK SPOOL FILE! 
:ErlDIF 

What does this mess do? 
redirecting the listing 

!Jell, the first three l ir1es do a :RESTORE, 
to a disc file. Then. we enter EDITOR ~nd 
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text in the list file. How, we have to ~ake EDITOR set a JCW 
depending on the number of files not restored, The way that we do 
this is by changing the 'FILES HOT RESTORED= xxx' line to ':SETJCW 
FILESHOTRESTOREO = xxx' with the CHANGE statement, deleting all the 
other lines in the tile, keeping this as a temporary file~ and USEing 
this file! The USE command will read the file and execute the :SETJCW 
command that we put in itJ now, when we exit EDITOR, the 
FILESHOTRESTORED JCW is equal to the number of files not restored, and 
can now be interroga~~d. 

This kind of trick is a very valuable one, and should be added to out 
methodology: 

3. If the parameters of an "PE command (in this case :SETJCW> depend 
on the result of another MPE command Cin this case :STORE>. 
r-edirect the 1 isting ot" the latter into a disc t'i le, and use 
F.DITOR to create and execute the former. Similarly, if the input 
of a program depends on the result of another program or command, 
redire.c:t the. 1 isting of the la.tt.er into .a disc ti le, and use 
EDITOR to cre&te the input file fer the former. 

This point is best explained by another exa•plei 

YIHIT, an HP utility .. has a '>POTRACK ldev' command, which prints 
the addresses or all the defective disc tracks on the disc device 
indicated by ldev. However, YIHIT has no '>PDTRACK ALL' command. 
I11ple1rient it. 

Applying our methodology~ our strategy should be: 

A. Find a comm.and that lists all the disc devices in the system, and 
redirect its output to a disc file. 

B. U~ing :EDITOR convert this output into input for YIHIT. 

C. Run lr'IHIT using this newly-g.enerat.e.cf input file, 

For step A, one command that seems to fit the bill is :OSTAT ALL. This 
little-~nown command produces output ot the form; 

LDEY-TYPE 

1-7925 
2-7925 
3-7925 

STATUS 

SYSTE'l'I 
. SVSTEM 

SYSTEM 

YOLUME (YOLUME SET-GEN> 

i'IH7925UO 
i'IH7925U1 
MH7925U2 

As you see, this command displays, among other things, the logical 
device numbers of all the discs in the sy•tem. However, one problem 
comes up immediately: unlike the :STORE command, whose output can 
easily be redirected to a disc tile, :DSTAT ALL's output always: goes 
to $STDLIST. 



90 - 8 
MPE PROGRAMl'tIHG 

So, how .ar-e w.t t.o r-edir-ect t.he output of' a c:oitmand that c:ari only send 
its output t'o t'STDLIST? The answer is simple: l"'edir-e.c:t t'STDLIST ! 
Although we can not r-edirect the 'STOLIST of' a job or of a c:o•mand, we 
i:an redir-ec:t the $STDLIST ot a program.· So, all we need to do is to. 
issue the followinq c:oilll!l.ands1 

:FILE LISTFILE,HEWJ REC•-SC,,F,ASCII: HOCCTLJ TEMP 
1RUH FCOPV.PUB.SYS; STDLIST=*LISTFIL£ 
:DSTAT ALL 
EXIT 
:RESET LISTFILE 

What we do is run FCDPV with its $STDLIST redirected to a disc file, 
and cause it to do a :DSTAT ALL. :DSTAT ALL will obediently print its 
output to ~STDLIST~ which h4s been redirec:tedl 

So, we h~ve the :DSTAT ALL listing (along with so&a other stuff 
disc: file called LISTFil,.E. Now, it is 
this :DSTAT ALL list file to a YIHIT 

printed by FCOPV) in a temporary 
time for step S -- cqnvertin9 
input file: 

:FILE IHFILE;TEMP 
:EDITOR 
TEXT LISTFILE 
DELETE 1/6,LAST 
FWD FIRST 
WHJLE 

<< delete the various headers >> 

FIHD •-• 
DELETE •<•>/•<LAST> 

CHAHGE 1,•PDTRACK•,ALL 
AOD 

EXIT 
)/ 
KEEP >11INFILE 
EXIT 

<<delete everything after the '-', >> 
<< leaving only the ldev >> 
<< insert POTRACKs before the ldevs >> 
<<'add an EXIT command>> 

We now have the YIHIT input tile; all we need to do is 

:FILE IHFILE.,OLDTEMP tRUH PYIHIT.PU8.SYSJSTDIH=•IHFILE 

and we:'re done! 

~e finish off this section with one more example: 

VESOFT's installation stream signs on as MAHAGER~SYS. build% the: 
YESOFT and SECURITY accounts and stream~ two job$. which zign on as 
MAHAGER.VESOFT and MANAGER.SECURITY and build the YESOFT and 
SECURITY accounts. It is also the duty of the MANAGER.SYS job 
stream to restore the VESO¢T and SECURITY f~lesJ however, it can not 
do this until the other two Jobs linish. How can we make the 
MANAGER. SYS job stream wait f'or the ot.her-s to. ter• in ate'? 
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The key word in this problem is •wait', Again, on the surface it 
seems that MPE has no co~Qand that permits one to wait for a certain 
event to occur. Again, however, a trick ·exists that saves the day. 
This trick uses MESSAGE FILES. 

Message files are a kind of file (introduced in MFE IV) that have the 
property that if a reader tries to read an empty message file, he does 
not get an im~ediate end of file, but rather suspends until the 
message file is no longer e~pty. 

So, even before the two job streams are streamed. we build two message 
files in PUB.SYS: MSGVESOF and MSGSECUR. Further~ore, in each of the 
two internally streamed job streams, after we are all done, we write a 
record <via FCOPY> to the appropriate ~essage tile. And, in the main 
(MANAGER.SYS> job stream, right after we stream the two other job 
streams but before we do the :RESTORE. we read the two messaoe files 
<again, via FCOPV>. The resultant job stream goes like this: -

!JOB MAHAGER.SYS 
!HEWACCT YESOFT 
!NE~ACCT SECURITY 
iBUILD MSGVESOF 
!RELEASE HSGYESOF 
!BUILD MSGSECUR 
!RELEASE MSGSECUR 
!STREAM J# 

<< so the job stream can write to it >> 

<< stream the two other job streams >> 
#JOB MAHAGER.YESOFT 

#FCOPY FROM~TO=MSGVESOF.PUB.SYS 
VESOFT ACCOUHTIHG STRUCTURE BUILT! 
#EOJ 
IJOB HAHAGER.SECURITY 

iFCOPY FRDH;TO=MSGSECUR.PUS.SYS 
SECURITY ACCOUHTIHG STRUCTURE BUILT! 
iEOJ 

<< any message will do >> 

!FCOPY FROM=MSGVESOF;TO 
!FCOPY FROM=MSGSECUR;TO 
!RF.STORE 

<< wait for the VESOFT stream >> 
<< wait for the SECURITY stream >> 

!EOJ 

The message file reads cause the job stream to suspend until the 
message files are non-empty, i.e. until the other job streams have 
written somethin9 to them. Thus, when the :RESTORE is executed, we 
are assured th~t the YESOFT and SECURITY accounting structures have 
been built. 

CONCLUSION 

I have presented some examples and some guidelines that should give 
the reader an idea of what MPE programming can do and how it can do 
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it. It is my bglie~ th~t with this knowledge ~nd some ingenuity, the 
reader can use the art of HPE programming to his advantage. 
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BENCHMABK TECHNIQUES FOR CHARACTERIZING APPLICATION PERFORMANCE 

WHY BENCHMARK? 

David S. Wertheim 
Hewlett-Packard 

As the size of systems being designed today increases (and likewise 
the cost) more accurate information regarding the performance 
obtainable from these systems has become necessary. Having better 
data allows decision.makers to make better decisions about the 
tradeoffs involved with adding additional equipment to an existing 
system, vs upgrading to a different system, or even just optimizing 
an existing system to perform better. 

WHAT IS A BENCHMARK? 

A benchmark is a test or series of tests designed to characterize 
the relative performance of two or more systems (or 
configurations). Benchmark is defined as "a point of reference 
from which measurements can be made".l The goal of a benchmark·is 
to be able to make comparisons, based upon the most important 
measurement criteria. A very simple comparison can be made by 
comparing MIP's (millions of instructions per second) or even 
Whetstone scores of different machines. These techniques 
characterize the relative power of the CPU's and can position 
processors by raw horsepower. They are however not really 
benchmarks. A benchmark requires an application mix (preferably 
your own) that will produce results relevant to you. The. most 
common benchmark measurement results are response times, 
transaction throughput rates (interactive) and elapsed times 
(batch) • These measures best indicate performance in a way that is 
meaningful to the end user. For example, a typical transaction on 
a system might be to update an account balance after a payment is · 
received. How many of these type transactions can this machine 
process per hour? Or, we have 50 data entry clerks doing "heads 
down" data entry using this particular software package, what is 
the average response time per terminal? What if I used a bigger 
(smaller) machine, what would it be then? Bow long does it take to 
execute this program on this system? Answers to these type 
questions are critical to making the right choices, and benchmarks 
can help supply the answers. 

TYPES OF BENCHMARKS 

Depending on the purpose of doing a benchmark, different types of 
benchmarks are available. The basic types of benchmarks are; 1) 
vendor vs vendor, 2) unit X vs unit Y of the same vendor, or 3) 
unit X configuration vs unit X with a different configuration of 
the same vendor. 
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Vendor vs vendor benchmarks would be utilized when comparing price/ 
performance ratios of different company's offerings. The customer 
is usually in a strong position here as all the companies vie for 
the customer's favo.r. The challenge in. this type of benchmark is 
to measure the application EXACTLY as it will be implemented when 
it is "live", and to insure that all vendors are testing the 
equivalent solution. That is not to say they all have to choose 
the same implementation, but rather each can use their own 
implementation techniques as long as they stay within the same 
guidelines to accomplish the same results. All too often a tester 
will change a little something here, or modify a small requirement 
there. The best way to avoid these differences is by having 
adequate communication (via meetings), reviewing each vendors 
testplan, and interpretation of the benchmark proposal. This is 
particularly'important when comparing the results. All output 
should be carefully reviewed to insure the specifications of the 
benchmark have been satisfied. 

In many cases, the application is already written for one vendors 
machine, and the other candidates are required to convert/develop 
with respect to the original machine. Since this is a non-trivial 

·-task, be weary of the comment "we can simulate that type of 
application by doing such and such!" Usually this means we can 
generate the equivalent load of an interactive environment with a 
set of batch programs. Although this may be. true for a single · 
component (ie. number of disc I/O's generated) it surely is not 
true from a global system perspective. An operating system 
balances the delicate resource interaction between cpu, memory, and 
I/O demands, all working simultaneously. This .can not be 
duplicated very easily by programs that only load specific pieces 
of the system. What can be said in favor of .this "simulator" is 
that it is much simpler to construct and test. One must ask 
however, "What good is a simple test i:f the results have no bearing 
on the performance the end user will achieve when the machine is 
ultimately implemented?" The only way to insure THIS knowledge is 
to test the ACTUAL application! 

Benchmarks of different units of the same vendor would.be utilized 
when comparing price/performance ratios .within the same company 
(ie. If I spend an additional X ·thousand dollars,what performance 
improvement can I expect?) • This is a very common type of 
benchmark, alternatively stated "To upgrade, or not to upgrade." 
In order to accomplish this succe,$s:t'ully, the tester must choose 
between "What is the. effective change caused only by the change in 
CPU?" and "What is the best performance achievable :for this total 
system?" Different techniques must be utilized in either case. 
Lets take for example a customer with a S/44, 4 MB main memory, 2 
7925M and 1 7933H disc drives, a 7970E tape drive, and a 2680 las~r 
printer. The customer is concerned because as terminals are being 
added to the system, performance is slowly degrading. The choices 
are to either t~st the same exact configuration - merely swapping a 
S/64 for the S/44, or of reconfiguring and tes.ting this system: 
S/64, 8 MB main memory, 5 7925M, a 7976, and 2680. 
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The factors that would affect this choice are; l) understanding why 
performance is being degraded - is it a CPU, memory, or I/O 
bottleneck (or what combination), and 2) is the customer willing 
(or able) to change the system configuration, or are the bare bone 
changes necessary to improve performance desired? One consolation 
is at least the application remains constant between all these 
tests and therefore the independent variable is truly the change in 
system. (This will be one of the key points left to the tester to 
insure that this indeed is a true statement). 

Multiple configurations of the same unit benchmarks can be used to 
optimize performance of existing systems, or of systems to be 
purchased. One must be very careful here not to get caught in 
"Test crazy mania." An acute condition where it is believed that 
every permutation of a configuration must be tested before a 
decision can be reached. Often more energy (and $) can be expended 
then the optimal solution can ever save or return. Success in this 
type of benchmark can be reached only when one variable is changed 
at a time. This requires extreme patience! 

Many trends can be observed through a series of characteristic 
tests that represent improvements in memory, I/O, or operating 
system changes (ie. table sizes, etc.) The most remarkable of 
these type of tests have shed some tremendous light on the area of 
I/O performance and have led to conclusions about multiple master 
disc drives typically outperforming slave disc drives, and the 
7920/7925 discs being faster than the 7933, Testing with 
additional memory is another simple test to see what performance 
improvements can be achieved. Some customers can remember the days 
when the C.E. made a house call with an additional memory board, 
installed it,.ran the test and noted the performance improvements! 

After over 75 benchmarks of the above types, some guidelines have 
been developed that can protect us from jumping to incorrect 
conclusions. The most important factor is merticulous consistency! 
If comparing different disc drives, make sure the systems are 
reloaded with the same file placement. The operating system should 
always be a constant factor (no updates between tests), as well as 
the table configurations. The tests should be run in exactly the 
same order! This is one that warrants further attention. At first 
glimpse, this seems like a trivial point, but experience has shown 
the order the tests are run DO have an impact on the results. 
Possibly the files that are built, therefore reside on different 
disc drives (MPE uses a round robin placement strategy) or even at 
different addrasses on the same disc. This may not sound like 
much, but over a period of time, it can account for a significant 
difference. The rule is: keep as many variables constant as 
possible, and keep the testing implementation constant. If a 
counterintuitive result is found - investigate further. Most 
everything happens for a reason, and usually we can find the cause. 
There are still some "black holes", but by and large these 
investigations are the ones that lead to new discoveries. Finally, 
for a benchmark to be effective, adequate planning, testing, and 
documentation of results are necessary. An incomplete testplan 
leads to inconclusive results! 
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BATCH VS. INTERACTIVE 

A benchmark is only as good as the application it measures! As 
previously mentioned, a batch benchmark may be simpler, but is not 
indicative of how an interactive application will perform. Many 
installations however are batch shops, so lets discuss how one goes 
about testing batch programs. · 

The main measure of batch program performance is elapsed time. 
Elapsed time is the time from program initiation to program 
completion. Sometimes this is also called wall time. Batch jobs 
are almost always tested stand alone, that is with no other load on 
the system. Variations include one single program, multiple 
programs running serially, or multiple programs running 
concurrently. In most cases running multiple programs concurrently 
has a shorter elapsed time than running the same programs serially, 
because the ability to overlap can occur. When running benchmarks 
of this type we suggest streaming the programs so that the output 
listings contain all the timings. One customer who had a S/III 
wanted to benchmark a S/64. Due to organizational growth, their 
serialized programs completed later and later, and finally were 3 
hours behind when the information was needed (they could not use 
concurrent access because the output of each program was the input 
for the next program). The benchmark·demonstrated with a S/64 they 
could complete their run with 2 hours to spare (a difference of 5 
hours!) 

While batch benchmarking is.relatively straight forward, 
interactive benchmarking is complicated, involved, and cumbersome. 
In the old .days interactive testing was done the brute force 
method. Line up X number terminals, with data entry clerks, and 
timers (to time a random cross - section of data enterers). From 
this, calculate average throughput rates and response times. Aside 
from some timing errors due to the reaction time of the timers 
(which will average out over time) this will work. Now add more 
memory and retest. Now update to a new operating system and 
retest. Now change a few key tables ••• After having done this a 
number of times I can admit to you - it's no fun at all! (Think 
also of the opportunity cost of having 50 people testing instead of 
doing their jobs!) That is why most major vendors have gone to a 
technique called "Remote Terminal Emulation", or the ability to 
generate a workload on a system that looks and acts like a terminal 
workload. 

The terminal emulation requires a minimum of 2 systems, a system 
under test (S.U.T.) and a driver system (see figure 1). The 
driver system formats inquiries and receives replies AS IF it were 
a group of terminals. This is transparent to the S.U.T., so it 
replies as if there WERE terminals at the other end. The driver 
system collects the responses and logs the time so it can calculate 
the response time, transaction turnaround time, and transaction 
throughput rates. Figure 2 illustrates the difference between 
these terms. 
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THINK TIME 

DATA ENTRY 

- The amount of time the 
the next transaction. 
inquiry 5 to 180 secs, 
random. 

user pauses before entering 
For data entry 0 to 5 secs, 
program development is 

- The amount of time the user takes entering data. 
Typically .3 sec/char for data entry clerks. 

DATACOMM (D/C) - Dependent on hardware utilized to communicate 
(each has a different character transmission 
rate). 

SYSTEM - The time the system takes to process the request, 
CPU + Memory overhead + I/O subsystem (fetching 
data) 

TERMINAL PAINT - The time it takes to fill the screen.with data 
that is output from the system. 

A transaction is a series of events beginning with think time, and 
ending when the system has returned control to the user (usually 
colon prompt or unlocked keyboard in block mode applications). The 
transaction rate is the rate with which the system can complete 
these transactions over a period of time. Response time is the 
time when a user enters the directive to the system to perform a 
task (or satisfy a request), until the system begins outputting the 
first character of the response. The reason for the destinction 
betwee~ response time and transaction turnaround time (see figure 2 
again) is that the resulting output could be one character, or over 
1000 characters. The measure called response time is the time the 
SYSTEM was occupied trying to respond to the request. Transaction 
turnaround time represents the time it REALLY takes to satisfy the 
request from the end users point of view. 

The key to a successful interactive benchmark is to make sure the 
workload is representative of the true application mixture. A 
workload that accomplishes this is called a "characteristic 
workload". The closer the workload resembles the t~e application, 
-~he closer the benchmark results will reflect the live results that 
can be expected. The most important aspect here is to insure that 
the transactions used are those transactions that will be used on 
the system (and in the appropriate percentages). What percent 
should be data inquiry, data entry, MPE, program development, etc? 
How long does each user take to enter their requests (data entry 
time), and at what rate between requests (think time)? The answers 
to these questions will dictate what the results will look like. 
In this way, performance benchmarking is like statistics. By 
structuring the right parameters, a person can force results a 
certain direction. For example, if you desire a low transaction 
rate, merely have a very long think time. The very best 
transaction rate with 10 minute think time is less than 6 
transactions per hour! 
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HOW DO I KNOW THE RIGHT PARAMETERS? 

In actuality, the customer is the only one who can determine the 
validity of the parameters. The basic technique is to gather data 
about the users of the system and convert that to the appropriate 
specifications for the test. First, start with the number of users 
using the system. Can they be split out by project? How many per 
project? Within each project, can they be split out by function? 
How many per function? For each function, what is the typical 
profile of a user? That is, which transaction types does the user 
execute? How often over an 8 hour day? From this the transaction 
mix for the test will be generated. Each type of user now must be 
classified according to the way they use the terminal. How fast do 
they key in data? Observe them in action. For each type of user 
you will observe a bell curve distribution, slower -> average -> 
faster. We generally use the average data entry time for each user 
type. What is the think time profile of each user? Is it a 
constant amount of time, or is it randomized? When making these 
observations, be sure it is a typical workload on a typical day to 
avoid skewing the results. Often times we will use a think time 
distribution. Here we can specifiy what the bell curve SHOULD look 
like, and allow the emulator to generate the think times necessary 
to achieve that distribution. This whole process is greatly 
simplified if we take a one hour window and assume that is typical 
of the whole day. If this is unacceptable, we can generate 
characteristic workloads by shift, or by segment of the day, A.M. 
vs. P.M., etc. 

HOW DOES HEWLETT-PACKARD DO THIS? 

Trying to characterize performance by testing using live people was 
clearly an unacceptable solution, so TEPE (Terminal Emulator for 
Performance Evaluation) was developed. TEPE is a remote terminal 
emulator as previously described. The performance guides that are 
published characterizing system performance are produced with this 
tool. 

To implement this requires a script. A script is the sequence of 
instructions that tells the S.U.T. what transactions to process, 
how many, how fast, etc. The script is what controls the 
benchmark. Each terminal to be emulated can have its own script, 
or it can share a script depending on the environment you are 
emulating. The major complaint we hear is "If I want to test 80 
different terminals, does that mean I need to generate 80 unique 
scripts?" Not necessarily, but you do need to generate as many 
unique scripts as desired. Maybe your installation supports 8 
groups, each of which has 10 users. If all 10 users were 
performing the same set of functions, this scenario would require 
only 8 different scripts. This is however a tedious and time 
consuming process. Some techniques to automate this process are 
now in their infancy and have tremendous potential. One technique 
is through software. Traps (or user exits) can be placed 
appropriately in application programs (or at the intrinsic level) 
to catch all requests (in th_is case, transactions). 
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These can then be logged to disc and later formatted for inclusion 
in the script. Thus the end user could merely be performing their 
normal work while the software collects their transaction profile. 
NOTE: The actual implementation is not as simple as this is made 
to sound, but nonetheless it can be done. Another technique is 
through hardware. For users with HP 264S's (with the cartridge 
tape capability) I have heard about a cable that can be built that 
will intercept the normal RS232 cable, and route all output from 
the terminal through the cartridge tape unit before transmitting to 
the system. The cartridge tape is later copied to the system and 
edited into the script. Again, caution about the general usability 
of this technique applies. 

CAVEATS 

To date, a hole exists regarding data communications and automated 
testing (remote terminals using MTS, the incorporation of DS, RJE, 
MRJE, and IMF). By in large, the only successful datacomm testing 
has revolved around characterizing the impact data communications 
has on a workload. The typical question answered is "What is the 
degradation when such and such is running? We plan in the near 
future to use a technique developed to test MTS, using the 2333A 
cluster controller to accomplish automated testing. 

MODELS 

No discussion about benchmarking would be complete without 
discussing modeling and how the two compare. A model is a program 
or set of programs that allow you to characterize relationships 
among variables. The objective is to be able to input queueing 
relationships (ie. number of I/O's per disc, or the arrival rate 
of processes in the cpu_queue) and output the response times and 
elapsed time estimates. 

Historicaly, HP has avoided using models because the degree of 
confidence in the results of models has not reached the levels we 
desired. If after calculating the inputs, and running the model 
programs the confidence factor in the output is 75 - 80% sure, that 
was not typically sufficient. The emulation however produces 
results with extremely high confidence factors (we estimate 95 -
100%) since the application is actually runn~ng. As with 
emulation, the quality of the results is dependent on the quality 
of the inputs. The downside of emulation is the effort required to 
gain that level of confidence in the results (I'm sure you now have 
an appreciation for that). With the size of systems growing as 
they are, HP is moving in the direction of modeling, so we can 
satisfy the needs of the 80% of the community that only need that 
level of confidence, and reserving benchmarks for the 20% that must 
have acutely accurate results. 
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In conclusion, we have examined different ways to collect data 
about application performance in different scenarios. Terminal 
emulation is very exact, but very cumbersome and time consuming. 
The key determinant of whether or not it is worth pursuing is the 
customers needs and commitment level. In order for this technique 
to be effective, the characteristic workload that is being emulated 
MUST reflect the application environment you wish to measure. If 
it does, the results will reflect real life achievable results. 
Don't try to estimate interactive performance with a batch 
benchmark - the results just won't correlate with the real world. 
When all this is put together properly - the result is a successful 
benchmark, with valid results that help the decision maker analyze 
the many tradeoffs and make a quality decision about the best 
alternative to pursue. Decision makers, I would like to leave you 
with this: Is any information better than no information? I used 
to believe that. Now I'd say, any ACCURATE information is better 
than no information! 
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OPTIMIZING SYSTEM PERFORMANCE 

David S. Wertheim 
Hewlett-Packard 

WHY TRY TO OPTIMIZE SYS'XEM PERFORMANCE? 

The most often heard cry from users today is bigger, better and 
faster! In a nutshell, they want to be able to do more work in 
less time. Many people from the old school say "throw iron at 
them",l That may be necessary, then again it may not be necessary. 
You wouldn't go to a Dr. who after you told them you had heart 
pains suggested open heart surgery would you? Would you? Often 
times fine tuning can improve performance of existing systems and 
satisfy user requirements. We will examine the most important 
factors that effect computer system performance and discuss 
measurement and evaluation techniques that will lead to reduced 
user response times, and improved system throughput. 

Reducing user response times and improved system throughput seem 
noble enough goals, but these two goals have caused more grey hair 
and ulcers for MIS directors and system managers alike. Why? 
Becaus49 they are inverse relationships. If you want the very best 
response time - get a single terminal S/64. Whenever the user 
requests a task, all of the S/64's resources are at its disposal. 
The system throughput and price/performance suffers however, since 
the machine remains idle most of the time. Response time suffers 
when you try to optimize system throughput. I am always reminded 
of the image of lines at the supermarket. The maximum system 
throughput occurs when there are too few cashiers, and lines start 
to form. The cashiers are fully utilized (ie. always busy) but 
response time (the time to check out and pay) suffers greatly. In 
the supermarket though, you have the choice. - to leave your basket 
and go to the nearest 7 - 11 and forget it. In a computer system 
you're not quite that fortunate (the break key does have some merit 
though) . Our goal then is to find the right balance between 
acceptable response times and good system throughput. 

I will discu!ls response time from the interactive point· of' view 
since online users are much more sensitive to delays in response. 
The batch user can merely substitute elapsed time for response time 
throughout this discussion. Response time is basically the time 
when a user requests a task, to the completion of' that task.2 The 
factors that determine that time are; data communications rate, 
system time, and terminal rates. I will leave datacomm and 
terminals for other discussions and will focus on the system 
component. This component can be split into 4 pieces; CPU, Memory, 
I/O, and the application. I will focus only on the first three, 
since the effects of' applications on performance could fill many 
volumes, as we would need to delve into IMAGE, KSAM, COBOL, WORD~ 
RAPID, graphics, Manufacturing software, Financial software ••• ~ 
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· The compc)nents we will discuss are important because the 
interaction of these resources control the length of response time. 
To improve response time, reduce this interaction time! In order 
to do this we must first understand how these resources effect 
response time, how their utilization can be measured, and finally 
how their utilization can be reduced. Throughout this discussion, 
percentages and guidelines will be indicated where possible. These 
are by no means the only "accepted" ones, but rather represent the 
opinion of the author. 

CPU 

The central processing unit (CPU) is the controller of the system. 
It processes tasks on a priority basis and can work on only one · 
task at a time. The objective of effective resource utilization 
can best be met by utilizing the CPU and I/O resources 
concurrently. The profile of most transactions is depicted in 
figure 1. · 

CPU BUSY 

1/0 BUSY 

Fi9ure 1. 

When the cpu schedules I/O for a process, it then becomes available 
for the next process which is "ready to run". If there are none, 
the cpu waits - until a process becomes ready, or the process 
executing I/O completes and it becomes ready to run. F.or a single 
user system, this would be like boiling a po1;,of water for tea, and 
standing there waiting for.that event to occur - terribly wastef'ul. 
On the other hand, when many processes require the cpu 
simultaneously, most will have to wait for their time slice. Can 
you remember going to the bank, Friday the 31st of the month at 
12:00 noon? Even though your transaction will only take 30 
seconds, you wait in the line (queue) for your turn. 
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(NOTE: MPE does give you some flexibility by use of the scheduling 
queues to determine which processes get preferential treatment. 
For example, most users setup C Limit to have better priority than 
D Base Therefore any interactive request is satisfied before all 
batch requests. The only time a batch process will run is when 
there is no interactive process ready to run). We measure the 
effectiveness of cpu utilization by the percent of time a process 
makes a request, and finds the cpu busy with some other task (CPU 
busy%). This can be measured by OPT/3000 (On-line Performance 
Tool). A value of 80% or greater represents fairly heavy 
utilization. 

HOW TO OPTIMIZE CPU UTILIZATION 

In situations like these, the solution is to reduce contention for 
the CPU. This can be accomplished a number of different ways. 
Load management techniques can be implemented that would schedule 
heavy loads to non-peak timeframes (overnight, weekends). Another 
often used approach is to make database updates to a file that gets 
streamed during non-peak hours. This has the advantage of allowing 
maximum accessability to the database during high activity periods. 
The disadvantage is the database is not always in the most current 
state. Applicaton programs could be evaluated for redundant or 
sub-optimal code. This is an area that sometimes raises the neck 
hairs of programming staffs. You want to examine MY code? In many 
cases, tight scheduling has forced the elimination of the 
optimizing phase of the project. Since many applications 
proliferate to installations ~hroughout the world, I am of the firm 
belief that optimizing that code once, will save an inordinate 
amount of execution time at end user sites. When you multiply that 
by the number of times the application will be run, the cumulative 
effect is staggering. (NOTE: This whole issue has received a lot 
of attention with the advent of programmer productivity aids. 
Typically these aids dramatically reduce the time needed to produce 
code. However, they also produce code that is not as efficient as 
an experienced programmer could.) APS/3000 (Application Program 
Sampler) can be used to isolate what segments (or even lines of 
code within segments) when optimized will leverage your efforts. 
Achieving 100% improvement in a segment that executes 1% of the 
time is not as good as a 1% improvement that executes 100% of the 
time! After these alteniatives have been evaluated, the analysis 
sometimes indicates it would be more cost effective just to get a 
faster cpu to reduce the utilization. 

This is not the case however if the utilization is under 30%. 
Additional horsepower will buy very little improvement. Referring 
back to figure 1, if the cpu component is 50 milliseconds, and the 
I/O component is 400 milliseconds (10 I/O's at 40 MSEC per I/O), 
what improvement can be expected if we double the cpu power - 25 
milliseconds. By and large, this effect is negligible. As the old 
saying goes "all cpu's wait at the same speed!" Additional 
horsepower may complete the cpu component in half the time, yet 
while the process waits for other resources, the cpu also waits! 
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MEMORY MANAGEMENT 

The.effects of memory management on performance have been well 
documented so I won't spend much time here except for a few . 
observations. With the price of memory dropping it does not make 
much sense to be underconf'igured (some users with.S/30/33's and 
S/Il's are somewhat constrained). In.tact, memory really onq 
comes into play as a majo:l" component when it is underconf'igured. 
In order to execute,. a process requires that its stack, a code 
segment, and ~ extra data segments that it needs immediately be 
in memory. When a process references a segment that is not in 
memoey (an absence trap), that segment must be brought into memory 
before the process can continue. It there is enough free memory, 
the memory manager allocates a free region for the segment and 
brings the segment in. It there is insufficient memory, a segment 
must be removed from memory (swapped out) or overlaid (only code 
segments or unmodified data segments can be overlaid without being 
written out to disc). This whole procedure is called swapping, and 
is controlled by the memory manager. When this situation is · 
particularly aggravated, we call it thrashing. Thrashing could be 
defined as the memory manager busily swapping segments, but no 
useful work getting done. When a process is waiting for a swap to 
occur, and the cpu has no other process ready to. run, we say the 
cpu is "paused for swap". A value of 10" or less is considered 
normal, 10 - 15" cautionary, and greater than 15" is serious. I'd 
like to make an interesting point on how numbers can be deceiving. 
I can guarantee a system would never show these percentages for · 
paused for swap by ruzining an i.dler program in the EQ that grinds 
cpu (perhaps a basic program: 10. GO TO 10). When memory pressure 
occurs and a process is waiting fo.r a segment to be brought in 
(pause for swap would normally occur) , the cpu would have a process 
ready to run and.wouid therefore show this time as cpu busy time! 
I make this point because it does not have to be the idler that 
causes this, any heavy cpu utilization will demonstrate the same 
trend. Another indicator of memory pressure is the percent of disc 
I/O generated by the memory manager. When 25" or more of all I/O 
is generated by the memory manager, memory shortages are occuring. 
Much has bean written about techniques to utilize less memory for 
those installations that are maxed out. These techniques range 
from shrinking the stack where possible, to removing static tables 
from the stack to code segments. 

DISC I/O AS A BOTrLENECX 

For today's systems the most important performance factor is 
clearly disc I/O. Discs are rotating mechanical devices and 
therefore operate at much slower speeds than cpus or memory. It is 
no wonder that disc I/O easily becomes a bottleneck. There are two 
ways to reduce :this contention: complete each I/O faster, and 
request fewer I/O'sl 
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Every disc I/O contains the following components. 

7925 

79.33 

Set up 
Overhead 

Seek Latency Transfer 

~--..:;.~~~~ ~~ 

1.17 

9.50 

25.0MS 

24.0MS 

11. 1 MS· 737K8/sec 

11. 1 MS 1060K8/ sec 

Total Avg Ac:cess 

37.27 

44.60 

All discs have these' pieces, and these speeds are the technological 
speeds available for discs today. When disc I/O requests are 
processed serially, the time to complete each I/O will be the 
average access times listed above. If multiple users request I/O, 
the sequence of events is depicted in figure 2. I use 40 MS as the 
average access tima (the average of the 7925 and 7933 disc access 
times). · 

User A 
Request 

40 msec -·-·-·- -·-·-·1 

User B 
Request 

t 1 

waiting in 
Queue 

User C 
Request 

waiting in Queue 

Figure 2 

40 msec i-----1 
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Notice that any user that makes a request while another user's 
request is being processed, waits until that request is completed 
before it is scheduled. The Tesult then is the cumulative time! 
With MPE IV, changes were made to the I/O system that enable 
dramatic improvements in this area. 

LOOK-AHEAD SEEKS 

The S/III has a feature called look-ahead seeks. When enabled, 
this allows the user to have multiple seeks scheduled 
simultaneously, so up to 4 discs can be seeking at the same time. 
When the disc controller is being scheduled to seek, it checks the 
disc request queu~s for up to 4 discs to see if they can be 
scheduled at the same time. Once the seeks are completed, the 
transfer still remains serialized, but we've eliminated 
serialization of the longest component (the seek). 

OVERLAPPED SEEKS 

This same philosophy can be accomplished on the HPIB systems 
(S/30/33/39/40/44/64) by using master disc drives {a master disc 
has a disc controller attached to it). This technique is called 
overlapped seeks. 

A 

Gic 

M 

I 
I 

tJ 
I 
I 

tJ 

8 

Cic 
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The above diagram illustrates the difference between a master-slave 
configuration, and an all master disc drive configuration. System 
A's performance would be similar to that depicted in figure 2. 
While the controller is waiting for the I/O request to complete, 
all other requests are queued. System B however can schedule each 
disc drive independently since each has a controller. There is 
still the potential for a bottleneck at the GIC level, since only 
one controller can transfer at a time, however testing has shown 
with two masters/GIC negligible contention occurs, with slow rising 
contention from 3 to 4 masters/GIC, at which point the channel 
basically becomes saturated (see figure 3). That does not mean you 
cannot attach 5 or 6 masters/GIC, merely that there is less benefit 
of devices 5 and 6 being masters - they could be slaves and would 
perform close to as well. Figure 3 illustrates average I/O rates 
for the 7920/7925 disc drive. 

CONFIGURATION I/O'S / SEC 
·---------------------------* • 1 M, 1 G, 1 I • 22 * * 1 M, 2 G, 1 I * 22 * 
* 2 M, 1 G, 1 I * 44 * 
* 2 M, 2 G, 1 I • 44 * 
* 3 M, 1 G, 1 I * 53 * 
* 3 M, 2 G, 1 I * 66 * 
* 4 M, 1 G, 1 I * 60 * 
* 4 M, 2 G, 1 I * 88 * 
* 5 M, 2 G, 1 I * 94 * 
* 6 M, 2 G, 1 I * 104 * 
-----------------------------* 4 M, 2 G, 2 I * 88 * ALL 2 IMB DATA IS 
* 4 M, 4 G, 2 I • 88 * ESTIMATED! THE 
* 5 M, 3 G, 2 I * 110 * SALES CENTER HAS 
* 6 M, 3 G, 2 I * 132 * NOT TESTED THIS! 
*---------------------------* 

LEGEND: 

M = 792X MASTER DISC DRIVE (10% less for 7933) 
G = GENERAL I/O CHANNEL (GIC) 
I = INTER-MODULE BUS (IMB) 

Figure 3 

HOW CAN THE USER CAPITALIZE ON THIS? 

The best way to capitalize on these features is to spread requests 
across discs to gain concurrency of seeking, as well as a 
concurrency of I/O with CPU. In a single user system (batch job), 
no overlap can occur. If all users wish to access the same file, 
or a set of files that exist on the same disc - NO OVERLAP CAN 
OCCUR! How can a user determine this though? The best way I've 
been able to find is a set of contributed programs called "DISCIO". 
These programs analyze the log files looking for type 5 (File 
Close). They will format the file open/close activity based upon 
number of times this occured, and will also indicate the disc drive 
the file resides on. This will usually give a good indication of 
which files are most heavily utilized. 
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A common rule of thumb is 80/20. 80% of all accesses are to 20% of 
the files (some people say with respect to disc files this is more 
like 93/7!). OPT/3000 will indicate which drives are most heavily 
utilized, and therefore that imbalances exist, but not which files. 
This philosophy of spreading accesses across discs pertains 
particularly well to virtual memory, as it flattens the disc drive 
distribution. (This used to be a big problem with heavy contention 
for LDEV 1 prior to MPE IV). 

Another Strategy that ~eems to be effective is to split heavily 
used master and detail IMAGE datasets across different discs. If 
they are on the same disc, you are guaranteed a certain amount of 
head movement will occur to access a record. However, if they are 
split, there's a chance that subsequent accessess will not have to 
reposition the head each time~ The amount of benefit this buys you 
depends on the magnitude and type of accessing being done. 
Finally, some have suggested placing your heavily used files toward 
the middle of the disc. The philosophy is, on average you will 
traverse half the disc per access. If you place these heavily used 
files in the middle of the disc, it will always be less than half 
the disc. In theory this sounds plausible, in reality it is not 
easily accomplished. MPE allows you to choose what disc drive, but 
not what cylinder or track. The previous suggestions do however 
work well, and please note: once you find an optimal placement 
strategy, back it up! Remember when reloading to use the RESTORE 
option, or you efforts will have been wasted. (For double 
protection map out your file placement strategy and keep it in a 
safe, accessible location!) 

DISC I/O CACHING 

When I first heard the disc I/O optimizing principle - request 
fewer I/O's I can remember chuckling, how absurd! If I could get 
by with fewer I/O's don't you think I would? That's the whole 
issue of adding memory isn't it, so there would be fewer I/O's 
necessitated by the memory manager? Yes, in actuality it is. Now 
we see much greater strides in thinking we call "Disc I/O Caching". 
The principle behind caching is to eliminate PHYSICAL I/O's and 
replace them by LOGICAL I/O's. Whenever an I/O request is made, it 
takes approximately 40 MSEC to complete. Of that time, only 1 
MSEC/1000 bytes is for transferring data. By utilizing excess main 
memory as a cache for data with a high probability of access we can 
eliminate physical I/O's. When a physical access is made to the 
disc, instead of only transferring the requested data size, an 
additional amount is also transferred to the cache for future use. 
Clearly this will be very effective for serial access, however we 
have found even with random access locality does exist (the 80/20 
rule again). What is the cost of this? The additional overhead 
necessary to transfer additional data .(for 16KB this is 16 MSEC). 
The system can make a lot of mistakes (transfer data that turns out 
to be unneccesary) as long as it makes a couple of hits (the 
average cache access time is less than 5 MSEC/acc:::ess). Preliminary 
testing has indicated greater than a 75% hit ratio! In order for 
this to work however, there must be adequate memory to utilize for 
this purpose. The cache regions are treated like any other memory 
region and are subject to being overlaid. 
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If memory pressure exists, the hit ratio is likely to drop. 
Initial estimates indicate about 1 MB of main memory is necessary 
for this technique to be effective. To date, not enough testing 
has been completed to many any definitive statements. 

BOW DOES DISC I/O CACHING AND MASTER DISC DRIVES JIVE? 

The combination of disc I/O caching and master disc drives makes an 
interesting question. In other words, is it better to totally 
spread related data across master disc drives, or to bunch them on 
the same drive and capitalize on caching? Intuitively, my guess 
would be data that will be accessed simultaneously (or close to it) 
should be bunched together to allow the caching to be effective, 
since the access time savings is substantial. This could be done 
by overtly specifying the drive and using naming conventions like 
AAl, AA2, ••• Since everything can't be bunched together, other 
related items should be spread across disc drives. This way, when 
physical accesses are required to replenish the cache, they will be 
completed expediently. In this way we accomplish both goals, 
complete each I/O faster, and request fewer I/O's! 

One last subject should be addressed, that of resource contention 
for file locks, RINs, and other system tables. Both OPT/3000 and 
APS/3000 have the capability to isolate many of these deadlocks 
(TUNER2 for key system tables as well) and should be utilized to 
determine the causes.of bottlenecks. A general rule is: hold 
resources for the minimum time necessary. This merely requires 
thinking through the way an application will use these resources 
from a global perspective. 

In conclusion, techniques are available to measure the main system 
resources; CPU, memory, and I/O. Once the resource·utilization is 
calibrated, bottlenecks can be isolated and steps take to alleviate 
contention. Through overlapping resource utilization, both system 
level goals can be accomplished; increasing system throughput and 
therefore reducing user response times. There is a balance between 
which of these requirements has higher priority, and that will 
determine the exact techniques utilized to accomplish that goal. 
In many cases, implementation of the above mentioned techniques can 
eliminate (or at least delay) the need for additional equipment in 
order to meet increasing end user demands. 
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Planning and Implementing an Automated Office 
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What is Office Automation? 

9 3 - l 

Michael Hammer, from Massachusetts Institute ~f Technology, 
has described an intetesting perspective on offices and of­
fice automation. He asks that you think of the experience 
you might have had in explaining to a small child what it is 
that we do in offices. Anyone who has taken their child in 
to work with them has a joyous experience listening to the 
child tell what they saw or did: reading, talking on the 
telephone, shuffling papers, drinking coffee• What the 
child sees has very little to do with capturing the real 
"mission" of the business: making payments, scheduling pro­
duction, etc. A view of the office de~cribing the basic 
tasks gives very little understanding of the nature of of­
fice work. A number of observations can be made that help 
us understand what "office automation" or better yet, "busi­
ness automation", is really about. 

Offices and their activities are distributed both in space 
and time. They involve the continuous coordination of ac­
tivities in many locations. Office activities are constant­
ly changing. The worker must constantly revise his activi­
ties to cope with the dynamic environment in busines• today. 
Activities in the office are highly interactive. Most busi­
ness decisions are made by the interaction of many people in 
an exchange of wotk, ideas, and commitment. 

Hammer's perspective on automation reflects the "functional" 
approach to office automation. The office is·~ place of 
business, not just a place where docum~nt processing takes 
place. The real objective of QA is not the installation of 
automated systems into an office environment, but· the en­
hancement of the business objective, using new technology 
only when and where it is appropriate. This perspective on 
"business automation" involves the integration of people, 
processes, technology, organization and change. The people 
(the human factor) are the most important part of the 
puzzle. 
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OA versus DP 

The human factor has many side issues. In fact, that human 
factor is one of the main differences between office ap­
plications and data processing applications. The similari­
ties seem more obvious, so let's review some of the 
differences·. 

Data Processing . 

Configure a technical system 
for precisely defined problem 

Automate manual procedures 

Focus on nee's o( co~pany & 
constraints of equipment 

··:Tr a·nsact iqn processing 

Prescribed data and formats 
' I . '. 

Oriented towards efficiency 

Judged in terms of displaced 
costs 

Office Automation 

System considers human 
factors 

Changes the way we work 

More tolerant of variety 
and types pf users 

Supports decision making 

Ad hoc analysi• & inquiry 

Oriented towards 
effectiveness 

Judged in terms of value 
added 

Office systems must be designed and implemented in such a 
. way that they can measurably meet us~r needs and take into 
full consideration the.human and organizational factors and 
constraints of the.system •. The design of such a system is 
critical as office a.utomation affects every aspect -of office 
life including: 

1. the way of doing work 
2. work flows 
3. distribution of work 
4. quality of relationships between workers 
5. environmental. design 
6.. "qua!i~y of work life" 

The. fr.equency and .amount of human interaction in the office 
environment .. and the wide variety of sHuations requires a 
differen.t methodology for syste~s implementation .that. most 
of us have experienced in the data processing environment. 

Getting Started 

There are a number of a~eas that need td be addressed as you 
examine whether or not office systems are appropriate for 
your organization. By asking yourself and your organization 
these five simple questions, you can be off and running: 

Technological - Will it work? 
Operational - Will it fit? 



Behavioral - Will it be accepted? 
Economic - Is it worth doing? 
Regulatory - Are we allowed? 
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If you answered yes to those questions you can now start to 
look more deeply into the real issues and problems. To do 
that you must (terminology borrowed from IBM): 

Organize to Plan 
Define the Current Environment 
Analyze Your Needs 
Develop a Plan 
Implement the Plan 

Organize to Plan 

The topics above, including the differences between the of­
fice and data processing environments, give some ~nsight 
into one of the most critical part of planning and im­
plementing an automated office. The user must be involved 
in the planning process. 

The formation of the Office Automation task force is often 
the first step towar·cts successful automation. In establish­
ing this group it is important to get top management commit­
ment early, and to establish the function and scope of the 
task force. Will it look only at .the problem of office au­
tomation and make recommendations? Or will it function for 
a longer period of time, making specific plans, seeking 
their approval, and overseeing the implementation_ process? 

From the experience that I have had working with office sys­
tems, the "User-driven" approach to office automation is _th~ 
one that has the best chance for success. This user-driven 
perspective on office automation requires careful planning 
and education of the users along with continuing system re­
view and refinement as the users become more experienced, 
their needs change and evolve. The "Bermuda Triangle" below 
illustrates the traditional implementation methods for com­
puter systems where there is little user involvement. The 
"law of divergence" recognises that the office is dynamic. 
The longer it takes to build a system, the further it will 
be from the user requirements unless the user actively par­
ticipates in the entire process. 



User Requirements 
rJ . 

Change Requests 

~ 
Change 

~· . 

Change 
''. '·.~ 
Change 

it 
Change 
•' It ' 

Change · 
rt 

Chang·e 
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Data Gathering 

A~ I • na ys1s 

D~ . 
es1gn 
~. 
Build 

!~stall 
~ 
Test 
T~ . 

rain 
~ 

Accept 

~-.-----------D~l_V_E_R_G_EN_C_E_.··----~-·~ 
:{!Pvu f.B~ ;[~ 

/ 
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This user-driven perspective must take into account computer 
science, management, education, interior design, organiza­
tional development, industrial physchology, strategfc plan­
ning and operations research and technology. In addition, 
there is a need to develop tools and procedures for office 
systems. All of this should be done with an evolutionary 
approach, melding the stragetic plan with practical 
experience. 

User-developed office automation has two basic assumptions 
behind it: 1) all employees are responsible for improving 
office productivity, and 2) it's easier for office workers 
to understand technology than for technologists to under­
stand how an office really functions. There are both or­
ganizational and individual benefits to this approach. 

Define the Current Environment 

Office systems can benefit an organization only if they ad­
dress real business and employee needs, and accurately re­
flect the current environment. An inventory of existing 
office automation equipment must be taken. What commitments 
and choices have been made that limit your future alterna­
tives? Remember that office automation is a merger of data 
processing, office processing and telecommunications. Each 
uses a different vehicle for information flow: digital 
data, paper and voice. You will need to collect information 
about these three information types and their flow to gain a 
total picture of your organizations requirements. The 
similarities and differences in departments are also an im­
portant aspect of your look at the current environment. A 
financial department may emphasize meticulous and repetitive 
work, while a sales department may be more concerned with 
the timeliness Of the information and with customer service. 

Analyze Your Heeds 

Needs analysis is a very important part of the planning and 
implementation of an automated office. Jan Duffy, a 
Canadian office automation consultant, has formulated the 
following needs analysis questions: 

What are we doing now? 
How much does it cost now? 
How can the present system be improved? 
What will the improvement cost? 
What will be the impact on personnel? 
How long is the process going to take? 
What are the potential savings? 
How will the new system benefit the organization in 
the future? 

As part of your overall program the task force will need to 
address the cost-benefits issues of your proposal. There 
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are a couple of schools of thought on cost-benefit analysis. 
The first is that office systems prove their worth over time 
and there is no need to cost justify the equipment.r Do you 
go through a cost benefit analysis for your telephone or 
your swivel chair? The second school of thought is that you 
should avoid doing anything. The third position is that you 
will find a way to justify what you already think. That 
brings us to Tapscott•s first law of cost-justifying office 
systems: "the probability of a chooser accepting a cost­
benefit analysis is directly proportional to degree to which 
s/he is favorably inclined to the technology anyway." 

The benfits of office systems can be divided into both tan­
gible and intangible benefits. An in-depth review of those 
should help you understand some of the trade-offs that you 
might have to make. These benfits translate directly to 
hard dollar savings and soft dollar savings. Hard dollar 
savings are things that either reduce the time required to 
accomplish the task and/or reduce costs of production. Soft 
dollar savings are the more intangible benefits such as im­
proved quality and job enrichment. Tangible benefits 
generally save time, labor or both. Some examples include 
reduced need for travel and decreased number of phone calls. 
Intangible benefits are less susceptible to quantification. 
An example of an intangible benefit would be increased good­
will or customer satisfaction. A detailed look by appiica­
tion (electronic mail, decisions support) is important. 

Your organization is undoubtedly going to be faced with the 
"productivity issue". I'm sure most of you are aware of the 
lack of well accepted productivity measures. There is also 
a lack of knowledge of the actual impact of office systems 
on performance and productivity. The best (and simplest) 
approach is to focus on the global measures of organization­
al performance rather than the efficiency and productivity 
of the individual in the office. One of the key contribu­
tions of the office task force is to help determine what 
productivity is for the organization. Is it quality? Em­
ployee satisfaction? Customer satisfaction? Efficiency and 
effectiveness. Can you describe the differences between 
efficiency and effectiveness? A look at some techniques for 
measurement and an idea of what a couple of large organiza­
tions did should be of some interest. 

Develop a Plan 

The office systems plan developed by the task force will the 
the bridge between your current office structure and the 
"office of the future". The plan should have a number of 
components. The first is a strategic framework. Where is 
the company going, what goals do we agree on and how are we 
going to get there. The organizational component should 
describe the methods of analysis and evaluation and how to 
prepare people for change. The process of adjusting to 
change has five steps: 

Self-pity (Why me?) 



Denial 
Anger 
Bargaining 
Acceptance 

(Not me!) 
(I• 11 get even! ) 
(I'll cooperate if you will.) 
(What change?) 
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Included in the plan should be a description of the office 
systems function. That included a mission statement for the 
function (jobs), the lines of reporting and working 
relationships, the definition of responsibilities and the 
staffing requirements. Along with the education and prepa­
ration for change, and the measurement issues mentioned 
above, the plan also needs to consider the implementation of 
computer technology and applications based on standards, 
guidelines and procedures to support the organizational ob­
jective. The plan also should address control of the pro­
cess by management to ensure the completeness, cost effec­
tiveness and responsiveness to the users. 

Implementing the Plan 

A pilot program is going to be a very effective method of 
introducing the organization to office sytems. There are a 
number of different types of pilots that are appropriate for 
the office systems environment. For example, you could 
choose a small pilot and use control and comparision groups 
for measurement techniques. You might choose an incremental 
pilot where your costs are minimized because you already 
have much of the equipment. Single application pilots, 
operational data base pilots, and combinations of all of the 
types mentioned can be sucessfully implemented. The key 
requirement for selecting the correct pilot is that it be 
located where there is a real need. 

I'm sure, in the meantime, that you have been building an 
on-going relationship with your computer vendor. You need 
to balance your needs with the vendor services and strategic 
thrust. The office is, by definition, a "multi-vendor en­
vironment". You need to understand the compatibility issues 
and explain them to the users as part of the general educa­
tion and training plan. 

Have you determined who has what responsibilities during the 
implementation phase; the implementor, the user and the ven­
dor? A clear deliniation of those responsibilities will 
help contribute to the success of the program. The attached 
Gantt chart should be useful in the planning and implementa­
tion process. 

Evaluation of the Plan 

During your pilot you should have been collecting and 
documenting users• reactions to the new system and recording 
their suggestions for system, procedure, training and other 
improv~ments. You need to refer back to your original 
criteria to measure the success of your installation and see 
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if they have been met. You must evaluate unforeseen ad­
vantages and disadvantages of the system. What was the ef­
fect of your training program, the vendor support a~d ser­
vice, the documentation? What is the potential fortaddi­
tional applications? What effect does this have on the or­
ganizations' strategic plan. This is when you make the 
decisions to move from pilot to operational system. 

Murphy's Law or the Pitfalls of Office Automation 

What could possibly go wrong? Everything! A potential pit­
fall is the "technological imperative". "What is available 
and what can it do?" The team could also make long term 
decisions based on current technology. The team or manage­
ment could confuse decision making with strategic planning. 
The project could reflect amateur planning. Unless the team 
has a background or training in strategic planning they will 
fall into one or both of the first "pits". Another poten­
tial problem is that the strategy might be developed on a 
one-shot basis as the day-to-day environment forces the team 
to delay or skip the planning process. 

A review of other barriers to the success of the office 
automation project include organizational, people, implemen­
tors, and technological issues. 

Summary 

Successful office automation requires attention to all of 
the items mentioned above with particular emphasis on plan­
ning. In addition, the members of the team must: 

1. give attention to detail 
2. use checklists 
3, have good people skills 
4. excellent negotiating skills 
5, budgeting skills 
6. scheduling skills 
7, education/training skills 
a. communications skills 
9, be resourceful 
10. be open minded 
11. be flexible 

Foremost in the mind of the team needs to be the emphasis on 
the mission of the organization. The office is a system of 
interacting and integrated components (people, procedures 
and technology) that must work smoothly together to accom­
plish that business function. 

In summary, if the solution fits the corporate strategy, 
considers the user's capabilities and needs, accounts for 
budget and time constraints, and uses reasonable assumptions 
about present and future technology and equipment; the 
result will be a comprehensive office automation program 
that realistically addresses short-term needs and es­
tablishes a frame work for sati3fying long-term needs. 
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"A CHECKLIST OF TEN FACTORS TO EVALUATE WHEN BUYING A 
SOFTWARE PACf<AGE 11 

Thomas A.Wilson 
Director, Profiles/3000 Sales 

It used to be that you would buy some software, load it 
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up, pay the vendor and then the real work for MIS would 

begin. With the common reductions in the price of 

hardware, there is-more pressure on the software suppliers 

to differentiate themselves from each other. This means 

opportunity for the MIS manager in charge of purchasing 

software. Suddenly phrases like 'Let's try it out; Show 

me; Can you p~ove that' and 'Tell me about your support 

after the sale' have real meaning and can play a large 

role in the software that you ultimately select. 

I feel that there are ten objective decisions for your 

consideration. Having completed that task you will have 

one subjective decision yet to make. 

The following information if properly employed should 

lead you to a good solid selection that will have an 

ongoing positive impact on your productivity over the 

life of your selected software. 

I. Documentation Everyone talks about documentation 

and fortunately everyone is forced to do something about 

it. Unfortunately the normal function is to do as little 

about it as necessary. No documentation is going to fit 

specifically within your own standards, but some common 

questions that have been asked are: 



l.) Does the documentation reside on-line for 

.quick and easy accessability? 

2.) Can I.understand the documentation? 
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3.) How many kinds of documentation do.you have? 

i.e. technical, user, training. 

4.) May I see the user documentation? 

.5.) What does the training documentation look like? 

(This is in case I need to give additional 

training classes in the future.) 

6.) What does the technical documentation look like? 

7.) Is it understandable? 

8.) Is it consistant with any of my other 

documentation? 

9.) Can it be changed and if so, how easily? 

As you can see there are many considerations from just 

one decision criteria. Without specific plan it is 

possible to make what appears to be a good decision but, 

find out later that it was an incomplete decision that 

led to disaster. 

II. Trainina This is a task that quite often 

falis on the shoulders on MIS. The ideal situation would 

be a training class given by the vendor with enough 

documentation that additional classes can be taught 
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by a representative from the end user organization. Some 

key questions for your consideration include: 

.1.) Is the training conducted on site? 

2.) Is it classroom or terminal session oriented? 

(Tests show four hundred per cent better 

retention with terminal session classes.) 

3.) Is the training documented for easy reference 

and also for on-going internal training? Is 

this documentation "user friendly" so that 

the layman can teach the class? 

If your current policy is to not give internal training 

classes, you need to know if additional training classes 

are available and if so, what are the specific terms? 

Will the company come back to you or will you need to go 

to them? What are the charges for additional training 

and how long are those prices good? Is there a guaranteed 

response time to additional necessary training? 

Training is a very important aspect in your decision 

because the software decision you make will be openly 

evaluated by the end user and judged on his/her ability 

to make the system do what they want. With incomplete 

or poor training an excellent piece of software will be 

given a miserable rating, and guess who will be blamed 

for this bad decision? 
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III. Service and Suooort This area is probably 

the one that is undergoing the greatest amount of change 

in the shortest period of time. It is an area that is 

very costly for you and one where the most vendor 

differentiation is taking place. The functions to be 

dealt with include hot lines, trainer follow up, bug 

requests and product enhancement input. 

1.) The most controversial consideration is the 

utilization of a hot line service. It raises 

the basic question of control, but properly 

implemented, can be controlled by MIS with 

a very high degree of increased productivity. 

End user problems have historically been 

the problem of MIS. Countless hours have 

been wasted researching non-problems. 85% 

of a users problems in the first six months 

are education and not system oriented. The 

good vendor will want to respond to these 

questions because he or she can spot trends 

and recognize necessary changes for future 

training classes. Also, patterns of questions 

in a multiple client relationship help 

develop easier and more efficient user 

instructions. 



2.) All software contains bug request facilities 

in the maintenence agreement and this is an 

area to verify but is primarily a yes or no 

consideration. 

3.) Enhancement input is a method of increasing 

your productivity. Find out the process 

undertaken by your proposed vendor and 

"'determine how much impact you may or may not 

have in this decision process. Some 

companies welcome your suggestion and given 

that they have a multiplier effect will 

implement them as maintenence. Others have 

internal departments that are not interested 

in outside input. Ask your vendor's policy 

and then ask for proof of this policy by 

verifying implemented changes and talking 

to references. 
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This entire process will be a potential area of increased 

productivity over the next ·few years. It is one that is 

now highly people intensive and requires a high level of 

end user knowledge. In all probability, this is P luxury 

that you will not be able to afford in the near future. 



94 - 6 

rv. Equipment Requirements This is an area that 

you are probably most comfortable in but one that has 

a few pitfalls. Just because the software has an image 

database doesn't mean that it will fit your needs. You 

may be interested in whether it was designed specifically 

for the HP 3000 or perhaps it-was converted from an 

IEM, Burroughs or some other system. You need to look 

at the design from an efficiency point of view. A 

natural question is7 'What are the minimum machine 

requirements and can I benchmark it's productivity?' 

v. Installation Ease After determining the efficiency 

of the software it stands to reason that you might be 

interested in how much work is involved in installing 

the package. No package is going to meet all of your 

musts and wants, so I would be especially curious as to 

the difficulty involved in modifying what I was buying 

and also what impact if any, that it had on the validity 

·of my maintenence agreement. Additional information that 

will have a direct impact on the success of the 

installation include: 

1.) Must all data be input intially in order 

for the system to function? 

2.) Is a batch load facility available to 

initially load the data or must it be loaded 

item by item? 



3.) Are there rules tiles established to insure 

the valid data or must all data be visually 

verified? 

94 - 7 

Another important aspect of the installation is the ability 

to identify, measure and control the entire process. Ask 

for proofs of tirnefrarnes and controls, discuss the 

company's claims in this area with some of the installed 

users. 

VI. HJ? Interface It is important to many companies 

that there is consistency in their software so the 

question of HJ? interface is important. The questions 

that readily come to mind are: 

l.) Will this package interface with Rapid, 

Inform, Query and also, what about purchased 

packages like Quick and Quiz? 

2.) Can I interface with word processors? 

3.) If I hook up an HP micro, can I also use 

it as a terminal with this software? 

4.) What are the requirements and limitations 

of terminal selection with this package? 



VII. Maintenence What do I get and what does it 

cost? Not bad things to determine early on in your 

selection process. As was mentioned earlier, the phone 

support issue is critical and becoming more so as 

people costs go up. What is the company's policy 

around fixing bugs, and .if they .. are fixed do I get 

both source and object code on the fix? What about on­

going enhancements? Am I going to get on-going 

improvements or am I caught up on the nickel and dime 

treadmill of continuous additional modules? This 

specification can have an impact on the true actual 

cost of your system. 

Ask the ven<lor to show you proof of maintenence. This 

should be easy todo and will satisfy any apprehension 

you may have surrounding maintenence as an issue. 

VIII. Security_ All systems will have some form of 
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password security and all security can be bro.ken. Most 

end users will not have the ability to break any security 

controls so my suggestion is to check on additional 

security features and their associated benefits. Things 

to look for include levels of passwoid security and the 

ability to institute securtiy to the data item level 

it desired. One benefit of higher levels of security 



is that it can be controlled by the account supervisor 

and changed without having to involve MIS to unload and 

reload the database. 

IX. End User Understanding As more end users 
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start using the computer, communication becomes critical. 

The terminology used by end users can be as frightening 

to the MIS department as the data processing terminology 

is to the end user. It is for those reasons that you 

want to determine not only the technical level of 

expertise of your preferred vendor, but also their 

understanding of the ultimate users needs. This should 

include not only knowing what and why the system needs 

to have certain features but also what will the needs 

be in the future. Has the' system been developed with 

those future needs in mind and considerations made to 

accomodate those enhancements? If this vendor has 

passed your preliminary screens, it won't take long with 

the end user to see if they can communicate effectively. 

It would not be out of line for you to ask for 

verification of this company's credentials in the· expertise 

desired by your end user. 
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x. Vendor Viability This is the area that in 

many cases is the only area scrutinized. I contend that 

the important aspects of this area are as follows: 

1.) How old is the company you are dealing with? 

2.) What is the financial stability of the 

company I am dealing with? 

(This is critical in today's economy. 

What happens if the company goes out of 

business and what is the potential 

probability of that happening?) 

3.) What is the geographic presence of this 

vendor? Do they have ten people or a 

thousand, and are they all located in one 

geographic area or are they accessable in 

many locations? 

4.) What is the company's reputation? Do 

they follow through on commitments? What 

about other product lines? Can I verify 

the company's commitment to my needs? 

5.) Will the company steer me to one or two 

special refe~ences or can I get a list 

of ~lients and talk to whomever I wish? 

6.) How long has the company dealt in the functional 

area of my needs? How much do they know about 

my business and my end users needs? 
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7.) How long have they dealt in my spec~fic 

marketplace? Do they understand my business? 

How well do they know the Hl? 3000? Am I 

XI. 

a small part of their software service and 

controlled by what Il3M users want or am I 

afforded equal treatment and consideration 

as an Hl? user? 

The Subjective Emotional Decision If two or 

three vendors happen to pass your screens and only minor 

criteria differenciate them, chances are you will chose 

the company whose representative has gained your confidence. 

As a matter of fact, most software selection is made 

based on the relationship and amount of trust built up 

between the sale~ person and the decision maker or 

chief recommender. This is not bad decision making on 

your part, particularly if you are aware of it before 

making your final decision. As in all business decisions 

trust is a major consideration. That being the case 

accept it and use it to your advantage. 

I truly believe that if you consciously consider ·all 

of the factors listed above that you will do a better 

job of selection software for your organization and that 

you will enhance your potential for advancement by 

measureably increasing productivity. 





Applications of Message Files 
and their Performance Characteristics 

Mike Zufall 
Hewlett-Packard Company 

Message Files are a feature of the MPE file system intro­
duced with MPE IV. They provide a secure, transparent meth­
od for Inter Process Communication CIPC) that is both 
easier to use and more efficient than either the MAIL or 
Program to Program (PTOP) facilities they replace. This 
paper will suggest ways in which different installations 
might use message files, and detail the performance charac­
teristics of message files in general. 

Background 
For those readers not familiar with Message Files, I will 
start with a brief explanation of the capabilities Message 
Files offer. 

Message Files, first of all, are disc based and may reside 
either in the permanent or temporary domains. With a single 
process accessing a Message File, the file acts very much 
like a standard disc file. Records may be written to or 
read from the file using the standard MPE intrinsics FWRITE 
and FREAD. Two differences to note though are: a Message 
File may not be opened for input/output access; and, under 
default conditions, an FREAD deletes the record it 
accesses. 

The real power of Message Files comes from accessing the 
file in read mode by one process, while one or more other 
processes are writing into the file. In this mode the Mes­
sage File acts as a queue. It maintains both an end of file 
mark and a beginning of file mark (pointer). This allows 
the application designer to pass transactions or other in­
formation quickly, and easily between totally separate 
processes. 

It should be noted that the above describes the standard 
ways of using message files. There are, in fact, many addi­
tional options that allow a great deal of flexibility. 
Using the AOPTIONS in the call to FOPEN, or a COPY 
parameter on a file equation, one may read a message file 
non-destructively; very useful in debugging. Using the AOP­
TIONS again, or a SHR parameter on a file equation will 
allow both multiple writers ~readers. 

A new (with CIPER MIT) and interesting feature of Message 
Files is Software Interrupts. This feature-allows a process 
in, say, a compute bound loop to trap into a procedure of 
it's choice when a record is written into a Message File it 

95 - 1 



is reading. This feature works in a manner very similar to 
the control-I subsystem break. 

For the actual details of these and all other features of 
Message Files, th.e reader is directed to the' re'ferences 
listed at the end of this paper• ~I will now procede to list 
some of the many ways Mes,sage· Files may,. be or use to HP-
3000 users. 

Suggested Uses o~ Message Files 

1. As an Aid in Application Conversion 
Many types of systems require~ or make itr desirable that an 
interactive system be structured as separate pfocesses. 
Sometimes an application designer will choose this scheme 
so as to make the system mote portable ftom one vendor's 
equipment to another. With this type of design each process 
will usually handle one transaction type or perhaps all 
transactions for a giv·en .data base. There is also usually a 
small program that.acts as a "ffont end" tor handling tier­
minal I/O. This creates a need for some form of communca­
tion between these processes. 

In the ~ast, the only form of IPC available on a single HP-
3000 was the MAIL facility. This presented several 
difficulties: · · 

a. The MAIL facility was ver~ in•fficient for transfer~ 
ing more than one word of information. Sending a mes­
sage one way requires:a data segment to be allocated 
and released. Each allocation causes a data segment 
fault, increasing the total execution time of the pro­
cess dramatically. When a reply is needed this overhead 
is doubled. 

b. Either all terminals .. bein,g controlled had to be in 
the same process tree, or, eac~ ter-lliinal had to have 
it's own process; tree s:tructure. When all te'rminals are 
in the same process tree it becomes cumbersome to allow 
them access to other applications on the machine. When 
each terminal must have it's own process tree, operat­
ing system resources (such as the Process Control 
Block) can be quickly consumed by *ven a small 
application. 

Message Files provide an elegant solution to these prob­
lems. They are easy to use because their user interface is 
the MPE file system intrinsics {FOPEN, FREAD; etc.), and· 
secure because ACCOUNT, GROUP, FILE level s~curity applies 
to them also. The main difference between Message Files and 
the MAIL facility is that Message Files are a tlone way" 
street. A process may either read or write to a given Mes­
sage File, but not both. To com~lete the loop you must use 
two different message files; In the case of a transaction 

95 - 2 



processor process it will read incoming transactions from 
one file and write it's responses to the file associated 
with the process that sent the message. The transaction 
processor may identify which process sent the transaction 
either by data embeded in the transaction or by enabling 
the extended read mode. 

Some of the advantages of this type of application 
structure are: 
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a. When one particular transaction type becomes heavily 
used, the system management can start another copy of 
it running to improve performance. Note this assumes 
that two copies of the same program can truly compete 
with each other, i.e. they are not bounded by data base 
or file locking. 

b. When it is certain that only one copy of the program 
will be run, that program can open it's data base or 
files exclusively eliminating the need for locking. If 
the program has exclusive access to an IMAGE data base, 
it can enable output deferred mode. This is, by the 
way, the only way a single transaction can achieve CPU/ 
IO overlap. 

c. Message Files may easily be file equated across DS 
lines to allow great flexibility in application growth. 
Keep in mind the 80-20 rule still applies; 80 percent 
of a files access should come from the machine it re­
sides on. 

You should understand that the above advantages are heavily 
qualified. When designing an application from scratch it is 
still best to use the traditional HP-3000 design concepts 
of having terminal and file handling in the same program. 
Rely on subprograms to break the application task into man­
ageable pieces. However, when converting existing applica­
tions from other machines, use message files to make the 
conversion proceed quickly. 

2. As an Interface to System Programs 
This will be of particular interest to software houses or 
other sophisticated users. Many times this type of user 
will want to automate some additional part of the console 
operator's job. A prime example of this is spooler control. 
There is unfortunately no programatic way to control spool 
files, however, by combining message files with another MPE 
IV feature we can achieve the same effect. The other fea­
ture is the ability to redirect $STDIN and $STDLIST on the 
RUN command. By either streaming a job or creating a son 
process of SPOOK the user can gain access to all of the 
features needed to delete or alter spoolfiles. 



A word of caution is due here though. The programs interf­
aced to SPOOK (or any other system program such as 
LISTDIR2) must be coded with knowlege of the output formats 
used by SPOOK. Since these are intended to be human interf­
aces, there is no guarantee that these fofmats will stay 
the same between releases of the operating system. As addi­
tional features are added, such as class print capability, 
these formats will be certain to change. If your applica­
tion depends on these formats, be ready to test and change 
with each new revision. 

3. A Link With System Commands 
Many times a user will wish to process a group of files 
based on one of their attributes, such as file code (KSAM, 
VFAST, etc.). Although there are some unsupported utilities 
that can do this, usually there is enough difference in the 
task at hand so that they won't work. 

What the user is then left w.ith is a time consuming LISTF 
into a disc file. The disc file is then processed by a 
small "quick and dirty" program perhaps written in BASIC. 
Unfortunately, many systems just don't have enough free 
disc space to handle this easily. This is especially true 
in a university environment where there tends to be many, 
many small files on disc. 

Doing the LISTF to a Message File offers two advantages 
over a sequential disc file. One, a smaller amount of disc 
space can be used, and two, you can achieve overlap in t.he 
listing of the files and the processing of them thereby 
reducing the elapsed time to complete your job. All that 
needs to be done is to stream two jobs. The first contains 
the LISTF command~nd the second contains the processing 
program. The two jobs form a producer/consumer pair. 

4. Communication Across a DS Line 
As a replacement for PTOP intrinsics Message Files offer 
several advantages: 

a. Testing and debugging can take place on the same 
system. Again, because Message Files use standard MPE 
file system intrinsics, the file can be reassigned at 
run time to be either local or remote. 

b. Multiple versions of the same program can be elimi­
nated. Most DS users are larger customers who many 
times have machines scattered over the world. Since 
Message Files can be reassigned at run time, those 
sites not having DS connections can use the same pro­
gram versions as the other sites which do. This is as­
suming that DS communication is taking place with PTOP 
intrinsics. 
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c. Communication is more efficient. Message Files out 
perform PTOP in all cases. Remember though, that for 
the DS HP-3000 to HP-1000 connection PTOP is still the 
only supported method. 
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d. Communication may span through several systems. Be­
cause a remote file equation may be assigned to another 
remote file equation, communication may start at system 
A, go through system B, and end up at system C. This is 
increased functionality over the older PTOP method. 

For all of the above reasons Message Files are now con­
sidered to be the preferred method of inter system/inter 
process communication. 

5. Controlling Multiple Tasks 
For users in a program development, or other environment 
that wish to interact with more than one process at a time, 
the combination of Message Files and redirected $STDIN/ 
$STDLIST provides for some interesting possibilities. 

It is possible, for example, to construct a small program 
which provides several "logical channels", each of which 
can create and activate a separate process. The user inter­
acts with the father process which sends the command input 
to the appropriate "logical channel". Soft interrupts can 
be used to insure that all son processes have an equal 
chance of output. 

This concept can be expanded across DS lines to provide for 
a convenient method of operator control on remote systems. 

6. Construction of Spooler Programs 
Message Files can be an invaluable aid in the creation of 
specialized spooler programs. Many users interface foreign 
or custom peripherals to the HP-3000 through the use of 
asynchronous terminal ports. Often these devices must use 
terminal type 18 with the controlling program reading and 
writting protocol characters directly to the device. This 
precludes the use of standard system spoolers. 

With Message Files the user now has a simple, direct method 
of communicating with the process controlling the peripher­
al from sessions and jobs across the system. Message Files 
eliminate the need to communicate through a data base coor­
dinated by locking. 

With Message Files the user may choose to route all output 
to the controller process, or only the notification that 
there is a file waiting it's turn to be output. 

Performance Characteristics 
The approach I have taken to detail the performance charac­
teristics of Message Files is to compare them to standard 
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disc files, MAIL, and PTOP. For testing purposes I con­
structed several small programs which exercised one par­
ticular aspect of Message Files in an extreme manner. The 
performance of these small programs was then measured by 
using MPE Data Capture Program (MPEDCP) and MPE Data Reduc­
tion Program (MPEDRP). The stand alone measurements were 
taken on a dedicated Series 40 with 768K bytes of memory 
and two disc drives, a 7933 and a 7912. 

1. Message Files vs Standard Disc Files 
The common uses of Message Files are very different from 
that of standard disc files. However, since they are both 
disc based and both accessed with the same system intrin­
sics they do provide a good starting point for comparisons. 

The tests comparing Message Files to standard disc files 
are done in three ~ifferent areas. They are: 

a. File opens and closes 

b. FWRITES to the file 

c. FREADS to the file 

For the test of file opens and closes, a small SPL program 
was written that loops 500 times opening and closing a file 
with the actual designator "DISCFILE". "DISCFILE" was 
changed in between tests from a standard MPE disc file to a 
Message File. A simple BUILD command with only a parameter 
of ";MSG" was used. 

For the tests of FWRITE and FREAD, a small SPL program was 
written that opened the file for read or write access, and 
then proceded to read or write 10,000 records to or from 
the file. For this test a BUILD command was issued as be­
fore, but an additional parameter of ";DISC:10000" was 
added. 

The test results showing Elapsed Time, CPU Time, Segment 
Fault Wait Time, and Disc I/O Wait Time are shown on the 
next three pages in graphic format. 
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Additional Comments and Conclusions 
The additional complexity of Message Files require about 50 
percent more CPU for the first FOPEN than a standard MPE 
disc file. The elapsed time, however, only increases by 
about 20 percent. Although not shown in the graphs, it 
should be noted that Message Files segment fault twice as 
much on the FOPEN/FCLOSE as do standard disc files. The 
reason for this is that Message Files require two data seg­
ments rather than just one. For the second FOPEN of a Mes­
sage File, the CPU time and disc wait time increase slight­
ly, but segment fault wait drops to almost zero because no 
new data segments need to be set up. The net result is an 
elapsed time very close to that of a standard disc file. On 
an average, the standard disc file open and close required 
five disc I/O's while the Message File open and close took 
six disc I/O's. This was true wether the Message File was 
open or not. 

For the read and write tests, Message Files take more 
elapsed time than standard disc files. This is due almost 
totally to the increase in CPU time required to handle the 
more complex structure of Message Files. Both Message 
Files and standard disc files used one disc I/O for each 
read or write and spent the same amount of time waiting 
for disc I/0 to complete. 

2. Message Files versus MAIL 
Probably the most important use of Message Files is as a 
replacement for the MAIL facility. To characterize perfor­
mance in this case, a total of eight tests were set up, 
four for the SENDMAIL/rWRITE combination, and four for the 
RECEIVEMAIL/FREAD combination. 

For these tests two small SPL programs were written, one 
acted as a father process, and the other acted as a son. 
For the MAIL tests the father process created the son, then 
sent a 128 word buffer and activated the son while at the 
same time suspending itself. The son received the message 
then activated the father process again. In this way the 
activate with suspend coordinated access to the MAIL box. 
The first test of Message Files contained the same type of 
activate calls, but replaced the sends and receives with 
writes and reads to a Message File. The second test of Mes­
sage Files removed the activate calls allowing the two pro­
cesses to run at their own rates. Note that the father pro­
cess does the first write to the file. In both of the pre­
vious tests all defaults were taken on the BUILD of the 
Message File. The third test of Message Files let both pro­
cesses run a~ their own rates, but changed the BUILD of the 
Message File to have two records per block and a capacity 
of 30. At run time, a file equation was used specifying 16 
buffers. The results of these tests are shown on the fol­
lowing two pages. 



Elapsed 
TI me 

mm 

Message Files vs MAIL 

1 0,000 Sends/Writes 

CPU 
TI me 

~~ 

Segment Fault 
Walt 

f/77Zl 

Impede 
Walt 

p//:,'/J 

500r--- ;:;;. Secondd's:!.-.~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~...., 

400 

300 

200 

100 

0 
Send Actlvote/Msg 

Test Type 

Free Run 1 

// 
// 
/ / 
// 
/ / 
// 
/ / 
// 
I// 
:// 
!/ / 
// 
// 

Stand Alone Series 40 - C.00.20 

Free Run 2 

<O 
01 



Elapsed 
Time 

~ 

Message Files vs MAIL 

10,000 Receives/Reads 

CPU 
Time 

fZ?.il'.] 

Impede 
Walt 

t/ /:, '/] 
Seconds 

500,;.;.;.;;..-.; ..... ~~~~~~~--~--~--~~--~~~--~~~~~-----·--~-------. 

400 

300 

200 

100 

O L--.~~4'..:1 , !.l9Q2ZIL.L 4 U\¥iM! L,4.,1 ' • 4 fl2SM?\I L ? 4 I 
Receive Actlvole/Msg Free Run Free Run 2 

Test Type 

Stand Alone Serles 40 - C.00.20 

l.O 
01 

!'\) 



Additional Comments and Conclusions 
the send process was very slow, mainly as a result of the 
large amount of time spent in segment fault wait. The 
receive process was slow also, but in this case it is be­
cause it was father waited, a state MPEDCP does not ex­
plicitely record. Keeping the activates in, but replacing 
the sends and receives with reads and writes improved per­
formance dramatically for both the reader and writer pro­
cess. This is probably what many installations will see 
when· they do a conversion of MAIL to Message Files. The 
free run tests show that performance can degrade severely 
if the reader process is unable to keep up with the writer. 
This happens, in general, when the lag between the two gets 
larger than the in-memory buffer. When this occurs the pro­
cess uses up much time waiting to lock the file control 
block (shows up as impedes) and in another state not re­
corded by MPEDCP, Message Fiie wait. 

3, Message Files vs PTOP 
To test the effects of Message Files on DS communication 
two additional SPL programs were written. The first was a 
PTOP master that did 500 PWRITE's to a slave, and the 
second was a PTOP slave .that did 500 GET's and ACCEPT 1 s. 
This gave a base line for PTOP activity. For the comparison 
to Message Files, the same reader and writer programs from 
the standard disc file tests were used~ In this case the 
Message Files were assigned across a DS line. The OS line 
used for this test was a 4800 baud dial up line to another 
Series 40 of approximately the same configuration as the 
local. The results of these tests are shown on .the next two 
pages. 
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Additional Comments and Conclusions 
As expected, Message Files performed better than did the DS 
PTOP intrinsics. The differeaces, in this case, ar~ not as 
pronounced as the difference between MAIL and Message 
Files. This is probably due to the type of line being used. 
A considerable portion of the miscellaneous wait time is 
line turn around time required by the 4800 baud dial up 
connection. 

Summary 
Message Files add important new capabilities to MPE, and 
provide performance improvement for existing applications 
with only minimal modification required. Even so, Message 
Files can be misused. The use~ should be careful to plan 
for the amount of "lag" required between the reader and 
writer processes. With this. done, Message Files will give 
the best possible pe~form~nce. 
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TRANSACTION LOGGING TIPS 

Robert M. Green 
Robelle Consulting Ltd. and Dennis Heidner 

Boeing Aerospace Company 

Just Imagine 

Time: 

Day: 

4:00 P.M. at your HP computer site. 

Heaviest sales day of the year, with hundreds 
of new orders entered into the computer by 
users at 20 widely dispersed CRT locations. 

And then ••• 

*** SYSTEM FAILURE *** 
If the database is seriously damaged or the system won't 
restart without a RELOAD, what will you do? ----

a) Update your resume. 

b) Call HP, then update your resume. 

c) Recover, because you are using IMAGE logging. 

Protect yourself from the protest of others when they find 
out that days' or even weeks' worth of data entry has been 
lost. 

Use transaction logging, a feature of the IMAGE/3000 data­
base system that allows you to transcribe all changes to 
your databases on a disc or tape file. This logfile can be 



used later to re-create the transactions should a database 
be damaged due to a system crash, operator mistake, or 
program bug. 

Three Misconceptions About IMAGE Logging 

l. "Logging is a heavy load on the computer" • Not so. 
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Most users don't even notice it. Just turn logging on 
(using the simple checklist below) and see for your­
self. Logging only slows down programs that modify the 
database; and the degree of degradation depends on how 
tight a modification loop you make ••• if in doubt, try 
logging for a week and, if no one complains, leave it 
on. If the pattern for your programs is to ask the 
terminal user for information, then to interactively 
edit the various fields and, finally, to update the 
database, logging should have little impact on your 
system. Most problems that could arise with logging can 
usually be corrected by adding more memory to the 
computer. 

2. "Logging requires program changes." Not so. You can 
start logging with no program changes. (Later, if you 
wish to take advantage of the full power of logging, 
you may modify your programs to define "logical" trans­
actions.) You can try transaction logging without 
modifying any program. You do not have to call DBBEGIN 
and DBEND in order to log and recover; each physical 
transaction (e.g., DBPUT, DBDELETE, DBUPDATE) will be 
treated as a separate logical transaction by DBRECOV. 
The bracketing of several physical transactions by 
DBBEGIN and DBEND adds ~ logging power: you can 
recover a group of related physical transactions as a 
single logical transaction. 

3. "Logging is only for recovery". Not so. Logging is 
useful for auditing, debugging, and tuning, too (if you 
have a tool like DBAUDIT or LOGLIST to print the log­
files). Because the logfile contains a complete record 
of every added, deleted, or modified entry in a database 
you can interrogate the logfile to answer difficult 
questions easily: Who is using QUERY to make unauthor­
ized changes (and when and on which terminal device!)? 
Did program "X" actually put new order "Y" into the 
database, or does it have a bug, as claimed by the 
user? How many programs make modifications to dataset 
"Z", which has been found to contain inconsistent data? 
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By analyzing the transactions of the logfile, statistics 
can be gathered that help answer performance-tuning 
questions such as: Which dataset has the most activity? 
At what time of the day is transaction volume heaviest? 
About how long would it take to recover this logfile? 

DBAUDIT is a fully-supported software product of Robelle 
Consulting Ltd. for generating audit reports from IMAGE 
logging. LOGLIST is an unsupported program with similar 
goals, written as an internal tool of the Boeing 
Aerospace Company. 

When to Use IMAGE Logging? 

You should be using IMAGE logging regularly if any of the 
following situations apply to you: 

l. You have a high volume of transactions (i.e., it would 
take longer-re-recover the transactions by hand than to 
recover them with IMAGE logging). 

2. You have no paper backup for your transactions (e.g., 
customer orders placed by telephone directly to CRT 
operators) and would find it impossible to re-create 
the transactions. 

3. You have transactions with a high monetary value (e.g., 
changing the terms of a million-dollar commercial loan) • 

4. Your internal and/or external auditors require an audit 
trail for changes to key data fields of the organization. 

S. You have many remote users entering and changing data 
(i.e., users that you cannot easily monitor or communi­
cate with!). 

6. You have a very large database (logging may reduce the 
number of times you have to do backup, and logging may 
be the only way to eliminate structural damage to your 
database if the time needed for a DBUNLOAD/DBLOAD is 
out of the question). 
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7. You have a. very complex data.base (i.e •. , 3-10 paths into 
active detail datasets); complex databases are more 
prone to broken chains and other problems following a 
system failure. 

Or, if none of the above applies, logging should still be 
used on an intermittent basis for debugging programs, 
quality assurance testing, and performance planning. 

Checklist: Getting Started in Logging 

You will need the cooperation of your system manager, your 
account manager, and someone at the master console. Arrange 
this cooperation first, or you will be very frustrated. In 
this example, it is assumed that you wish to turn logging on 
for a single database, generate some transactions to disc, 
then experiment with printing audit reports via DBAUDIT/ 
LOGLIST. . 

l. Have the system manager give LG capability to your 
account, and your account manager give LG capability 
to your user name. 

:HELLO MANAGER.SYS 
:RON LISTDIR2.POB.SYS 
>LISTACCT GREEN 

CAP: AM,AL,GL,ND,SF,IA,BA,PH,DS,MR 
>EXIT 
:ALTACCT GREEN;CAP=AM,AL,GL,ND,SF,IA,BA,PH,DS, 
MR,LG 

:BYE 

:HELLO MGR.GREEN 
:ALTUSER MGR.GREEN;CAP=AM,AL,GL,ND,SF,IA,BA,PH, 
DS,MR,LG 

:ALTUSER BOB.GREEN;CAP=AM,AL,GL,ND,SF,IA,BA,PH, 
DS,MR,LG 

:BYE 

2. Log on with LG capability, build a logfile on disc, 
acquire a log identifier with the GETLOG command and 
link it to the logfile. If you are already logged on, 
don't forget to log off and log back on (otherwise, 
you will not have the LG capability that you have given 
yourself above) • Be careful to make the file big enough 
for all anticipated transactions and :to allocate all 32 
extents: 

:BUILD TESTLOG;DISC=l0000,32,32;CODE=LOG 
:GETLOG AUDIT;LOG=TESTLOG;PASSWORD=BOB 

3. Use DBUTIL to link your database to the log identifier. 



:RUN DBUTIL.PUB.SYS 
>SET TEST LOGID=~uDIT 
PASSWORD? BOB 
>EXIT 
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{ass1.1I11e base=TEST) 

4. The first three steps are one-time operations; you do 
not have to do them again (for this combination of user, 
account, logfile, log identifier, and database). At a 
later time, you can link other databases to this log 
identifier. The steps that follow are repeated for each 
cycle of transactions that you wish to capture. 

S. Ensure that no one is accessing the database, then use 
DBUTIL to enable LOGGING for the database. Once you 
have done that, no one can open the database until the 
log-identifier has been nactivated" at the master 
console. 

:RUN DBUTIL.PUB.SYS 
>ENABLE TEST FOR LOGGING 
>EXIT 
:LISTLOG 

LOG ID CREATOR LOGFILE 
AUDIT BOB.GREEN TESTLOG.PUB.GREEN 

:SBOWLOGSTATUS 
NO LOGGING PROCESS CURRENTLY RUNNING (CIWARN 1230) 
:RUN APPLPROG.PUB.GREEN 
**** UNABLE TO OPEN DATABASE: TEST **** 
LOGGING ENABLED AND NO LOG PROCESS RUNNING 

6. Now comes the hard part, unless you are located at the 
computer site. Convince someone to do a :LOG AUDIT, 
START command at the console. Perhaps a phone call to 
an influential friend would be useful at this point. 

:LOG AUDIT,START 

You can tell if logg1ng has actually been started with 
the :SHOWLOGSTATUS command. 

7. Now log on a number of terminals and generate changes to 
the TEST database using QUERY; application programs, or 
ASK. All of these changes will be logged to the file 
TESTLOG.PUB.GREEN as they occur. 

8. Once agairi, contact the console and have a colnma.nd 
entered to stop the logfile. 

:LOG AUDIT,STOP 

Terminate the programs that are generating transactions; 
when the last database accessor has closed the database, 
MPE will terminate the log process and close the log­
file. · 



9. Run DBAUDIT and specify TESTLOG as the source of input 
records. If you do not want the report on the iine­
printer, you can use a :FILE conunand to the file 
DBREPORT to redirect it to $STDLIST or to a disc file. 

:FILE DBREPORT=$STDLIST;REC=-79 
:RUN DBAUDIT.PUB.ROBELLE 
>INPUT TESTLOG 
>EXIT 

Questions and Answers ~ Logging 

Q: How does IMAGE logging work? 

:RON LOGLIST 
>FILE=TESTLOG 
>RUN 
>EXIT 
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A: After IMAGE has determined that a user call is error­
free, but before it makes the actual database changes, 
IMAGE uses the WRITELOG intrinsic to send a description 
of the database changes to the logfile. If the trans­
action is large (over 238 bytes of data), WRITELOG 
breaks the transaction into a main record and continua­
tion records. Logging itself is actually a feature of 
MPE (see user Logging in the MPE manuals) , not IMAGE. 
user loggrng-"holds the transactions temporarily in an 
extra data segment and periodically flushes the trans­
actionste a disc file. If logging to tape is desired, 
the disc file is copied to tape periodically. 

Q: Do all IMAGE calls get logged? 
A: No, only calls to DBOPEN, DBUPDATE, DBPUT, DBDELETE, 

DBCLOSE, DBBEGIN, DBMEMO, and DBEND. Calls to DBFIND, 
DBGET, DBLOCK and DBUNLOCK are not logged; programs that 
open the database in a read-only mode (5-8) are riot 
linked to the logfile. 

Q: Are QUERY modifications logged? 
A: Yes. Also, QUERY-B, QUICK, and ASK/Cogelog allow you to 

define logical transactions via DBBEGIN and DBEND and to 
write "memos". 

Q: Should I log to disc or tape? 
A: There are arguments for both. On disc, the integrity of 

the logfile may be no better than that of your data. If 
you reach EOF on disc, logging stops, subsequent trans­
actions are rejected, and data may be inconsistent. On 
tape, the tape drive is dedicated to logging for the 
entire day; transactions go to disc temporarily to 
smooth the data flow. If end-of-tape is reached, 
transactions stay on disc until the operator mounts 
another reel (the operator must be careful to mount a 
new tape,· not just place the drive on-line; otherwise, 
MPE will write over the old logtape, destroying the 
contents!). If you have frequent parity errors on your 
tape drives, or problems reading tapes that have been 
written without error, then your logfile may be safer on 
disc (even if you have only one disc drive). 
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Q: Can multiple databases log to the same logfile? 
A: Yes. However~_only 128 user processes may share~ log­

file at one time (read-access users don't count, but 
ilS'ers who open two databases with update access are 
counted twice) • Note: It is possible to log the 
transactions but not be able to recover them later 
(especially if you allow logical transactions to 
extend over a long time period); see the error messages 
for DBRECOV in the manual. 

Q: Must I stop logging before examining the transactions in 
the logfile with DBAUDIT or LOGLIST? 

A: If the logfile is on disc, DBAUDIT/LOGLIST will read it, 
even if it is in use. If the logfile is on magnetic 
tape,""Cartridge-tape, or serial disc, you must stop 
~egging first. 

Q: How does recovery, using the logfile, work? 
A: IMAGE uses a roll-forward recovery method. The crashed 

database is purged, a backup database (stored before the 
transactions occurred) is restored from tape, and 
DBRECOV is used.to reapply the logfile transactions to 
the database. If your applications defined logical 
transactions via DBBEGIN and DBEND, then incomplete 
transactions near the end of the logfile will be sup­
pressed. 

Q: Can I recover all transactions after a system failure? 
A: No. The WARMSTART following a system failure attempts 

to "clean up" open logfiles. The clean-up phase of 
WARMSTART appends a "crash" record to the end of the 
transactions. For tape logging only, it copies any 
records left in the disc buffer-file to the end of the 
logtape. However, any records left in the memory 
buffers (extra data segment) are lost:" -X-complete 
recovery cannot be guaranteed-iof"""COUrse, a systems 
programmer could look at the memory dump to see if the 
extra data. segment were in memory and empty!). 

Q: Does IMAGE back out logical transactions that are 
incomplete because a program aborted? 

A: No• IMAGE treats aborting programs as having completed 
their current logical transaction. An abort logs a 
special DBEND, and DBRECOV does have a NOABORTS option, 
but the option has so many qualifications as to be of 
limited usefulness. DBAUDIT/LOGLIST does distinguish 
between normal DBENDs and abort DBENDs in its reports 
which can be very useful in monitoring program quality. 
At least one user has written an on-line back-out 
system, based on scanning a disc logfile backwards, 
looking for abort DBENDs. 

Q: What is "Intrinsic Level Recovery" and how does it 
relate to transaction logging? 



A: 

Q: 

A: 

Q: 

A: 

Q: 

A: 

Q: 

A: 

Q: 

A: 

ILR (Intr.insic Level. Recovery) is an enhancement to 
IMAGE which is c:w:-;rently in tjie works. When ILR is 
enabled, IMAGE creates a "zero"' dataset (name= 
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baseOO) .and uses it to record before pictlires of each 
disc block that is changed during a single call to 
DBPUT or DBDELETE. Should the system fail, IMAGE uses 
the ILR file to rollback the database to the state it 
was in before the last intrinsic call ·began. .This 
enhancement should eliminate the problem of broken 
chains· after a sy~tem failure. . . It does nothing for the 
logical consistency of the database (that would be full 
transaction: backout), but it· should be possible to 
combine transaction logging, ILR, and DBAUDIT/LOGLIST 
to·unwind the last logical transaction by hand. 

When I plan to run DBRECOV, how do I know that I have 
restored the proper backup database? 
For DBRECOV to succeed, you must restore a backup data­
base created just prior to the:start of the logfile 
transactions ·(i.e., no unlo<jged transactions between 
backup time and LOG START time). If you always use 
DBSTORE and DBRESTOR, IMAGE guarantees that you are 
using the correct database with the correct logfile. 
If you use SYSDUMP (or :STORE) for backup, it is up to 
you (or your operator) to guarantee that the database 
matches the logfile (good luck!). 

After a DBRECOV, how can I find out which transactions 
were not recovered (i.e., were incomplete)? 
Use DBRECOV's FILE command to write unrecovered trans­
actions to recovery files, then·use DBAUDIT/LOGLIST to 
examine them. If you--ari not using DBBEGIN and DBEND, 
there will be no unrecovered transactions. · 

How can I tell quickly whether all of a process's trans­
actions were recovered by DBRECOV? 
An asterisk ("*·") on the far right side of the process's 
statistics indicates either that no DBCLOSE was found, 
or that all of the transactions could not be recovered. 
If the asterisk is missing, all of that pr6cess's 
transactions were recovered. 

.~ ·''' 

Can I suppress·all of the transactions of a particular 
process during recovery? 
No, due to interaction· between transactions by different 
prbcesses. · · · · 

Can non-IMAGE applications log to the same logfile used 
by IMAGE for my database transactions? 
Yes, if the log id ,and password are known (use OPENLOG, 
WRITELOG). DBRECOV will JUSt ignore these non-IMAGE 
transactions when it does recovery (i.e., recovery is 
up to you!). 



Q: Can my applications. declare logi.cal transactions that 
span two or more databases? · 
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A: Not officially~ IMAGE treats. each DBBEGIN and DBEND pair 
as linked to a parti.cular database. If you use two · 
DBBEGINs, then update two databases, and complete the 
transaction with two DBENDs, there is st.ill a small 
chance of a sys.tem failure during the 'Window between the 
two calls to DBEND, resulting in recovery of the trans­
action for one database, and suppression for the other. 
If you use this strategy, you should have DBAODIT/ 
LOGLIST to examine the recovery files in order to undo 
some transact.ions by hand, if necessary. Another 
possibility is to use the new BEGINLOG and ENDLOG 
intrinsics to define multi-database transactions, but 
they are not recognized by DBRECOV. You can determine 
where the last ENDLOG record is in.the logfile with 
LOGLIST. Then use the record option in DBRECOV to 
recover up to a specific record number. 

Q: Can I start and stop logging from a jo~ or session, or 
only from the console? 

A: Normally, the console operator starts and stops logging 
from the master console, using the :LOG command. With 
the :ALLOW command, the operator may "allow" other 
users the :LOG command (but error messages are still 
printed on the master consoler:-Logging need only be 
started (or-stopped) when the system is shut down or the 
database is going to be backed up. One user left his 
log process going for over 40 days! 

Q: What happens if a disc logfile runs out of. space? 
A: Whoops! Just like a system failure: logging stops, 

programs return from IMAGE with error -:n1; database may 
be inconsistent (but physically sound), and you should· 
get the users off and do a recovery from the logfile •. 
You will lose the transactions in the memory buffers, 
but you may still want to dump the logfile with 
DBAUDIT to see what processes were active. Moral: do 
not let your disc logfile overflow! 

Q: What happens when a tape logfile reaches the end of 
tape? 

A: A message will be issued to the system console to mount 
another tape. If this message is ignored for several 
minutes, the processes that are being logged will sus­
pend. A message is ~ issued to ,each individual. 
terminal user, nor is the tape request repeated on the 
console if you ignore it (a RECALL is suggested). 

Q: What happens if there is a tape parity error? 
A: The result is the same as reaching end of file on a 

disc logfile. So, use good tapes and run TAPETEST on 
them. 
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Q: When the system fails, can I .safely restart logging and 
database modifications without doing a recovery first? 

A: No, unless ;the database was not open for updates. There 
are three reasons to do a recovery: l} to suppress 
incomplete logical transactions, 2) to insure against 
structural damage, and 3) to ensure that transactions 
logged after the failure will be recoverable should the 
system fail again catastrophically (recovery depends 
upon having every transaction in a sequence logged; . 
after a system failure, a few transactions may be.lost 
in the memory buffers). 

Logging Tips for Operations 

l. Gather into one binder copies of all documentation rele­
vant to transaction logging. Find the two articles on 
logging in the San Antonio proceedings. Carefully read 
all of the information on transaction logging before 
USI'ng it in production: 

Console Operators Manual - :LOG command 
MPE Intrinsics Manual - the chapter on LOGGING 
MPE Commands Manual - GETLOG, RELLOG, ALTLOG, etc. 
System Supervisor Manual - ALTACCT/ALTUSER (CAP=LG) 
IMAGE Database Manual - the section on LOGGING 

- the section on DBRECOV and 
DBUTIL . 

- the material on DBBEGIN and 
DBEND 

The Communicator, Issues 20~2s - new features 
·Software Status Bu.lletins (SSB) - for bugs in logging 

2. Regular practice and careful procedures are important~ 
Prepare a written recovery checklist for the operator; 
then fully backup your system and the databases (using 
DBSTORE), and have the operators do a practice recovery. 
Also, run DBCHECK at lea.st once a quarter to check for 
structural damage to the database, and run DBLOADNG or 
HowMessy/Robelle at least once per month to check for 
inefficiency in the databases. 

3. Since logging runs as a system process, you cannot use 
:FILE equations to redirect the logfile. 

4. If you will ever use streams to manage logging, you 
must assign a password to the logid (due to a bug in 
DBUTIL, see Software Status Bulletin): 

:ALTLOG logid; PASSWORD = ~ 

5. Prepare for the fact that logging may cause occasional 
pseudo-crashes (e.g., reaching EOF on disc). For 
example, one user had a problem with his tape drive. 



96 - 11 

The drive was no longe~ wr.iting consistently to the log. 
And, the tape drive did not catch its. own mistakes. 
Later, when the database had been pur.ged and log tape 
was needed for DBRECOV, 3000. transactions were com­
pletely lost because the tape was unreadable. 

:Cf you have a problem like this with -logging, you may 
cause more damage to the database if you try to use 
DBRECOV than if you ignore the problem. You can pre­
vent this by using DBAUDIT, before hny recovery, to 
verify the tape. 'l'he current "eras ed" database may be 
the best one you have. If you"find that the log tape 
(file) is corrupt, don't recover. Instead, correct any 
logical inconsistencies in the current database by hand 
(using DBAUDIT/LOGLIST to examine the logf ile for 
guidance), and, if OBCHECX reports any structural damage 
use DBONLOAD and DBLOAD (or Adager and SUPR'l'OOL) to 
repair the damage. 

6. When you change the structure of your database, keep a 
copy of the old schema. 'l'o analyze a logfile, you must 
have a database whose structure matches that of the~ 
orrqiii'al database (IMAGE logs by set and item number, 
not name). The contributed program NEWDBGEN (in the 
san AiitO'nio swap tape) takes an Adager-generated schema, 
changes the base name, and reduces the capacities of all 
datasets to 3. 

Caution: Adager disables logging and removes the logid 
from the database (in fact, this is the only way to 
remove the lo~id!). Be certain to enable logging and 
reset the logid after using Adager. 

After a DBUTIL ERASE function, most changes by Adager, 
or a DBLOAD (even without any structural changes to 
your database) , you must do a DBSTORE before restarting 
logging. This is because IMAGE logs detail deletes and 
updates with relative record numbers. 

7. Logging cycles 

A logging cycle is the time between backups that are 
covered by the transactions in a logfile. How often you 
start a new cycle depends on how long it will take to 
process the logfile, should you need to recover. For 
low-volume applications, start a new log cycle whenever 
you do a full backup (perhaps once a week) • For high­
volume applications, start a new log cycle (DBSTORE and 
LOG START) whenever you do a partial backup. DBAUDIT/ 
LOGLIS'l' generates statistics to estimate how long the 
recovery of a specific logfile is likely to take. 

The HP manual recommends disabling a database for access 
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when it is DBSTOREd, but we disagr.ee. If the operator 
fails to enable the database again for access after the 
DBSTORE, no jobs. or sessions will be able to open the 
database until someone can enable it for access. If you 
should ever disable a database for logging (not particu­
larly recommended), be careful to do a new DBSTORE 
before STARTing logging again. 

To recover a database, check the logfile with DBAUDIT/ 
LOGLIST, set the JOBFENCE down, rename the existing 
database to another group (using BASENAME of Adager or 
the contributed DBRENAME), or, if you do not have 
sufficient disc space, DBSTORE it to tape and purge it 
with DBUTIL (this is in case recovery fails!), DBRESTOR 
the backup .base from tape, use DBUTIL to disable the 
base for access and enable it for recovery, then run 
DBRECOV. When done, use DBUTIL to enable the base for 
access and disable it for recovery, then start a new 
logging cycle if possible (DBSTORE and start new log-
f ile). If you don't have time for a final DBSTORE, HP 
suggests that you can RESTART the current logfile (see 
the manual for details of this approach). 

8. If you have some batch jobs that you do not want slowed 
by logging, DBSTORE the databases, disable logging, run 
the BATCH jobs, and, if all is well when they are done, 
DBSTORE the base and resume logging. If you have a 
crash during the jobs, just backup to the previous 
DBSTORE and rerun them. Of course, if you expect to do 
a full audit of all database changes from your logfiles, 
you must~ turn logging off to run large batch jobs. 

9. STOP, START, and RESTART with the LOG command 

:LOG STOP will stop the log process but not always 
immediately. Logging does not stop until the last user 
with update access closes the database. If one user 
fails to log off, you cannot do a :LOG START, nor can 
any new users open the database (the STOP may be pending 
for hours). Therefore, use :SHOWLOGSTATUS after 
:LOG STOP to verify that logging has actually stopped, 
and take action (:WARN?) if it hasn't. 

When logging to disc, START is illegal if the file is 
not empty. RESTART is okay after a STOP (because it 
causes new transactions to be appended to the logfile), 
so long as you have not made any unlogged changes to 
the database by disabling logging. RESTART is not okay 
after a system failure because some transactions may be 
lost, making recovery via the RESTARTed logfile ques~ 
tionable. To maintain a complete audit, STOP logging, 
:STORE and :PURGE the logfile (or :RENAME it), :BUILD a 
new logfile, DBSTORE the database, and issue a LOG 
START. 
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When logging to tape, START is acce!?ted even if the file 
has log records in it already, but the existing trans­
actions are erased (because, although logtapes are 
labelled, they do not have an expiration date). RESTART 
is okay with tape (so long as no unlogged transactions 
are missed), because logging reads to the end of the 
tape and begins appending. To maintain a complete audit 
trail, STOP logging, do a DBSTORE, and START logging 
again with a new tape (tested and cleared of any old 
data with the contributed TAPETEST program) • 

Logging Tips for Programming 

l. DBINFO mode 401 provides information about your current 
logging status: l?gid, enabled/disabled, user logging 
flag, transaction-in-progress flag, and current trans­
action number; but not the amount of space left in the 
logfile. 

2. If a logical transaction contains only one physical 
transaction (e.g., only a single DBPUT call) and you 
have no memos to log, you may omit the DBBEGIN and 
DBEND. DBRECOV treats "stand-alone" IMAGE calls as 
complete logical transactions. 

3. Always check the status returned by IMAGE after DBOPEN, 
DBPUT, DBDELETE, DBUPDATE, DBBEGIN, DBEND, DBMEMO, and 
DBCLOSE. IMAGE returns an error -110 for an OPENLOG 
failure (DBOPEN only), -111 for a WRITELOG failure, or 
-112 for a CLOSELOG failure (DBCLOSE only) . In all 
three cases, the second word of the status array gives 
more information: 3=log process not running, 8=bad 
password for logid in the database, 9=write error 
(such as parity error), l3=too many users, lS=end-of­
file on disc logfile. Write your programs so that if 
IMAGE returns an indication of logging errors, you can 
write out an independent error-file and abort the 
process. If you don't, you may have a hard time find­
ing out who, what, and how bad your database crash was. 

4. Use WRITELOG to .record changes to MPE files (not 
DBMEMO); get the index for the logid from OPENLOG and 
be certain to pas~unchanged to WRITELOG (an invalid 
value causes a system failure) • Use DBBEGIN to record 
CRT input for the transaction (including values for 
critical fields that are not logged when you update a 
detail entry); use DBEND for final transaction status 
(error messages, etc.); and use DBMEMO for remarks by 
the CRT user. It is also useful to log negative 
information. For example, if a user cancels a new 
order after entering part of it, log a DBMEMO telling 
which order number was cancelled; this can be helpful 
in resolving later disputes with users. 
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5. The DBBEGIN intrinsic does not turn transaction logging 
on! ;I:f the database is enabled for logging, all trans­
actions are logged, even if they are not bracketed by a 
DBBEGIN and DBEND. According to the IMAGE manual, IMAGE 
returns an error 71 to your program if you attempt to 
call DBBEGIN, DBEND, or DBMEMO after opening the data­
base with read-only access, and IMAGE returns -111 if a 
WRITELOG error occurs (see point 3 above} • 

6. If the item being modified by DBUPDATE is a compound item 
(e.g., 4xl0}, the whole item is logged. Any change made 
to an item defined with a 'sub-itemcount' greater than 
one will cause all elements of that item to be logged. 

7. Do not use FLUSHLOG (to flush memory log buffers to disc} 
unless you have a compelling reason~ it will increase 
the overhead of logging dramatically. 

8. Use BEGINLOG and ENDLOG to bracket super-transactions 
that cover multiple databases. (There was a bug in MPE 
such that both BEGINLOG and ENDLOG generated the same 
logging code, but it appears to be fixed in D-delta}. 
To log multiple databases, use the following: 

Call OPENLOG 
Call BEGINLOG (dindex ••• } (once} 

Call DBPUT (base! ••• } •.. 
Call DBDELETE (base2 ••• } ••• 

Call ENDLOG (dindex ••• } 
instead of: 

Call DBBEGIN (basel ••• } 
Call DBBEGIN (base2, .•• ) 

Call DBPUT (base! ••• } ••• 
Call DBDELETE (base2 ••• } ••• 

Call DBEND (base2 ••• } 
Call DBEND (basel ••• ) 

9. Add a TIMESTAMP field to each dataset and update this 
field whenever you do an update to the record. Because 
DBUPDATE logs both the 'before' and 'after' values of 
the TIMESTAMP, you will have a traceback (by date and 
time) from each change to the previous one. If you 
retain your logfiles, you can go back and check all 
changes to a specific IMAGE entry (i.e., the history 
of an inventory part) • Another idea is to include 
room in your TIMESTAMP field for the identifying values 
of the entry, if it is a detail entry. This helps get 
around the problem of IMAGE's not logging critical 
field values on detail updates (because they are never 
modified). 

Logging to Disc 

If you log to disc, build your logfile large enough to ~ 
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a.ll transactions between DBSTOREs! If the logfile fills 
up, it causes the equivalent of a database crash. 
Build your disc logfile with a capacity largerthan your 
needs, with 32 extents, and all extents allocated: 

:BUILD LOGFILE;DISC=l00000,32,32;CODE=LOG 

You can calculate the required size (in records) for 
your logfile by following this formula: 

# of records = 
4 * number of database opens 

+ (number of updates * update rec len) 
+ (number of puts * put rec leny-
+ (number of deletes~*-deTetF-rec len) 
+ (number of dbbegins) 
+ (number of dbends) 
+ (number of dbmemos * memo len) 

The update ~ len (in sectors) = (# of items in list + 
15 + 2*(data buffer 
wordlen) ) /119 

The delete rec len (in sectors) = (13 

The put rec len (in sectors) 

The memo len (in sectors) 

= 

= 

+ data buffer wordlen) 
/119 

(# of i terns in list + 
14 + data buffer 
wordlen)/119 

(message wordlen 
+ 7) /119 

All of these lengths are rounded up to the next sector. 
If the buffer sizes are not known, use the entry length 
(see FORM SETS in QUERY). You can count the number of 
items in the field-list, or, if the list was"@", use 
the item count for that particular set. To check 
whether you have calculated properly, use :SHOWLOGSTATUS 
to monitor the number of records in the logfile. If you 
have especially large batch runs on weekends, you can 
allocate small logfiles during the week and a larger 
logfile on Friday evening. 

In order to maintain a good audit trail, you should keep 
at least 5 to 10 logfiles back on :STORE tapes. But 
remember that an active logfile cannot be backed up. 
Keeping an audit trail of logfiles also allows you to 
use several logf iles in sequence to recover from an 
older backup database, should you find the most recent 
backup database unusable (due to tape error or inex­
plicable database damage not noticed before the damaged 
database has been backed up) . 
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Logging to Magnetic Tape 

Transaction logging ta tape uses ANSI-label.led tapesi a tape 
lockword is not al.lowed and the expiration date is always 
noo/00/00" (meaning you can write over the tape by accident). 
When you activate logging with LOG START, you must often 
mount a brand-new tape and cajole MPE into writing the 
original valid onto it: 

{mount brand-new tape on drive} 

I/O ERROR IGNORED DURING AVR 
Volume (unlabelled) mounted on LDEV#7 

:GET LOG logid;LOG=filename,TAPE 
:LOG logid,START 

Volume ID for filename . (max chars=6)? 
=REPLY pin,LOGTAP {you enter'volume id!} 
Mount tape of volumeset LOGTAP (ANS) {looks like mes­

sage!} 
=REPLY pin,7 {MPE writes volid into new label on tape} 

When logging reaches the end of a logtape, it makes a request 
of the operator to mount another reel. If the operator 
ignores the request, the user processes that require logging 
will suspend within a.few minutes. No message is printed on 
the user terminal. If the user telephones the operator and 
a new reel is mounted, the processes will resume execution 
with no problem (i.e., there is no database crash). 

Warning: acceptance of a new reel by logging requires only 
that you put the tape drive on-line; there is no reply. Do 
not put the tape drive on-line without first checking to be 
certain that a new logtape has been mounted. Otherwise, 
logging will write over the old tape, wiping out your 
logged transactions! ---

After a system failure, you can use a WARMSTART to recover 
the contents of the disc buffer file and append them to the 
active logtape. However, there are a few things to watch 
out for: 

If you don't use TAPETEST to erase old logtapes after 
use, they will still contain old transactions. 
WARMSTART attempts to read through the tape until it 
finds the end. If there are old transactions. out 
there after the new ones, you may be unlucky enough 
to have WARMSTART read past the new to the old with 
a parity error or invalid inter-record gap (this 
happens about half of the time) . Because WARMSTART 
only checks transactions for numerical sequence and . 
not for chronological order, it may append the disc 
buffer transactions to the end of the tape, ~ ~ 
old transactions, which may be from last month! 



~ n:ot just put the tape d.rive on-line. Be certain 
to. force an AVR (reset, .rewind, then on-line}. Other­
wise~ WARMSTART may wipe out the fir.st record on your 
logtape, converting it into an unlabelled tape (see 
Logging ~ Messages. below for a way to get out of 
this mess). 
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There once was a bug in: ~ Fail Recoveri when: logging to 
ta!e, but the latest HP manuals have redefined this bug as 
a eature. The logtape cannot always be recovered completely 
after a Power Fail Recovery. That is, PFR has to be treated 
like a system failure. 

Here is an alternate procedure for dealing with a PFR. Put 
the logtape back on-line; watch while logging writes the 
waiting transactions to the tape; issue a LOG STOP and get 
all users to close the database. Check the logtape with 
DBAUDIT/LOGLIST, if no errors are detected and you get to 
the trailer record, RESTART logging and let the users back 
on. If DBAUDIT/LOGLIST finds errors in the logtape, backout 
the transactions by hand (using the DBAODIT/LOGLIST report) 
and DBSTORE before letting the users on, or do a full 
recovery. 

Thirty thousand records (30,000) use up about l/3 of a 1200-
foot tape (1600 bpi). DBAUDIT/LOGLIST prints an estimated 
time to recover when it audits a logfile. The time required 
to recover depends on your application. One tape with 
thirty thousand transactions took about three hours to 
recover (with a database of about thirty megabytes), but 
about 90% of the transactions were.DBDELETEs and DBPUTs to 
detail sets with lO paf1s., The other 10% consisted mainly 
of updates. -rr-most o your transactions are updates only, 
the recovery runs much faster. 

Dedicate a number of tapes solely for logging (10-20), then 
rotate the ones you use. This gives you an audit trail of 
your database. These backup logfiles give you another 
important capability: when you go to do a DBRECOV and you .. 
find that the last DBSTORE tape is not readable (gulp!), you 
can now go back to an earlier DBSTORE tape and ro.Ll forward 
with two (or more) logfiles. 

Logging Error Messages 

Below are the possible logging messages that may appear on 
the operator's console, with some conunents on them: 

UNABLE TO OPEN USER LOGFILE ! (ULOGERR ll 
This error can only occur on a LOG START or LOG RESTART 
for tape logging. It means that the tape drive was not 
available (possible cause: operator did a REPLY 0). 

UNABLE TO OPEN USER LOGGING BUFFER FILE(ULOGERR 2) 
This may be a configuration problem or lack of file 
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space. Check your free space, the system configuration, 
then contact your HP SE. This happens only with tape 
logging. 

CAN'T OPEN USER LOGGING FILE ! (ULOGERR 3) 
The logfile may not exist or it may be in use by another 
process. Check your typing or first build the file. 
Check to make sure you have the correct file-security 
access to the logfile in question. 

NO DATA SEGMENT AVAILABLE FOR USER LOGGING PROCESS ! 
(ULOGERR 4) 

You have a system configuration problem, or a vert bad 
problem in program design. Check your system con igura­
tion tables and/or contact your HP SE, and memory sales­
man. You may be out of DST entries or out of Virtual 
Memory (run TUNER4). This error indicates a general 
problem with your system:- ~~- -

FILE LABEL ERROR ON USER LOGFILE ! (ULOGERR 5) 
The MPE.file system, or the logging process, has inad­
vertently destroyed the ANSI label on this tape. (This 
error should only occur on releases of MPE prior to 
D-delta). Don't panic - the steps to recover this tape 
are: 

a. Build a file on disc large enough to hold all 
the records on the tape. 

b. Copy the tap~ to the file using FCOPY and 
NOUSERLABELS. 
EXAMPLE: 
FROM=*TAPE;TO=CRASHLOG;NOUSERLABELS 

c. Release the logging process and change it to 
the disc file you just built! EXAMPLE: 

:RELLOG STORELOG 
:GETLOG STORELOG;LOG=CRASHLOG,DISC 

d. Run the recovery procedure. 
e. Switch logging back to tape! 

ERROR WHILE WRITING TO USER LOGGING BUFFER. (ULOGERR 6) 
This indicates a disc hardware problem or a bug in MPE 
(the file label or directory entry may be destroyed) • 
Check your system configuration, then call the HP SE. 
You may have to perform a database recovery procedure 
for this one, unless it occurred on the very first log 
record. Strangely, this message can occur for either 
a write error or a read error on the buffer file. You 
should also be concerned about possible system failures, 
since you probably have disc hardware problems or MPE 
bugs. 

ERROR WHILE WRITING TO USER LOGGING FI!.E ! (ULOGERR 7) 
This error occurs with tape logging only. As with the 
previous message, this one can be caused by either a 
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write or read error. You have encountered either a 
parity error on the tape or a hardware failure on the 
tape drive. Determine which and correct the problem. 
You will also have to get all users off the database 
and do a recovery. Important: before you purge your 
database with DBUTIL, make certain thatthe--rog!ire-Ts 
intact (run it throughDBAUDIT). User programs that­
attempt to log receive an error -lll or -llO from IMAGE. 

OUT OF USER FILE SPACE FOR USERLOGGING PROCESS ~ (ULOGERR Bl 
You have hit the end-of-file on a disc logfile. You 
should have built a larger logfile in the first place. 
You will probably have to do a recovery. After recover­
ing from this "crash", build a larger logfile before 
starting logging again. 

OUT OF DISC SPACE. (ULOGMSG 9 )" 
Logging has been unable to allocate the next extent for 
a disc logfile. Allocate additional space, or review 
the logging requirements. This error will probably 
require that the user run a database recovery procedure. 
If you had allocated all 32 extents when you built the 
logfile, this could not have happened. 

USER LOGGING PROCESS ! IS RUNNING.(ULOGMSG 10) 
This is not an error; it is a welcomed message (if you 
just did a :LOG logid,START command). 

USER LOGGING PROCESS ! IS TERMINATED. (ULOGMSG ll) 
This is the normal response to a :LOG logid,STOP 
command. 

RECOVERED ! RECORDS FOR LOGGING PROCESS ! % 
INCLUDING ! OPENS AND ! CLOSES (ULOGMSG 12) 

This is the message that you should see after: 
a. encountering a system crash or hardware failure; 
b. warmstarting the system (so you could recover); 
c. making the necessary reply to transaction logging 

(from the operator's console; if you did not 
REPLY, you may be setting yourself up for another 
crash!) • 

ERROR WHILE RECOVERING USER LOGFILE !. (ULOGMSG 13) 
This message used to occur during WARMSTART, but is no 
longer generated under any circumstances in the D-delta 
release of MPE. 

USER LOGFILE ! NOT RECOVERED. (ULOGMSG 14) 
Do not panic, but you may have lost a bunch of log 
records! You should only see this error when- -­
recovering an open logf ile during a WARMSTART after 
a system failure. There is no known corrective 
action; and the causes are not well-known so there is 
no preventive action. You have lost the transactions 
in the intermediate disc file (when logging to disc) . 



If you are logging to disc, we don't know what this 
means. Let your HP SE know you had a problem, and 
do not attemp_:!; DBRECOV with this logfile without 
cheCking 1 t ~ Wl. th DBAUDIT. 

RECOVERING OSER LOGFILE ! (OLOGMSG 15) 
This is the response you want to see following a crash 
and a WABMSTART (to recover). 

OSERLOG ! RESTARTED. (OLOGMSG 16) 
This okay, it is just a message. Remember, though, 
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that you should not have modified the database while the 
logging process was inactive. If you did, and you have 
a crash, you.may have a big mess on your hands. 

LOGGING FILE FOR LOGGING PROCESS ! IS EMPTY. (OLOGMSG 17) 
You are trying to recover from a file with nothing in 
it. Do not waste your time. If there should have 
been something here, you might want to call HP. 

LOGGING PROCESS ! SUSPENDED, TERMINATION PENDING. (OLOGMSG 
18)) .. 

This message is okay; the logging process was suspended 
for some reason (waiting for another tape.). When it 
resumes, logging should terminate normally. 

INVALID DISC LOGGING FILE FOR LOGID !.(ULOGERR 19) 
This is not a valid "LOG" file (code is not 1090, 
blocksize or record size is not 128, file is not 
ASCII, or file is too small). Recheck your steps 
in setting up a logging process. 

UNABLE TO START/RESTART LOGGING PROCESS ! • (OLOGMSG 20) 
Because of errors (previously printed), the logging 
process cannot be started or restarted. Take 
corrective action to fix the earlier errors. 

LOGGING PROCESS ! IN USE, TERMINATION PENDING. (ULOGMSG 21) 
The operator has requested that logging stop. However, 
there is still a user process that is using this log­
file. As soon as these processes log off, the logging 
process will terminate. 

USER LOGGING FILE ! NOT EMPTY (OLOGMSG 22) 
You asked the logging process to start logging on a disc 
file which already has some data in it. Recheck and 
rethink. 

***** WARNING CHEKSOM FAILURE ON LOGFILE ! ***** & 
**** NO END OF FILE ENCOUNTERED **** (ULOGMSG 23) 

We think this error occurs during WARMSTART recovery. 
The logfile may have been altered, destroyed, or 
tampered. with. or, the logfile may be okay. Check 
the logfile with DBAUDI'I'/LOGLIS'I' before attempting a 
recovery. 
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QMIT: THE MPE QUALITY MIT 

Roy A. Clifton 
EngineePing Section Managep 

He~lett Packazod ComputeP Systems 

INTRODUCTION 

Criteria for Quality 

In April, 1982, Hewlett Packard romputer Systems Division 
Management made a decision to produce a greatly improved 
Quality Master Installation Tape (Q-MIT). The following 
guidelines were established: 

A) Produce a clean release of MPE IV on which to in­
tegrate any new products. 

B) Develop a procedure for testing and certifying 
major software releases (MITs, ITs, etc.) that 
does not depend on field software coordinators to 
finish the integration and testing process. 

C) Develop a procedure for releasing product tapes 
that includes assurance that they will work with 
the current, supported release(s) of MPE and other 
supported products (Software compatibility matrix). 

D) Develop a procedure for resolving service requests 
and checking corrections that is timely, and does 
not unseat the system in the process of 
installation. 

The clean version of MPE (Q-MIT) was accomplished in part 
through the clearing of the service request backlog and by 
fixing existing known problems. The result is a solid 
software base for future products. 

The introduction of the ~-MIT, Quality-Master Installation 
Tape, represents a very important event within the larger 
framework of software quality. For some time now, the 
various divisions within the HP Business Computer Group 
have been engaged in a quality improvement campaign. This 
presentation will highlight those quality improvement 
efforts in the area of software that ''fill continue to 
increase the perceived quality of HP's software offering. 
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Recognizing the importance of the field's perception toward 
our software, this presentation will focus on the quality 
improvement activities you felt were of major importance. 
Several SE' s in the local area were asked for a set of 
software quality criteria. Most of the criteria that came 
back with those responses are being addressed at this 
point, others are well on their way to being addressed. It 
is our goal here at CSY to keep expanding our efforts and 
thus address more of your concerns in the future. Among 
the more conunon of your concerns are: 

- SRs responded to in a timely fashion 
- Consistency - all factory organizations have 

synchronized efforts 
- Make sure any quality issue resolved does not resurface 
- Make sure documentation is .complete, accurate and tested 
- Published standards for progranuning and documentation to 

aid in maintenance and readability 
- Rigorous QA procedures 

- improving our test tools constantly 
- complete integration testing and testing of all 

critical func.tions 
- testing of patches and fixes before they are 

integrated 
- A consistent IT and Delta strategy which the SEO and the 

customer can depend on for regular updates 

Areas where software quality is affected 

To address those concerns with quality, this presentation 
will break down the various areas where software quality 
can be affected. Within those areas, we will give a brief 
discussion on the quality activities and expected results 
trom those activities. 

The areas where quality can be affected are presented as 
follows: 

A. SOFTWARE DEVELOPMENT CYCLE (R&D) 
B. SOFTWARE INTEGRATION, TESTING AND DISTRIBUTION 
C. SOFTWARE DOCUMENTATION 
D. QUALITY CONSCIOUSNESS OF EACH ORGANIZAT!ON 

!.:.., SOFTWARE DEVELOPMENT CYCLE 

Quality in software, of course, must st~m from all the 
various areas associated with the s6ftware product. 
Software quality has its roots, however, in the labs where 
it is developed and documented. The various software labs 
which produce software for the HP 3000 have taken major 
steps to safeguard the quality in our product offerings. 
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DEVELOPMENT STANDARDS 

To improve quality in Hewlett-Packard software, the lab is 
following certain standards in the development of its soft­
ware. By following these development standards, the soft­
ware produced by the software lab will be less prone to er­
rors and easier to maintain, and thus of higher quality. 

MPE Module Ownership 

Module ownership is an important step in properly maintain­
ing MPE. Each MPE module is now owned by an individual in 
an MPE group (e.g. Data Access, Kernel, User Interface, 
etc.). All fixes to individual modules must be inspected 
by the individual owning the module. In most cases, the 
owner will be the one to make changes to the module. 
Should another engineer make changes to his/her module, 
then the owner will inspect the changes to insure their 
quality before they are integrated. This method of module 
ownership eliminates conflicting fixes which could be in­
troduced into the code when several engineers make changes 
to a single module. 

Software Product Life Cycle (SPLC) 

The Software Product Life Cycle (SPLC) discusses the five 
major steps of a software project; Investigation, Design, 
Implementation, Testing and Release. By following the 
SPLC, the engineering team produces a number of useful 
documents that will accompany the new code. The first im­
portant document produced by following th~ SPLC is the 
External Reference Specification (ERS). The ERS describes 
the function and use of the product. The second document 
produced, the Internal Maintenance Specification (IMS), is 
extremely important for maintaining the code. It describes 
in detail the algorithms and data structures used to imple­
ment the product. Through these documents, the SPLC 
promotes higher quality code. The SPLC str~sses the use of 
technical team code reviews and code walk-throughs. This 
procedure encourages criticism and promotes the concept of 
"egoless" programming. 

Structured Programming Standards 

Members of the various software development teams have 
produced a set of "Structured Programming Standards." 
These standards discuss structured programming (e.g. flag 
programming, procedure structure, block structure, etc.). 
They also govern the use of indentation, variable declara­
tions, naming of variables and good comments. Lastly, they 
describe the proper use of special SPL and PASCAL con­
structs. As this document is followed, the software will 
become easier to read and easier to maintain. All future 
development will follow these programming standards. 
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Prototyping 

Useability has become an increasingly important measure of 
quality as our software products move from the DP depart­
ment into the office, where our products are targeted for 
the non-technical user. The software development process 
in the Information Networks Division's (IND's) Office 
System's Lab has shifted accordingly. 

In the past, the externals of our products were designed on 
paper and documented by an External Specification (ES). 
These products were coded according to the ES and tested at 
ALPHA test sites (HP internal users). During the ALPHA 
test, significant changes to the user interface were made 
which invariably resulted in slipped schedules and less 
than ideal user interfaces. 

IND's response has been.to prototype all new products whose 
target user is non-technical. The prototyping is done 
prior to completion of the External Specification. The 
prototyping itself consists of writing a minimally func­
tional version of the product, giving it to a set of un­
schooled users, recording their reactions, and tuning the 
user interface accordingly. Some IND products that used 
prototyping were HPWORD, IDSCHAR, HPDRAW and HPEASYCHART. 
Many products currently under development are using 
prototyping. 

Quality ~ 

The purpose of the Quality Plan is .to set quality goals for 
a product and measure the product against those goals. The 
Quality Plan is generated during the external design phase 
by the development team. This document identifies the 
quality objectives of the product, describes the means of 
achieving .them, and the method of verification. The basis 
for evaluation is fitness for use in five areas. These 
areas are functionality, useability, reliability, perfor­
mance, and supportability. This is accomplished by having 
defined objectives to be met for each product development 
phase, a plan for achieving the objectives, and a method of 
verification against an identifiable set of criteria before 
allowing the product to move to the next phase. 
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CURRENT PRODUCT ENGINEERING (CPE) 

CPE is the term used to describe HP software maintenance. 
CPE time is spent working on customer problems (e.g. hot­
sites) and Service Requests (SR's). 

The Q-MIT was a direct result of the current quality ef­
forts. This concentrated effort to reduce the SR backlog 
was a huge success. The total SR count for the 4 month 
period peaked at 2584. There existed 1355 SR's at the 
beginning of the CPE phase. During that time, a total of 
1229 SR' s were introduced, bringing the total to 2584. 
D~ring the Q-MIT SR push, a total of 2070 SR's were resol­
ved! Of the 2070 SR's resolved, 462 resulted in some type 
of fix to MPE. The other 1608 SR's were closed as dupli­
cates, KPR' s not yet fixed, user misunderstandings, en­
hancement requests and transfers. This only left 514 SR's 
not yet resolved.* 

As can be seen by these figures, an impressive number of 
SR's were closed. But even more important than the total 
number of SR' s closed is the number of fixes that were 
generated. This effort will eliminate problems in MPE and 
some of the subsystems. The Q-MIT will now make a strong 
base for future engineering efforts. 

*The MPE section was the recipient of the 1982 Software Lab's 
Quality Award for the significant contribution and improvements 
made to the quality of MPE software via their CPE efforts. 
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TOOLS TO ENSURE QUALITY 

Privileged Mode Bounds Checking (PMBC) 

Changes have been made to the microcode on the Series 64 to 
support Privileged Mode Bounds Checking. PMBC performs 
bounds checking on privileged instructions that were 
previously not checked. More specifically, DB, S, Q and 
DST relative instructions have added PM checks. 
Previously, flying data from MOVE STACK/DST type instruc­
tions were extremely difficult to catch. PMBC will catch 
problems in the system before they can.cause damage. This 
will greatly increase the reliability and quality of MPE. 
PMBC will ·run only on the Series 64 and will be turned on 
during all reliability and certification testing at CSY. 

Version Control System illfil 
The Version Control System is a tool developed to aid en­
gineering productivity. VCS supports parallel ctevelopment 
efforts and keeps track of the development of software 
projects. It will be used to track the changes made to MPE 
modules. VCS will solve the following problems: 

- Storage 
- Fixes failing to get into multiple versions 
- Keeping track of what changes were made and when 
- Keeping track of exactly what version a customer has 

It is to be used by the software development team to manage 
their projects and will assist in making the coordination 
effort planned and systematic. 

Logplay 

In the past, our interactive menu driven and graphics 
products could not be tested in an automated fashion. Each 
time a modification or correction to a product was made, an 
engineer had to manually test it. This was inefficient and 
error prone. To improve our ability to test these highly 
interactive products, a new tool called LOGPLAY was 
developed. Currently when an engineer creates an interac­
tive test, LOGPLAY can be run concurrently to record the 
test inputs and results. After program modifications are 
made, LOGPLAY will automatically send the recorded inputs 
to the program in an interactive fashion and check the 
results of this run with the results of the previous run. 
If discrepancies are detected, messages are printed. 

With LOGPLAY comprehensive automated regression tests can 
be developed for products such as HPDRAW, V/3000, IDS, and 
DSG. Everytime fixes are made to these products or a new 
version of MPE is developed these tests can be run and 
checked automatically with a minimum of engineering time. 



SOFTWARE INTEGRATION 

~ 
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SWIMS provides comprehensive control and quality checking 
or the HP3000 software. SWIMS is a group or user interface 
packages tied together by a single database. It contro1s 
the official version or all software that is on an IT. 
When a version or code is approved, .it is added to the of­
ficial IT, thus preventing old versions from getting into 
the MIT. SWIMS also automates the MIT process to insure no 
undesired variability between MIT versions. 

SWIMS provides the engineer easy access to the MIT status, 
module names with associated owners, module status and his­
tory or changes, and an organizational chart of all users 
or SWIMS. This provides each engineer with the information 
he needs to make appropriate changes to a module and to 
check with the owner or the module before each change. 
SWIMS allows organized access to the software through the 
following features: the ability to enter changes to any 
module; the ability to easily print compiled listings of 
any module; the ability to freeze the MIT at any time; and 
the ability to identify logically associated changes in 
different modules/products and guarantee that all of these 
changes are present. 

Every sortware product has bugs. We realize this and have 
therefore kept portions of the code open for human inte.r­
vention, when the process rails. For example: the SWIMS 
scheduler can be controlled by the Integration group when 
necessary; the SWIMS software and data files can be moved 
to any machine quickly in response to machine failures or 
heavy loads. SWIMS automatically performs, at regular in­
tervals, quality checking throughout the build process; and 
if there is a global build problem, SWIMS allows the 
removal of any fix in MPE or any other part or the software 
under its control. To insure flexibility in each build; 
the process will be recreated for each build based on in­
formation in a database. This allows the MIT contents to 
be easily changed as required. All file references needed 
for the build can be verified. thus assuring that all 
necessary components are present and at their correct ver­
sion level. 

Software Integration/Production Engineering 

Software Integration/Production engineering groups have 
recently been started in CSY and IND, The inain role of 
these groups is to increase quality by coordinating and im­
plementing the standardization of product/inter-product 
testing, shipment and installation of software. One of the 
roles or tha group in relation to the MIT process is to be 
the main interface with all other Divisions and Operations 
involved with the MIT. 
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~SOFTWARE INTEGRATION, TESTING AND DISTRIBUTION 

A new slogan has been introd.uced in. the MPE lab. It 
represents a major thrust of quality in the area of soft­
ware integration and distribution. It is an addition to 
our past philosophies on improving the quality of our soft­
ware. The slogan is "EMPHASIZE THE PROCESS OF INTEGRATION 
AND DISTRIBUTION RATHER THAN JUST THE PRODUCT". What does 
this mean in terms of quality? 

HP has made a commitment to the development of tools to 
streamline.the process of integration and distribution. 

LOGISTICS Qf SOFTWARE TESTING AND INTEGRATION 

A new MIT is developed though a series of passes so that 
fixes and enhancements can be incorporated in some sys­
tematic way. Before an enhancement or fix can be incor­
porated into the existing software it must meet a set of 
pre-published "submittal criteria". The submittal criteria 
are published prior to the start of the integration process 
and generally refer to the amount of testing that the en­
hancement has undergone and the documentation that will ac­
company the enhancement. Through this systematic introduc­
tion of new code, any problems encountered can more easily 
be identified and associated with a particular enhancement. 

Starting with the. Q-M!T, and for subsequent MIT releases 
there will be three levels of CO?lcurrent testing. The sys­
tem ·software has been separated into three distinct 
categories: MPE (the operating system software.), subsys­
tems ( e.g. IMAGE, KSAM, etc.) and data comm (the data 
communication software, e.g. OS/3000, MTS, etc.). The 
three software categories are tested individually on the 
existing software. After each software category reaches a 
certain level of reliability testing, the three are in­
tegrated for further testing.. This procedure will help in 
identifying software problems in the initial stages of 
testing and should facilitate the process of integrating 
the various categories of software. · 

Finally, when the integrated software reaches an acceptable 
level of reliability testing, it is installed on various 
internal systems as "Alpha sites". These alpha sites are 
monitored closely to uncover any problems which the 
reliability testing might not have uncovered. As part of 
the test plan for the MIT testing procedures, an Alpha Test 
Plan is developed by which to ineasure the progress of the 
testing and establish goals for .the testing. 
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SOFTWARE TESTING 

Within the normal development of a MIT, three types of 
testing will be used for the entire process. Much of the 
testing is automated and will continue to be automated in 
the futere. The primary objective of testing is to exer­
cise all the paths within a software product. To locate 
and test all the paths within the software is not a trivial 
task and is often related to complex static and dynamic 
analyses. Past experiences suggest that without the aid of 
testing tools, tests generated by humans cover less than 
50% of program paths. 

Formalized Test Plan 

The Q-MIT and· all subsequent software releases will be 
governed by a formalized test plan. Every software release 
for the HP 3000 undergoes a long process of software in­
tegration and testing. Criteria for the testing process 
has, in the past, been left up to the product team (members 
of the various functional areas involved with the product). 
As a result,. each product or MIT has been tested under dif­
ferent · standards and evaluated under a different set of 
criteria. A formalized test plan is currently being 
developed to give the lab more direction and to establish a 
consistent level of quality in our software products. 

Throughout the duration of a MIT project, the software is 
"built" and tested several times. The MIT is tested though 
a series of builds called passes. Each pass of the soft­
ware must undergo the planned reliability testing outlined 
in the test plan before the next pass can be developed. 
Between each pass there can be a number of builds and test­
ing cycles to meet the desired reliability testing outlined 
in the test plan. 

The new test plan sets concrete objectives for each pass of 
the software so that the product team can properly evaluate 
the success of a build. Resource utilization and 
reliability testing time is also outlined for each build, 
which allows the software integration group to accurately 
determine the length of time for each test. 

This new test plan helps to optimize the test process, it 
organizes the resources and gives the engineers doing the 
testing clear and concise procedures to follow. This plan 
guarantees a certain level of quality for each pass and 
aids in the creation of realistic schedules. By formaliz­
ing the testing process, we have provided a systematic way 
of evaluating the quality of the product and provided a 
measure by which future products can be equally evaluated. 
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Software Tests 

Automated Reliability - This test is a series of self 
streaming jobs executing on four different systems. These 
four systems, a Series III, a Series 33, a Series 44 and a 
Series 64, have different peripheral conf.igurations and are 
linked together with DS/3000 lines. The intent behind this 
test .is to put .a heavy workload on the system and test as 
much of the functionality of the system as possible. By 
putting such a load on the systeni, this test uncovers 
programming errors and timing problems within the ·code. 
Additionally, this test is flexible enough so that the jobs 
can be changed to test specific sections of the. software. 

Certification Testing - The certification tests are design­
ed to test MPE and HP3000 subsystems. The tests are to b~ 
updated and enhanced in coordination with the ongoing 
development of HP software.· Previously, all of t.hese tests 
required operators to initiate and monitor the tests as 
they ran, and then evaluate the results manually. In addi­
tion, some tests required extensive operator intervention, 
As testing was often run 24 hours a day and through 
weekends, engineers and operators who worked.late hours and 
extra shifts understandably introduced human errors into 
the testing process. This had the effect of reducing 
productivity and caused much energy to be devoted to run­
ning tests instead of solving problems and developing new 
features. 

In an effort to maximize productivity and improve the tur­
naround time for test evaluation, Software QA has developed 
the AUTOMATED CERTIFICATION TEST UMBRELLA. This represents 
an effort to automate the running and analyzing . of all of 
the certification tests. Approximately 83% (24/29) of 
these tests were automated in time for QMIT testing. The 
Umbrella ran all of the tests and then compared the results 
against a benchmark of what the results should be. In this 
way, the Umbrella provided a quick and accurate evaluation 
of the state of MPE from the early stages of development 
through the final testing. 

~ Flow Analyzer (PFA) - The Path Flow Analyzer is an au­
tomated tool used to maximize t.he effectiveness of testing. 
Essentially, the PFA is intended to be a]?plied ·during 
program testing to identify untested paths and to aid in 
specifying test cases that will improve testing coverage. 
All of this is provided by analysis of program structure, 
instrumentation of the software with probes that measure 
testing coverage, and .generation of comprehensive rep6rts 
which pinpoint paths in the program structure that remain 
to be exercised. In addition, guidance is provided for the 
generation of test cases that will assure coverage of the 
untested portions. · 
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SOFTWARE DISTRIBUTION 

An integral part of the overall perception of software 
quality is the quality portrayed by the software distribu­
tion mechanisms. To insure that customers perceive high 
quality in our distribution system, software must be readi­
ly installable through a reliable process when it arrives 
at the customer site. · 

MITWARE 

For Q-MIT, and perhaps the n_ext few software releases, 
MITWARE will be supplied with the software for the Field 
Software Coordinators (FSC). MITWARE contains a database 
of all Hewlett-Packard products and the various modules of 
MPE. A customized tape can be created with MITWARE by 
"picking" those products that the customer is entitled to 
have and integrating them on the system tape. With 
MITWARE, the FSC or SE can easily create a customer in­
stallable tape. Additionally, because MITWARE has the MPE 
modules stored in a database, a customized tape for any 
system can be created from any other system. 

Direct Distribution 

Our direction is direct distribution of software to cus­
tomers. With this procedure there would be no need for 
system customization; rather, the system would retrieve 
only those products the customer is entitled to have. This 
scheme would offer many benefits; for instance, any errors 
normally introduced during the customization stage would be 
eliminated. 

A requirement for direct distribution would be a central­
ized software distribution center. The "master" system 
tape would be duplicated, under.controlled conditions, for 
mass distribution. There· are many advantages to central­
ized distribution. By centralizing the tape duplication 
function., the process can be controlled and streamlined for 
better efficiencies. Additionally, the process can be 
tracked and studied to constantly improve the quality of 
the software being released to customers. 
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CUSTOMER FEEDBACK .:.:. STARS II 

Hewlett-Packard's ,mos:t e.ffective means of relaying customer 
:feedback to the· factory has been, through the Service. 
request Tracking and Reporting System (STARS). .. With the 
Q-MIT, a new system · o.:f service request tracking is being 
introduced: · STARS II. This new system will expand the 
:functionality o:f· the old STARS :facility, and will vastly 
improve the efficiency o:f reporting and fixing bugs. 

The old STARS :facility made extensive use o:f paper :forms 
:for reporting bugs . and . :following :fix solutions through 
various stages. 'The new STARS II is much more "on-line." 
Eventually, many area offices will be connected.to a STARS 
II computer. Various engineers (SE' s, lab, CE' s, marke.ting 
engineers, etc.) now a:ccess t}+e Si'ARS II data bas.e .. direct­
ly, virtually elimina,ting the proliferation o.f forms and 
papers which now exists.· · 

With STARS II, SE' s ·wih enter serv:Lce requests to· an; ·SR 
Transaction file which will be sent v:ia the Computer 
Support Division (CSD) to CSY' .. The service requests in 
this :file will be merged into the STARS II data base. SE '.s 
will be able to retrieve information directly from .. · tpe 
STARS II data base .. This system will relieve the SE' s o:f 
the paperwork associate<:! with _submitting service requests. 

SEO field Phone-in Consulting Service (PICS) centers will 
benefit by being able. to acces5 .. more current information. 
than what is in the SSB. This will allow the field to 
respond better to cust.omer problems when they, have been 
previously· reported and should siginificantly reduce the 
duplication of effort to develop "workarounds 11 for those 
previously reported problems. 

STARS II wili h'E~·ip cut down· on the duplication of Known 
Problem Reports ( KPR' s) . · Software problems . will .b.e. more· 
easily classified anl::l · located in the data base, providing 
an efficient, · on..;line alternative to the Software Status 
Bulletin (SSB); . . 

' ' ' 

This new software tracking system will be more streamlined 
and efficient than what ·has been available in the past, 
permitting SE' s, CE' s, On-line Support, ·and lab engineers 
to spend more time doing actual constructive/work, and less 
time shuffling paper. 
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~ SOFTWARE DOCUMENTATION 

With Q-MIT, several improvements have been made in the area 
of user documentation for MPE. The most notable changes 
have been the transfer of the user manuals to on-line 
status, the updating and upgrading of several specific 
manuals, and the improved distribution of manuals. 

ON-LINE MANUALS 

In the past, documentation materials were typed or hand­
written, and then typeset on art boards by a separate 
graphics department. Today, as part of the push toward 
greater quality, the MPE user manuals are being placed on­
line. All new materials (new manuals, update packages) are 
written on-line from their conception. 

Documentation materials are entered using TDP/3000, and 
printed on the 2680A Page Printer. Printed material is of 
comparable quality to typeset art boards, and may be sent 
directly to the printer for processing. Since the writers 
have the proper tools for producing their manuals, the need 
to go through the typesetting departments has been 
eliminated and with it the numerous errors introduced. 

Not only are the manuals themselves being placed on-line, 
but the process of generating a Table of Contents and Index 
for a manual has been automated. This saves considerable 
time that would be spent checking page numbers and super­
vising typing and layout, and reduces the possibility of 
human error. Additionally, by having the manuals on-line 
the spelling of the text can be verified through a program 
that detects mis-spelled words. 

Since the process of producing documentation materials has 
been streamlined, and since superfluous interfaces with 
other groups have been eliminated, writers can spend more 
of their time doing actual researching and writing. The 
relieved time pressures allow the writers to do a more 
thorough job, and the increased efficiency results in 
reduced cost, higher quality, and better technical 
accuracy. 

IMPROVED MANUAL DISTRIBUTION 

The MPE documentation group is currently working with 
representatives from the Software Distribution Center to 
improve the process of manual distribution. Specifically, 
the goal is to coordinate manual distribution more closely 
with the release of software products 
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1L_ QUALITY CONSCIOUSNESS OF EACH OR~ANIZATION 

A major goal within BCG . .is· to . help the di.visions improve 
quality by making it an integrl!l part of' the HP culture.> 
This is accomplished by. presenting quality-related ·programs 
and teaching the methodology associated with achieving 
quality. These programs include classes, workshops, semi­
nars, publications and quality circles. 

CLASSES 

Software .at HP 

The Software at HP class is , a joint offering of' the CSY 
Software Training Group in the lab and the Quality 
Improvement Program in Product Assurance. It is designed 
to familiarize new Busine'ss Computer Group engineers with 
the software development process. Students are introduced. 
to tools like the Software .Product Life Cycle ( SPLC) . 
i/arious phases arid .aspects of the SPLC are discussed in 
detail. The participants also learn what goes on in the 
field to gain a better appreciation of' how their work af­
fects the work of the service organizations. Other topics 
covered include the. MIT Build Process, Cost of' Quality, 
testing, the function of' P:roduct Teams. and finally, a 
management panel. 
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WORKSHOPS 

Marketing Quality Day 

On August 13th, 1982, CSY Product Assurance hosted one of 
the most unusual and successful quality-related events in 
recent memory. It was entitled "Quality: A Key Marketing 
Issue For The 80' s" and was presented to the Marketing 
Departments of BCG over 250 people attended. 

After morning presentations the afternoon session involved 
dividing participants into six workshops. The workshops 
were designed to give people the chance to explore various 
topics in depth: 

CUSTOMER NEEDS - How can Marketing do a better job of 
letting R&D know what customers want? 

CUSTOMER SERVICES - How to improve the quality of: 

* setting expectations; 
* product documentation; 
* advertising; 
* promotion; 
* customer training; 
* field training. 

COMMUNICATION - As departments, divisions and groups, 
how can we understand each other better? 

PRODUCT DESIGN - How can Marketing develop a well in­
tegrated, clear process from marketing research 
through support? (What is Marketing's role in the 
Product Life Cycle?) 

SCHEDULING - How can Marketing assist in the timely 
and professional release of new products? 

QUALITY ADVANTAGE - How can Marketing unleash HP' s 
hidden weapon: Quality? 

The day concluded with workshop leaders making brief 
presentations to a panel of Marketing managers about what 
their groups discussed. The managers commented on the 
presentations and exchanged ideas with the audience. 
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SEMINARS 

Seminars have been given on many topics - control charts, 
path flow analyzer, static electricity and vendor manage­
ment, three seminars stand out as unique. 

HP Labs Seminar Series 

This series was created to share with BCG hardware and 
software engineers the technology and projects being 
developed at HP Labs in Palo Alto for products that will be 
introduced five to ten years in the future. To date, 
presentations have been given on artificial intelligence, 
computer architecture, manufacturer's productivity network, 
and robotics over 1000 people attended these four 
seminars. 

LACE Seminars 

The object of the LACE series is to sensitize Lab engineers 
and other HP personnel to the environments in which the 
systems they design are actually being used. The cus­
tomer's viewpoint of our hardware and software is the focus 
of these seminars. 

Customers are invited to CSY to share information concern­
ing different aspects of their companies and computer 
systems: 

company products and services 
primary applications 
operating environment 
systems management philosophy 
volume (#users, jobs, sessions, printed pages ... ) 
hardware configuration 
HP software used 
'wish list' of features 

Questions and answers are an important part of these 
sessions. 

It is clear from the positive feedback and high attendance 
that the LACE seminars are valuable to both the attendees 
and the customers. The following customers have shared in 
our LACE program: 

* Austin Information Systems 
* Lucasfilms 
* Weyerhaeuser Company 
* Long's Drugs 
* Information Systems Council 
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IBM Design Inspection Seminar 

On January 10th and 11th, 1983, CSY Software Product 
Assurance hosted a two day seminar presented to the HP R&D 
engineers and managers by an IBM Quality Assurance 
Specialist. The seminar was attended by over 100 engineers 
and managers, representing twelve software divisions at 
Hewlett Packard. One day was addressed to managers only -
if you don't get management support for new techniques, 
they won't succeed in any environment. The seminar was a 
'how to' session on the use of Design Inspections to im­
prove the productivity and quality of software products. 

The materials and enthusiasm generated by the two day semi­
nar have laid the groundwork for several classes - includ­
ing one in the planning stages at CSY. The idea is to fur­
ther transfer the techniques to all engineers in the lab 
organization, making higher quality products through smart­
er technology. 

The seminar is a good example of how Hewlett Packard is 
participating with other companies to explore and improve 
the technology and quality of software. HP is playing a 
leadership role in generating the standards of software 
quality for the future, with the Co-chairmanship of the 
IEEE Software Reliability Measurement Industry Taskforce 
residing at CSY (shared with IBM). 

QUALITY CIRCLES 

Quality Teams are Hewlett-Packards' s version of Japanese 
Quality Circles. A Quality Team, or Circle, is a group of 
three to fifteen employees from the same work area who 
voluntarily meet for an hour to identify, analyze and 
develop solutions to work-related problems. These solu­
tions are then recommended to management in a presentation 
format. 

CSY has twenty Quality Teams up and running - six in the 
software lab. The most notable project resulting from the 
Quality Teams in the software lab is a package of struc­
tured programming guidelines which will become the standard 
for future software development in CSY's lab. 

HP Quality Teams are one effective way for the organization 
to involve its employees in assuming responsibility for 
quality ... the quality of their work, their work environ­
ment, their professional growth, and their personal 
development. 
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CONCLUSION 

Major improvements have been made in quality over the last 
year, but we are going to have to be very innovative and 
creative to stay ahead of the competition. Quality is 
everybody's responsibility. Each person has a role to play 
if we are to develop high quality products that are price 
competitive. · 

Through the quality activities identified in this 
presentation* we are actively working to build awareness of 
our "quality challenge" in the minds of everybody in the 
Business Computer Group. It is only through team effort 
and a unified commitment to quality that we will be able to 
maintain and build upon our current leadership position. 

To paraphrase a modern day Japanese slogan: 
tlefield of the 80's is Quality." 

*My thanks to Sam Quezada, HP CSY Marketing 

"The bat-
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INTRODUCTION 

A data base management system (DBMS) provides a framework 
for handling files and groups of information. The file 
system is a rudimentary DBMS since it provides the 
capability of structuring and maintaining sets of 
information. A DBMS extends the capabilities of the file 
system by specifying file relationships, field contents, 
and field security. It also provides shared access and 
locking of data entities. 

In data base environments the most common is.sue is 
performance. What is performance? How do you measure it? 
Can you predict it? In order to understand the service 
provided by such data base management systems as IMAGE you 
need a performance monitor which collects and analyzes 
data in your working enviornment. Such tools are 
available from the contributed library (SCANUSER, 
FILERPT, LOGLIST, DBLOADNG, DBSTAT2) and from a n,umber of 
vendors. Hewlett Packard (HP) provides a tool called 
OPT3000 which provides information on the system as a 
whole. Unfortunately until you have a great' deal of 
experience it is difficult to interpret the data 
accurately. It is even harder to use your data to predict 
future performance. 

What is needed is some baseline data so that you can 
compare your system against a known system. Once this is 
done you can more accurately tailor your system to your 
applicatio.n. Still needed however, is a method to 
estimate the performance of new data base applications, 
guidelines will be developed in this paper. 
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The IMAGE DBMS is a network of closely knit MPE files. 
IMAGE protects the data base for ordinary users by 
designating the files as privileged. Access to 
information in the data base is .provided by calling IMAGE 
procedures. IMAGE uses special tables to knit the files 
together. If we carefully read the reference manuals we 
find: 

"A Data Base Control Block (DBCB) is a table of data base 
relative information residing in a privileged extra data 
segment. There is exactly ONE DBCB for each open data 
base regardless of the number of concurrent access paths 
to the data base. The DBCB contains all static and 
dynamic global information; that is, it contains all 
information which is not unique to a particular access 
path." {l] 

"In addition to tables describing the various components 
of the data base, the DBCB contains all buffers and work 
areas used by the IMAGE procedures .. IMAGE may modify the 
size and contents of the various areas within the DBCB to 
reflect the addition of access paths as more users open 
the data base. All IMAGE procedures operating on a 
particular data base reference the same DBCB." [2] 

"All buffers whose contents have been changed to reflect a 
modification of the data base are always written to disc 
before the library procedure exits to the calling 
program." [3] 

It should be apparent that the DBCB is extremely important 
to the operation of the IMAGE. What is not told, however 
is how important the DBCB is to the performance of IMAGE 
data bases! . 

IMAGE intrinsics generally reference the DBCB in 
unpredictable patterns. In order to maintain the 
integrity of this important resource, IMAGE prevents 
other processes from using the DBCB when it is already in 
use by maintaining a waiting list or queue. Processes 
waiting in line are served strictly on a First Come First 
Serviced (FCFS) basis. 

The fact that IMAGE uses a FCFS type of queueing method 
makes it very convenient to understand, model, and 
estimate waiting, response and transaction times. 
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IMAGE and QUEUES 

The classic example of a queue is a bank teller and the 
banks customers. With only one teller (server) only one 
customer may be handled at a time. If the teller requires 
one hour per transaction and the customers arrive once an 
hour, then as a rule there should never be any waiting 
time. However, if we now double the number of customers 
so that they arrive once every half hour, and the bank 
teller still takes one hour per customer, then by lunch 
time there will be approximately four customers in the 
waiting room waiting for help! The last customer would 
depart four hours after arrival. (If they are smart, they 
would also change banks ... ) 

Of course, the above example over simplifies the problem. 
In real life you would not expect to have arrivals only 
once per hour, but in a more random fashion. Experience 
has shown that the typical arrival rate follows what is 
known as a Poisson distribution. Thus to find the 
PROBABILITY that N customers will arrive within given 
time T, we use the following formula: 

The probabilit.Y that n customers would arrive is: [4] 

n -L 
(L) e 

p = 
n! 

T = time interval. 

n = number of customers 

e = Euler number (2. 718) 

lambda = the usual arrival rate (or mean arrival rate) 
The mean arrival rate is the average number of 
customers who appear in a given time. 

L = T"<(lambda) This is the time interval in question 
multiplied by the normal arrival 
rate. 

In the bank teller example we said the usual arrival rate 
(mean arrival) was one hour. If we are interested in the 
probability of customers arrivin during a 15 minue period 
then we calculate: 

L = . 25 hour * ( 1 I hour ) = . 25 
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Let's try some numbers 

l - .25 
P = .25 e 

p = .194 

Probability for. l customer during the 15 minute$ is 

p = .194 I l = .194 or about· l in 5 

Probability for 2 customers during the 15 minutes is 

p = (.25)(.194)/2 = .024 or about; l in 40 ! 

The probability that 10 customers would arrive 
during the 15 minutes is: 

10 
.25 e 

-.25 

p = -------------------10! 

p = • 00000000000002046 7 or 1 in 488 billion! 

In our simple example we declared that each customer 
required one hour of the teller's time. In real life 
however, we could expect that there might be some average 
service time. We will call it Ts. If we multiply the 
arrival rate (lambda) and the l!lervice time (Ts) we get a 
figure called the traffic intensity, P. When the traffic 
intensity (P) is greater than one, then the system is 
OVERLOADED. P is also an indication of .the number of 
servers that would be required to prevent the growth of 
long waiting lines. If P was 3. 9, you would need four 
servers. In this case, if the customers are IM.AGE and the 
DBCB is the server, four DBCB' s would be needed to handle .. 
the arrival rate and service times. 

Our real interest is in how long the customers will wait. 
(Perhaps we could set up a .coffee shop in the lobby!) 

Please note that the 'waiting time' is not the 'response 
time' . The defin.ition of response time is the waiting 
time PLUS the time to complete the work. In other words, 
if there is no waiting time but it takes l hour. for each 
customer then the response time is l hour. On the other 
hand if the waiting time is 59 minutes and the service 
time is l minute, the response time is still one hour! (It 
should now be obvious why long IM.AGE transaction times 
cause a lot of problems on the computer! In many cases the 
time to perform the IM.AGE transaction is the driving 
factor in the response time. ) · 
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From the book SOFTWARE SYSTEMS PRINCIPLES, A SURVEY by 
Peter Freeman, (5] we obtain the following formula for 
mean waiting time and the variance of the waiting time, 
based on Poisson distributions. 

The mean waiting time W is: 

w = 

2 
(lambda)(Ts) 

2 (l - P) 

lambda = mean arrival rate. 

Ts = mean service team. 

p = traffic intensity. P = lambda * Ts 

Note that as the traffic intensity approaches one, the 
waiting tim.e goes out of sight. In other words, as the 
IMAGE data base control block (DBCB) approaches 100% 
utilization, the response time seen by the user 
skyrockets! 

The variance, V, is the measure of the spread of the 
waiting times around the average. The larger the value 
for V, the more erratic the computer response time appears 
to its customers. The variance of the waiting time is: 

3 
(lambda)(Ts) 

2 2 
[ (lambda)(Ts) ] 

y = -------------- + ---------------2 
3(1-P) 4 (l - P) 

Applying the theory: 

Let's assume we have a data base called XYZ. We know from 
experience that the average transaction takes 1.6 
seconds. We also know that during an eight hour day we 
have 960 of these transactions. What would you expect for 
the response time, waiting time, variance, and 
probability of three trans a.ct ions within thirty seconds? 

The first step. . . Let's convert the transaction interval 
into transactions per second. 

960 transaction per day minutes 
lambda = - - - - - - - - - - - - - - - - - - - - - - - x 

480 minutes per day 60 seconds 

lambda = 1 transaction per 30 seconds 
= ·, 033 transaction per second 

98 - 5 



The average service time, Ts, was specified as 1. 6 
seconds. 

The trasffic intensity, P, is then: 

p = (1.6)(.033) 

p = . 053 

Notice that at present we are far :from being overloaded! 

v 

v 
v 

The waiting time, W, is: 

2 
(.033)(1.6) 

w = ---------------
2 (1 - .053) 

W = . 044 SECONDS 

The response time is the mean service time plus the 
waiting time, or: 

Response time = W + ts = . 044 + 1. 6 = 1. 644 seconds. 

NOTE!!! The dominant factor is not the vo.lume of 
work, but the time required to make the 
individual change in the IMAGE data base! 

The variance, V, is: 

= 

= 

3 
(;033)(1.6) 

3 ( . 946 ) 

.030 

+ 

+ 

= .032 SECONDS VARIANCE 

2 
[ (.033)(1.6) ] 

4 ( . 946) ( . 946) 

.002 

2 

Approximately 90% of the transactions are covered in the 
mean waiting time PLUS the variance. In other words, for 
all practical purposes, all transactions will take 
between 1. 6 and l. 7 seconds! 

In order to obtain estimates for the average service time 
we must run tests on IMAGE. One method of testing is 
called benchmarking. A benchmark is a program that 
applies a known workload to the item under test in a 
controlled environment. The benchmarks that we have 
developed were designed to push IMAGE and the hardware 
that supports it to their upper limits. 
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TEST ENVIRONMENT 

During the course of our testing we considered the 
following variables that could affect IMAGE performance: 

Hardware and system configuration -
The benchmarks were run on four different systems. 
These systems varied from a l MB series 33 to an 8 MB 
series 64 as shown in figures l thru 4. Test were run 
using IMAGE version B. 02. XX. 

Number of concurrent processes -
The number of processes running was varied from l to 
60. 

Process characteristics -
Stack and code segment sizes were kept at a minimum 
and all processes were run with a priority of CS.: 

CPU utilization -
Tests were run to see what effect CPU-bound 
processes would have on IMAGE transaction throughput 
(I/O) 

File location on the disc drives -
Tests were run to determine the effects of carefully 
selecting the disc drives when creating data bases. 
This test involved two competing data bases. 

User 'think time' 
The user 'think time' is the inverse of the arrival 
rate (lambda). We did not induce any 'think time'. 
The purpose of the test was to push IMAGE, not MPE, 
to the limit. 

IMAGE transaction logging -
All tests were done without and with transaction 
logging enabled. 

Multiple data bases -
Tests were run to determine what effect additional 
data bases would cause. 

The benchmark programs used were written in FORTRAN. They 
were DBPERF, DBPERF2, DUMYLOAD, DUMY2, CPULOAD, and 
CPULOAD2.. Two test data bases ABC and XYZ were used. The 
data bases had identical structures. [6] 

The programs DBPERF and DBPERF2 can create and activate up 
to 80 additional processes running in the same priority 
queue. DBPERF and DBPERF2 are the test and data 
collection programs. [7] 

The DUMYLOAD and DUMY2 programs try to perform 10, 000 
iterations of DBFIND, DBGET, DBLOCK, DBUPDATE and 
DBUNLOCK. [ 8] 
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The programs that were used to . load 
called CPULOAD and CPULOAD2. These 
multiplicat:i,ons, .. data moves and a 
internal segment PC::ALS. [9] 

TEST RESULTS 

only the CPU are 
programs perform 
large number of 

Charts 1 and .2 . compare the .times required to perform 
DBPUT' s and DBDELETE' s on data base XYZ. ···The tests were 
run without and with transaction logging ·enabled. As can 
be seen on the charts, the overhead added by transaction 
logging is insignificant. As we repeated the tests with 
10, 20, 40 and60 DUMYLOAD the overhead was nearly the 
same. Because the performance without and with logging is 
so close, we did not plot the results of transaction 
logging on any of following charts. · 

Chart 3 shows. a comparison of the time to pe.rform 
DBOPEN's, DBUPDATE's and DBBEGIN-DBEND pairs on all the 
tested machines. · 

Charts 4 thrU 11 demonstrate the effect of increasing the 
numb'i!r of processes accessing the XYZ data base. It 
should be noted that the slight increase in transaction 
service time appears to be due to increased processing 
that IMAGE does to maintain the internal I/O buffers and 
the who's-next~accessor list. To estimate the 
transaction response tillle .that users will experience, you 
may obtain values for Ts from the charts and use the 
queueing formula presented previously.· 

Another phenomenon that can be Seen in charts 4' thru 13 is 
that it appears that. the Sf!cries 64. system iS slower than 
the III or 44. Since"e.ach drive on the 64 was a master, on 
separate GIC' s, it would appear that the 7933 disc 4rives 
are slower than 7920 and 7925 ~ s. 

Chart 12 shows ·the effects of data bases ABC and XYZ 
competing for system resources such as disc I/O and CPU 
time. An important observation is that in this test the 
data bas,~s were created .only with DBUTIL. 

Chart 13 shows the effects of data base ABC and XYZ 
competing for system resources, but this time with files 
spread so· that. the files for ABC and XYZ are on different 
drives. Note the dramatic time improvement· for the series 
III computer. 

Chart 14 !iemonstrates the .. effect of' loading the CPU with a 
process that consumes 97% of the available CPU time. 
Fortunately in most environments the need for CPU time 
comes in-short bursts. Table l lists the total elapsed 
times for the tests and the CPU time used. An interesting 
observation is that although a test on the series 44 used 
50% more CPU time as the series 64, the .total elapsed ti.me 
was 1 minute shorter. · · 
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PREDICTING PERFORMANCE 

Real lif~ differs from our tests in a number c:if important 
ways. First the work load for most computers can be broken 
into distinct shifts and/or subperiods. For instance, 
you might have a large crew entering data during the day 
and a second smaller crew correcting and examining data at 
night. It is even likely that you could break your normal 
day shift into smaller periods such as early morning 
before coffee break, mid-morning before lunch, early 
afternoon, and late afternoon. The response times, 
waiting times and variances should be calculated for each 
period individually. 

Second, there will generally be several different 
programs accessing the data base. to model the system 
correctly you must estimate the required service time for 
each process, and then estimate the percentage of time 
that that process will be running during the various work 
periods noted above. 

Third, not all programs will be making actual data base 
transactions; many applications have terminals and 
processes which only are used to scan the data base. If 
these processes are I/0 or CPU-intensive, then they can 
play an important factor in determining the system 
response time. It should also be noted that in order to 
perform a DBDELETE or DBUPDATE the entry must first be 
found and read. It is important to include this in the 
calculation of transaction service times. 

Last, there will probably be other non-IMAGE CPU and I/O 
activity that needs to be considered, such as program 
development or maintenance. 

SUGGESTIONS FOR IMPROVING IMAGE PERFORMANCE 

If an application makes heavy use of data bases, careful 
consideration should be given to an appropriate data base 
design. As the charts show, each path into a data set is 
expensive. 

If possible, try to build a smaller test version of your 
spplication data base, then benchmark it. Make sure all 
your analyst and programmers are aware of path time costs. 

Assign adequate capacities to the MASTER data sets, Be 
sure to use PRIME numbers for MASTERS. If you ignore 
these simple rules you will see an increase in the number 
of synonyms in your data base which will severely affect 
your data base performance. 
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If program development and maintenance consumes a large 
amount of CPU tim.e and disc I/O, consider separating these 
functions from your production applications, and put them 
on their own computer. 

Check your data base for loading problems with DBLOADNG 
[10] or·HOWMESSY [11].. 

Reduce disc head contention between data bases by 
carefully chosing the locations for your data base files, 
see charts 12 and 13. 

If you have a series III and appear to be I/O bound, then 
be sure to use 'seek ahead' • If you have a series 44 or 64 
then .add additional GICs and convert as many drives as you 
can to masters. (12.J 

Avoid mixing heavy CPU bound applications with heavy 
IMAGE applications, as can be seen in chart 14 they don't 
mix well. 

The importance of scheduling your workload can not be 
overstated. You can see from the charts and the prior 
discussion on queueing that the greater the number of 
processes trying to access the data base the longer you 
must wait .. If possible all online changes should be kept 
as short as possible. Reports should only be produced 
during second or third shifts. 

AREAS FOR FURTHER INVESTIGATION 

There are a number of IMAGE performance topics not covered 
by our benchmarks. These include the effects of sort 
items, manual master versus automatic masters, buffspecs, 
blockmax and choice of data types. These may be covered 
in future tests. 

CONCLUSIONS 

The benchmark tests run have provided the users with 
baseline information for evaluating the performance of 
IMAGE. This data, combined with the knowldge that IMAGE 
uses a FCFS type queueing, permits us to estimate the 
performance of future. applic;;1.tions. We have also learned 
that the cost of adding additional search items to data 
sets is significant. 

Remember to use the formulas presented to help you 
estimate waiting, response and transaction times. 
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CONFIGURATION OF SYSTEMS 

SERIES 33 

FIGURE 1 

SERIES 
lII 

TWO 
MEGABYTE~ 

7920 7925 7925 7925 7925 .......,_ 1-- I- I- I-

MPE IV C.00.03 

FIGURE 2· 
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SLAVE 

SERIES 44 7925 7925 7925 

4 
MEGABYTES GIC 

MASTER 

MPE IV C.00.02 7925 7925 7925 

FIGURE 3 

MASTER 

7933 

IE 64 

MAS 
8 MEGABYTES 

7933 7933 

MASTER 

MPE IV C.00.08 7933 
GIC 

FIGURE 4 



IMAGE-3000 BENCHMARK RESULTS 
OSPUT'a to XYZ with o"ly OBPERF ~v""'"9 

1 - 33 witb>ut: J."99in9 3 - m withcu1: J.oqqinq s - 44 withaut 1.c>qqinq 7 - 64 without l.oq¢ni 
2 - 33 with .i.Cl9ilin'l 4 - w: with l.o91in'l 6 - 44 with l.cqginq 8 - 64 with l.o99in'l 

3.a,.--~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

1.a 

a. 5 

8 $ o 1a 11 12 13 1' 
f11:111XU1l' 

IMAGE-3000 BENCHMARK RESULTS 
OBOELETE'• to XYZ with o"ly OBPERF ~v""'"9 

15 IU 

1 - 33 without loq;inq 3 - III without l.o<J9in'l 5 - 44 witmlt J.oqqinq 7 - 64 without J.oqqin; 
2 - 33 with lDgg:inq 4 - w: with l.o99in'l 6 - 44 with l.c>qqinq 8 - 64 with l<>qginq 

3.af"""CIWl!l';;.;;.;;;;;...;2;;.._~~~~~~~....,....,....,....,....,~~....,....,....,....,~~~~....,~~....,....,....,...,,..., 

2.5 

2. a 

I.a 

5 a 9 IB 11 l;? 13 14 
fl4'!10lilr 
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g·a - 14 

IMJ.GE/3000 BENCHMARK RESULTS 

Biii 
2.1 

!8115 ll 
2.J 

•ISlll 1.1 

UZZl 
I.I 

1.1 

I.I 
BID Ill 

•ISlll 
J.S 

D 
1.4 

Ll 

1.2 ... 
I.I 

• iJllillC 
I.I - LI 

LI 
!811511 

" • ll.llD5 ... 
l';·!il LS 

L4 

L3 

LZ 

LI 

LI 

CHART 3 



Ill 

I.Ill 

Ill 

33 
WITHOUT LOCCING 

2 3 

33 
WITHOUT LOCCINC 

2 

IMAGE-3000 BENCHMARK RESULTS 
OBPUT'e with 10 OUMYLOAO 

Ill 
WITHOUT LOCCING 

•• 
WITHOUT LOCCINC 

e• 
WITHOUT LOCCING 

7 8 g 19 II 12 13 14 I~ 
blDIX1Jf1' 

IMAGE-3000 BENCHMARK RESULTS 
OBOELETE' • w,1th 10 OUMYLOAO 

Ill 
WITHOUT LOCCING '' WITHOUT LOCCINC 

8 7 8 g !Iii 11 
P1al!O:llNT 

8• 
WITHOUT LOCC I NC 

15 
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z. 5 

z.• 

1.1 

1.5 

• 2 

Iii 

I MAGE-312l00 BENCHMARK RE.SULTS 
OBPUT'~ whl-I 20 OlfM"i'L.OAO. 

, Ill . 44 
WITHOUT LOGGING . WITHOUT LOGGING 

114 
WITHOUT LOGGING 

3 4 5 I 7 : • . Q llil 11 12 13 14 15 Ill 

3 

PJllDllDM' 

IMAGE-3000 BENCHMARK RESULTS 
OBOil.ETE' e . w i t.1-1 . 21'1 OUMYl.OAO ' 

Ill 
WITHauT LOGGING 

5 II 

44 
W ITMOUT LOGGING 

7 

114 
WITHOUT LOCGING 

II II 12 13 14 15 It! 
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2. I 

1.1 

1.5 

Ill 2 3 

3. I ClllHl' 9 

2.5 

2.1 

1.1 

2 

!MAGE-3000 BENCHMARK RESULTS 
OBPUT'e wi~n 40 .OUMYLOAO 

111 
WITHOUT LOCC I NC 

44 
WITHOUT LOCCINC 

84 
W ITHQUT LOCCINC 

7 Ii g II II 
pJmllXXJf1' 

12 13 14 

IMAGE-3000 BENCHMARK RESULTS 
OBOELETE'• w;~n 40 OUMYLOAO 

111 
WITHOUT LOCCINC 

44 
WITHOUT L.OCC INC 

84 
WITHOUT L.OCC I NC 

7 8 g Ill II 12 13 
PM111X11::Nr 

14 
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2.s 

j1.s 

1.a 

IL S 

II 2 3 

2.s 

2.11 

2 

IMAGE-31ZJIZllZI BENCHMARK RESULTS 
OSPUT'• wlt.n 60 OUMYLOAO 

Ill 
WITHOUT LOCCJNC 

44 
WITHOUT LOCCINC 

.C4 
WltHOUT LOCCING 

7 8 Q Ill 11 12 13 14 IS 18 
l'A:IJllXlfl' 

IMAGE-31ZJIZllZI BENCHMARK RESULTS 
OSOELETE'e w1tn 60 OUMYLOAO 

111 
WITHOUT LOCCINC 

e 

44 
WITHOUT LOGGING 

84 
WITHOUT ~OCC!NC· 

8 g II II 12 
PAmXufr 

13 14 15 16 

98 - 18 



2.111 

I.I 

II 

lMAGE-3000 BENCHMARK RESULTS 
OBPuT'S for XYZ ond ABC - 2m OUMYLOAO •aoh COBUTIL CREATED> 

2 3 

111 
WITHOUT LOCCINC 

5 

'' WITHOUT LOCCINC 
e• 

WITHOUT LOCCINC 

7 9 II II 11 
PA11Dllll' 

12 13 " 

IMAGE-3000 BENCHMARK RESULTS 
OBPUT'• for XYZ and ABC - 20 OUMYLOAO •a~h CMANUALLY SPREAD> 

Ill 
WITHOUT LOCCINC '' WITHOUT LUCCINC 

04 
WITHOUT LOCC I NC 

98 - 19 

15 1e 



13 

12 

11 ,. 

II 

5 

3 

2 

I 2 3 

IMAGE-3000 BENCHMARK RESULTS 
Time t.o perf'orm OBPUT'" ••en buey CPU 

Ill 
W ITHOIJT LCCCINC 

5 d 

•• 
WITHOUT LCCCINC 

II• 
WITHOUT LQCCINC 

8 9 Ill II 12 13 U 15 Ill 
wmic:aJtfll 
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DUMYLOAD•O 

DUMYLOAD-10 

DUMYLOAD=20 

DUMYLOAD•40 

DUMYLOAD=60 

DUMYLOAD/DUMY2=2 
NO SPREAD 

DUMYLOAD/DUMY2=2 
SPREAD 

CPULOAD=l 

0 

a 

IMAGE/3000 - BENCHMARK RESULTS 

CPU TIME VS. ELAPSED MIN 

SERIES 33 SERIES III SERIES 44 

CPU MIN CPU MIN CPU MIN 

770 55 523 48 

3784 124 1456 74 1032 62 

1705 80 1204 68 

2221 95 1576 78 

2739 109 1966 92 

2106 144 1155 98 

1718 82 1279 92 

24722 425 24953 434 

TABLE 1 
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SERIES 64 

CPU MIN 

317 49 

592 64 

679 69 

871 79 

1052 93 

651 89 

700 81 

23600 402 
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