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Preface

This guide explains how to use VAX SPM (Software Performance Monitor)
for system tuning and historical reporting. As you become familiar with
VAX SPM, refer to the VAX SPM V3.3 Reference Manual (AA-R580D-TE)
for more detailed descriptions of VAX SPM commands, reports, and display
graphics.

Intended Audience

This guide is intended as an introduction to VAX SPM for system
managers, programmers, or anyone interested in VAX/VMS system
performance.

Version Information

Version 3.3 of VAX SPM runs only on the VAX/VMS Version 5.0 (or later)
operating system.

Structure of This Guide

This guide is organized into three areas:

* Getting Started

¢ Evaluating Performance

¢ Historical Reporting

Table 1 shows which chapters or appendixes in this guide pertain to the
three areas. If a chapter pertains to an area, a diamond appears in the

area’s column for that chapter. For example, there is a diamond in each
area’s column for Chapter 1. This means that Chapter 1 pertains to all

areas.
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Table 1 Overview of Guide’s Organization
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Chapter and Appendix Descriptions

Chapter 1 provides an overview of VAX SPM.

Chapter 2 guides users through starting and stopping VAX SPM
collections, generating a system summary graph and a tabular report,
and displaying the system load balance display graphic.

Chapter 3 describes collecting system performance data using VAX
SPM commands and the SPM$MANAGER command procedure.

Chapter 4 introduces reporting.

Chapter 5 provides an overview of the tuning process and describes
VAX SPM tools for system tuning.

Chapter 6 guides users through getting started tuning their systems.

Chapter 7 describes the diagnose step of the "hands-on” approach to
system tuning.

Chapter 8 describes the isolate step of the "hands-on" approach to
sytem tuning.

Chapter 9 describes monitoring disk activity using the file activity
display.

Chapter 10 describes evaluating disk utilization using the Disk Space
Analysis facililty.

Chapter 11 descibes evaluating system CPU usage using the System
Program Counter (PC) Analysis facility.

Chapter 12 describes monitoring system performance interactively
using the SPM Display Graphic utilities.

Chapter 13 describes automatically locating a performance bottleneck
using the Performance Analyzer.

Chapter 14 describes reporting on log file data.

Chapter 15 describes creating and maintaining a history file.

Chapter 16 describes reporting on history file data.

Chapter 17 describes generating presentation graphs.

Chapter 18 provides various examples of reporting trend analysis data.

Chapter 19 describes how to monitor system events using the Event

Trace facility.

Chapter 20 describes charging for system usage using the VAX SPM
Charge facility.

xxifi
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Chapter 21 provides additional VAXcluster system collecting and
archiving information, and discusses how to balance a workload and
isolate disk contention on a VAXcluster system. '

Chapter 22 describes how to inveke VAX SPM on remote nodes.
Appendix A describes the Collector version of VAX SPM and its use

-with the SPM$MANAGER.COM command procedure.

Appendix B describes converting V2.X history files to V3.X format.

Conventions Used in This Document

Convention Meaning

CTRL/x CTRUx indicates that you simultaneously press the

CTRL key and another key; for example, CTRL/C,
CTRLYY, CTRL/O.

Associated Documents

xxiv

" Manuals that are useful references are:

VAX SPM Version 3.3 Release Notes (AA-X088H-TE)

VAX SPM Reference Manual (AA-R580D-TE)

Guide to VAX/VMS Performance Management (AA-LA43A-TE)
VAX/VMS System Services Reference Manual (AA-LA68A-TE)
VAX/VMS Accounting Utility Manual (AA-LA44A-TE)
VAX/VMS Linker Utility Manual (AA-LA62A-TE)
Introduction to VMS System Management (AA-LA24A-TE)
Guide to Maintaining a VMS System (AA-LA34A-TE)
VAX/VMS Installation and Operations (for your system,)
VAX/VMS Install Utility Manual (AA-LA29A-TE)

VAX/VMS System Generation Utility Manual (AA-LA30A-TE)
VMS DCL Concepts Manual (AA-LA10A-TE)

VMS Authorize Utility Manual (AA-LA42A-TE)
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Introduction

SPM provides tools for performance evaluation and historical reporting of
VMS performance information.

This chapter provides the following information:
* Overview of VAX SPM

* Description of the VAX SPM tools to use for collecting data, evaluating
performance, and generating reports from a history data base

* Glossary of terms found in this guide

Overview of VAX SPM

Any mechanical or electrical device prompts the question, "How well does
the device perform its appointed tasks?" The more complex the device, the
more need there is for tools to record, analyze, and evaluate the device’s
behavior. The purpose of evaluating a device’s behavior is to measure its
performance and reveal ways to improve it.

With the introduction of computer systems where processor, memory,
and peripheral devices are capable of simultaneous activity, users are
concerned with system performance. The advent of multiprogramming
and timesharing systems has further increased the demand for tools

to measure and evaluate computer performance. VAX SPM is a
comprehensive set of tools designed to measure the performance of VMS
systems.

VAX SPM collects, reports, and analyzes performance statistics for VMS
systems. General performance statistics can be collected on a VAXcluster
system or a stand-alone system with single or multiple CPUs. Detailed
statistics can be collected on a per-process basis.

The performance statistics collected by VAX SPM may be analyzed
automatically or by the "hands-on" approach. Analysis of the performance
reports provides information required for system tuning; avoidance of
system bottlenecks; and the design, development, and use of effective
applications. ‘

Performance statistics collected daily from a single node or VAXcluster
system can be consolidated into a history file for reporting and graphing
system performance over time.

VAX SPM is designed for use by system managers, system programmers,
and application programmers. Many reports are suitable for presentation
to managers, particularly to justify future hardware acquisitions.
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With VAX SPM, you can collect data and invoke video displays. from any

node in a VAXcluster system. In addition, you can invoke collections and
the Resource and Investigate video displays on nodes that are not part of
a VAXcluster system. Chapter 22 describes invoking VAX SPM on remote
nodes. :

There are two versions of VAX SPM: the standard version with
full functionality and the collector version, which only collects data.
Appendix A describes the collector version of VAX SPM.

VAX SPM tools fall into three broad categories:
¢ Tools for collecting performance data
¢ Tools for evaluating performance data

* Tools for historical reporting of performance data.

1.2 Collecting VMS Performance Data |
VAX SPM provides two ways to collect performance data:

¢ Conventional collection—using the PERFORMANCE COLLECT
commands ‘

* Automatic collection—using the SPM$MANAGER.COM command
procedure. '

Each method is described in the following sections.

1.2.1 Conventional Data Collections
VAX SPM supplies two collection commands:

PERFORMANCE COLLECT=TUNE
PERFORMANCE COLLECT=CAPACITY

The data collected by these commands is identical and their existence
permits you to run two collection processes concurrently.

VAX SPM collects statistics related to CPU, memory, I/O, and VAXcluster
system communication.

For multiprocessor systems such as the VAX 8000 and VAX 6000 series,
CPU metrics include data for all processors.

The conventional data collection process is described in more detail in
Chapter 3.

1-2
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1.2.2 Automatic Data Collection

The command procedure SPM$MANAGER.COM is a useful tool that
automatically collects data each day and stores it in a log file. It evaluates
the data and sends VAXmail messages notifying the system manager if
threshold values for performance metrics have been exceeded.

When VAX SPM is installed on your system, SPM$MANAGER.COM is
placed in the directory SPM$EXAMPLES:[SYSHLP.EXAMPLES.SPM].
Instructions for setting up SPM$MANAGER.COM and descriptions

of the symbols it uses are included in the command procedure. The
command procedure’s flexible design makes it a useful tool for both
performance evaluation and historical reporting. You can customize
SPM$MANAGER.COM as your collection and reporting needs change.

VAX SPM enables SPM$MANAGER_CONFIGURE.COM to automate
the process of setting up the SPM$MANAGER.COM command
procedure. Chapter 3 provides detailed instructions for setting up
SPM$MANAGER.COM to begin automatic collecting and reporting on
your system.

1.3 Performance Evaluation

Initiate a performance evaluation to improve the throughput or
productivity of your computer system.

The VAX SPM tools for performance evaluation consist of one or more
utilities that perform the following tasks:

* Reporting tuning information

* Graphing tuning informaton

* Analyzing performance information on-line from a log file

* Displaying tuning information on your terminé.l

¢ Collecting and reporting system program counter (PC) data
* Displaying file activity B

* Analyzing disk space usage

* Tracing internal VMS events

¢ Charging for system usage

1.3.1  Reporting Tuning Data

Once you have collected tuning data, the following command is available
for reporting tuning data:

PERFORMANCE REPORT=LOG_FILE

The Reporting facility provides the following options for reporting
performance metrics in both tabular and graph form:

* Generating working style graphs of system metrics in ANSI format
| 1-3
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. Generaﬁng presentation graphs of system metrics in ReGIS or sixel
format. Presentation graphs can be pie charts, filled line graphs,
histograms, or stacked bar graphs

* Selectively inhibiting the generation of graphs based upon performance
metrics you define

¢ Dumping the data used to generate reports and graphs into a file from
which custom reports can be made by using a report generator such as
DATATRIEVE

* Generating an interval statistics report for each interval within a
reporting period

* Generating a final statistic report that represents the combined
statistics from all intervals in a reporting period

¢ Generating tabular report statistics for prime and nonprime hours

Chapter 4 introduces VAX SPM reporting. Chapter 5 describes how

to use VAX SPM tabular reports to start tuning your system, and
Chapter 7 and Chapter 8 describe using reports and graphs to evaluate
system performance. :

1.3.2 Analyzing Performance from a Log File

14

The following command invokes the Analyzer:
PERFORMANCE ANALYZE=LOG_FILE

The VAX SPM Performance Analyzer (or Analyzer) applies a series of tests
to VAX SPM log files to locate and describe a performance bottleneck.

In addition to identifying problem spots, it makes recommendations for
correcting the limitations it discovers.

The Analyzer may be run interactively or from a command file. When
invoked interactively, it guides you through a session by displaying each
test of the analysis. You can request more details for a test, or change the
result of a test to explore other potential bottlenecks. At any time during
an interactive session, you can choose to allow the analysis to proceed
directly to its conclusion.

An important feature of the Analyzer is the access it provides to the
threshold values used in its tests. Threshold values can be displayed
at any time during a session. They can also be changed and saved for
subsequent analysis sessions.

A report can be produced for each analysis session. The report describes
the conclusion of the analysis, lists the tests that support the conclusion,
and provides recommendations to correct limitations discovered during the
analysis. You can run the Analyzer from a command file and receive the
session report, conclusion, and recommendations without having to direct
the Analyzer.
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The Analyzer is valuable to both novice and expert system tuners. The
novice can use the Analyzer to diagnose a problem, correct the problem,
and verify the improvements in a relatively short time. In addition, a
novice can learn about system tuning and using VAX SPM reports while
actually tuning the system. Experienced performance analysts can use the
Analyzer to confirm their diagnosis, or to change the result of a test during
an interactive session and explore other potential system bottlenecks.

Chapter 13 describes the Analyzer and how to use it.

1.3.3 Displaying Performance Information on Your Terminal

The Video Graphics utilities display tuning information on a video screen
and allow you to print the displays on a graphics printer. Some displays
require a VT240 or other ReGIS-compatible terminal. If the terminal
supports color, a multicolored display is generated.

The commands used to invoke the video displays are:

PERFORMANCE DISPLAY=INVESTIGATE
PERFORMANCE DISPLAY=RESOURCE

There are two types of displays: Investigate, which requires a ReGIS-
compatible terminal for most displays; and Resource, which displays on
any ANSI-compatible terminal.

The Investigate displays show system metrics including memory, 1/0,
and CPU data. They are used for interactive performance evaluation.
The Resource displays are used for VAXcluster system analysis and show
resource usage for a maximum of eight nodes or disks in a cluster per
display.

Two modes of display are possible: real-time, which shows the performance
of the running system and playback (for Investigate only), which reads and
displays the contents of a log or history file.

Chapter 12 describes the video displays.

1.3.4 Collecting and Reporting System Program Counter Data

The following commands collect and report on system program counter
(PC) data:

PERFORMANCE COLLECT=SYSTEM_PC
PERFORMANCE REPORT=SYSTEM PC

Use the VAX SPM System PC facility when performance reports indicate
that system activity is high to determine where system time is being
spent.

The VAX SPM System PC facility samples program counter values as the
system runs. It uses these samples to report on processor use by executive
image, module, process (by processor mode), and by interrupt priority level
(IPL). Reports can be generated by using a filter to examine the activity of
a specific process or the interrupt stack.

1-5
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Chapter 11 describes collecting and reporting system PC data.

1.3.5 Analyzing File Activity
The command used to invoke the file activity display is:
PERFORMANCE DISPLAY=FILES

The File Activity utility displays file activity on your terminal. It helps to
identify the files with the highest read/write rate for the disks you specify.
Use the file activity displays when a performance investigation indicates

that excessive disk activity may be the cause of poor system performance:

1.3.6 Analyzing Disk Space

The command used to report on ODS-2 (On-Disk Structure Level 2) disk
volumes is:

PERFORMANCE REPORT=DISK_SPACE
VAX SPM provides detailed analysis of ODS-2 disk volumes.

The VAX SPM Disk Space facility collects volume attribute data, free
space utilization, and allocated space utilization, and produces a disk
space report in an ASCII file. Analysis of this report can detect the need
for data compression using the Backup facility as well as inconsistencies
between volume use and volume initialization values.

Chapter 10 describes the Disk Space report.

1.3.7 Tracing Internal VMS Events

The Event Trace facility (ETF) provides the knowledgeable VMS system
programmer with the ability to access VMS Executive data that VMS and
VAX SPM do not routinely provide. For example, ETF could be used to
determine the number of times a critical routine is called in a user-written
device driver.

Use ETF to write a trace monitor that calls event trace service routines.
These routines define locations in system virtual address space as trace
points to be monitored. When one of these trace points is reached, a
user-written data collection routine is invoked to collect data.

Chapter 19 describes the Event Trace facility.

1.3.8 Charging for System Usage
The command used to generate a Charge report is:

PERFORMANCE REPORT=CHARGE

1-6
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The VAX SPM Charge facility reads VMS accounting data and applies

a set of user-defined monetary values for various system resources.

The result is a report showing a detailed breakdown of charges by user
name, account name, UIC, job type, and individual job or process. This
information can be used for detecting resource bottlenecks or as the basis
for billing.

Chapter 12 describes charging for system usage.

1.4 Historical Reporting

Historical reporting can be initiated as part of performance evaluation,
and continued once a system has been tuned. As part of performance
evaluation, historical reports and graphs can be used to establish a
performance baseline or to verify the results of performance adjustments.
Once a system has been tuned, historical graphs and reports can be used
to justify the purchase of additional equipment, pinpoint underutilized

. resources, or define trends in system performance or use of resources.

Data collected each day for a single node or VAXcluster system can be
consolidated into a historical data base called a history file. Data in this
history file can be accessed to produce reports and graphs summarizing
system performance and resource utilization over time.

Data in the history file cannot be analyzed by the VAX SPM Analyzer.

The tools for historical reporting consist of utilities that perform the
following tasks:

¢ Archiving daily log files into a history data base composed of:
— Consolidated daily log file data
— Consolidated VAXcluster system data

* Generating graphs and reports of historical information

* Displaying historical information on your terminal.

1.4.1  Archiving Daily Log Files

The following DCL command archives data from a log file to create a
historical data base called a history file:

PERFORMANCE ARCHIVE=HISTORY

Use the VAX SPM Archive facility to create and maintain a history

file from daily log files. Consolidating daily log files into a history file
conserves disk space while accumulating performance data for historical
reporting.

If you are running VAX SPM on a VAXcluster system, archiving daily log
files from all nodes conserves disk space and facilitates evaluation and
reporting of cluster performance. The VAX SPM Archive facility enables
you to add, replace, and delete data in the history file. It also provides a
way to review the contents by listing information in the history file.

Chapter 15 describes the Archive facility.



Introduction

1.4.2 Generating Graphs and Reports

The following command generates tabular reports and graphs from a
history file:

PERFORMANCE REPORT=HISTORY history-file-spec

The VAX SPM Historical Reporting facility provides the following options
for generating reports and graphs:

* Generate working style graphs of resource utilization in ANSI format

* Generate presentation graphs of resource utilization in ReGIS or sixel
format. Presentation graphs may be pie charts, filled line graphs,
histograms or stacked bar graphs

* Generate graphs or reports for a single node or for a VAXcluster
system

¢ Limit graphs and reports to relevant hours and days by defining
holidays, and prime and nonprime hours and days

* Select a system resource such as memory, I/0, and CPU for reporting
or graphing utilization over time

* Select a performance metric such as balance set, file opens, or memory
utilization for graphing or reporting over time

* Average data over a period of time to graph the typical day, week, or
month

* Graph data from selected devices or disks

* Generate graphs and reports for reporting units of a day, week, or
month, or a user-defined unit such as a fiscal month or quarter

¢ Produce dump files in ASCII or binary format from which custom
reports or graphs can be generated by using VAX DATATRIEVE or -
VAX-11 DECgraph

Chapter 4 introduces VAX SPM reporting. Chapter 16 describes the
HISTORY file reporting command. Chapter 18 provides examples applying
the commands described in Chapter 16 to produce a number of trend
analysis reports and graphs.

1.4.3 Displaying Historical Information
The following command displays historical information on your terminal:
PERFORMANCE DISPLAY=INVESTIGATE/INPUT=history-file.dat

The Investigate display requires a ReGIS-compatible terminal. It shows
system metrics including memory, I/O, and CPU information. The
Investigate display reads the contents of a history file and presents
statistics in visual, dynamic form.

Chapter 12 describes the Investigate video displays.

1-8
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1.5 Term Definitions

Throughout this guide a variety of terms are used in relation to time. This
section defines time-related terms and the PERFORMANCE commands,
and the qualifiers and keywords used to specify them.

Analysis Period

A measure of time within the collection period selected for analysis. It can
be the entire collection period but usually is a portion when system versus
task CPU activity is high. May also refer to the records of data collected
within this time.

Specified using the /BEFORE and /SINCE qualifiers or HISTOGRAM
interactive command of PERFORMANCE ANALYZE=LOG_FILE
command.

Archive Interval

A measure of time indicating the collection frequency represented by
records in a history file. Log file records are usually archived at a longer
interval than they are collected. When the archive interval of the history
file is longer than the collection period of the log file, data is averaged over
the longer archive interval.

Specified using the /INTERVAL qualifier of PERFORMANCE
ARCHIVE=HISTORY command.

Archive Period

A measure of time within the log file collection period selected for
archiving into the history file. It can be the entire collection period of
the log file. Also refers to the records of data collected within this time.

Specified using the /BEFORE and /SINCE qualifiers with the
PERFORMANCE ARCHIVE=HISTORY command.
Bucket or Time Bucket

A time unit defined by the value of the ARCHIVE=HISTORY qualifier
/INTERVAL, which establishes the structure for storing records in a
history file. The creation and addition of records to buckets may be
observed by specifying /LOG for history file transactions.

Specified using the /INTERVAL qualifier of the PERFORMANCE
ARCHIVE=HISTORY command.
Collection Interval or Sample Interval

A measure of time indicating the frequency with which records are
collected and written to the log file.

Specified using the INTERVAL qualifier of the PERFORMANCE
COLLECT=TUNE and PERFORMANCE COLLECT=CAPACITY
commands.

1-9
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Collection Period

A measure of time starting when the collection process begins and ending
when it stops collecting data. Also refers to all records of data collected
within this time.

Specified using the /BEGIN and /END qualifiers with PERFORMANCE
COLLECT=TUNE or PERFORMANCE COLLECT=CAPACITY commands.

Reporting Interval

A measure of time indicating the frequency with which records are
reported from a history file or a log file. If the reporting interval is
longer than the collection or archive interval, data is prorated over the
longer reporting interval. If the reporting interval is shorter than the
collection or archive interval, meaningless data may result. For final
tabular reports, reporting intervals are computed together; for interval
tabular reports, they are reported individually. Each reporting interval in
the reporting period is represented by a column on a graph.

Specified using the /INTERVAL qualifier for the PERFORMANCE
REPORT=LOG_FILE command. For the PERFORMANCE
REPORT=HISTORY command, specified directly using the INTERVAL or
REPORT_INTERVAL keyword of the /GENERAL qualifier and indirectly
according to the reporting unit.

Reporting Period

A measure of time indicating the portion of the log or history file that is ‘
reported. If no value is specified, the entire log or history file is reported.

Specified using the /BEFORE and /SINCE qualifiers for the
REPORT=LOG_FILE and REPORT=HISTORY commands.

Reporting Unit

A measure of time for which history file statistics are reported or graphed.
A reporting unit can be a day, week, or month, or a user-defined value.
For tabular reports, a final report is generated for each reporting unit
within the reporting period and an interval report is generated for each
interval within the reporting period. For graphs, a graph is generated
for each reporting unit within the reporting period. Each column in the
graph represents one interval within the reporting unit." The interval size
is determined by the reporting unit specified.

Specified using the /DAILY, /WEEKLY, and /MONTHLY or the
/GENERAL qualifiers for the PERFORMANCE REPORT=HISTORY
command.



2 Getting Started

The purpose of this chapter is to familiarize users with a few basic VAX
SPM activities. After performing these activities, proceed to the relevant
chapters in this guide and in the VAX SPM Reference Manual for more
detail. :

This chapter describes how to perform the following SPM activities:
* Set privileges for running VAX SPM.

¢ Determine if VAX SPM collections are running on your system.
* Collect performance data. |

¢ Generate a system summary graph.

* Generate a tabular report.

* Show the Load Balance video display on your terminal.

2.1 Prerequisite Privileges

To begin collecting performance data, your account requires either the
SETPRYV privilege or all the following privileges:

ALTPRI CMKRNL DETACH PRMMBX PSWAPM NETMBX
SYSLCK SYSNAM SYSPRV TMPMBX WORLD

2.2 Determining Whether Collections are Running

VAX SPM collection commands create detached collection processes named
SPM_TUNE and SPM_CAPACITY. Only one SPM_TUNE and one SPM_
CAPACITY process can run simultaneously on a given node.

To determine if a tuning collection process is running on your current
node, type the following command:.

$ PERFORMANCE COLLECT=TUNE/INQUIRE

If a tuning collection process is not already running, VAX SPM displays
the following message:

%$SPM-E-CONORU, collections not running
If this message displays, proceed to Section 2.3 to start collections.

If a tuning process is already running on your current node, VAX SPM
displays a status report for the collection process similar to the Status
report displayed in Figure 2-1.

2-1
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Figure 2-1 VAX SPM Collection Process Status Report

$ PERFORMANCE COLLECT=TUNE/INQUIRE
Status of SPM TUNE

" Logfile : USR$: [USER A] SPM$SCOLLECT TUNE.DAT;1
(9 Sample Interval : 300 seconds

G’ Current Sample : 5

(’ Collections Beginning : 1-FEB~1988 11:40:42.87

‘3 Collections Ending : not specified

@ Collecting CPU Statistics

Collecting Disk Statistics
Collecting I/O Statistics
Collecting Memory Statistics
Collecting Page Fault Statistics
Collecting Server Statistics
Collecting XQP Statistics

The following describes numbered items in the Status report:
Name of the log file created by the collection process
Length of the sample interval

Number of the current sample being collected

Begin time for the collection process

End time for the collection process (none was specified for this
collection)

List of the classes of data being collected

@ 90000Q

To determine if a capacity collection process is running on your current
node, type the following command: ’

$ PERFORMANCE COLLECT=CAPACITY/INQUIRE

If a capacity collection process is not already running, VAX SPM displays
the following message:

%$SPM~-E-CONORU, collections not running
If this message displays, proceed to Section 2.3 and start collections.

If a capacity collection process is running on your system, VAX SPM
displays a Status report similar to the one shown in Figure 2-1.

If both tune and capacity collections are running on your system, you
must either stop one or wait until one is finished before you can begin a
collection process. Ask your system manager when one of the collection
processes is due to stop, or ask for the name of a log file you can use for
reporting.
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2.3 Collecting Performance Data

VAX SPM provides two commands to begin the collection process:
PERFORMANCE COLLECT=TUNE and PERFORMANCE
COLLECT=CAPACITY (Figure 2-2). The PERFORMANCE
COLLECT=TUNE command creates the collection process SPM_TUNE,
and the PERFORMANCE COLLECT=CAPACITY command creates

the collection process SPM_CAPACITY. These commands may be used
interchangeably because they both collect the same data. The purpose
of having two commands is to permit the simultaneous collection of data
at different collection intervals. For example, tuning data would be at a
short interval and historical reporting data would be at a longer interval.
Chapter 3 provides more information about these commands.

Because VAX SPM permits only one tune and one capacity collection
process to run at a time, first determine whether collections are running
as shown in the previous section.

If capacity collections are already running on your system, type the
following command to begin collecting performance data:

$ PERFORMANCE COLLECT=TUNE/CLASS=(ANALYZE)/OUTPUT=SPM$COLLECT TUNE.DAT

If tuning collections are already running on your system, type the
following command to begin collecting performance data:

$ PERFORMANCE COLLECT=CAPACITY/CLASS=(ANALYZE)/OUTPUT=SPM$COLLECT CAPACITY.D
You may verify that the collection process has begun by typing the
following command:
$ PERFORMANCE COLLECT=| TUNE 1 /1nouIRe
| capaciry |
Allow the process to collect performance data for at least 30 minutes.
Type the following command to stop the collection process and close the log
file SPM$COLLECT_TUNE.DAT or SPM$COLLECT_CAPACITY.DAT:
$ PERFORMANCE COLLECT=| TUNE | /stop

| caeacrTy |

A variety of reports may be generated from this log file. Section 2.4
describes how to generate the system summary graph and Section 2.5
describes how to generate the tabular report.

2.4 Generating a System Summary Graph

Figure 2-2 shows that both VAX SPM collection processes (tune and
capacity) create a log file of VAX SPM data. Note that the log file isin a
format that can be read only by VAX SPM. You may convert a log file into
a file that can be edited and read by using VAX DATATRIEVE and VAX-11
DECgraph. Chapter 16 describes this procedure.

2-3
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Figure 2-2 Collecting and Reporting Performance Data

PERFORMANCE COLLECT=TUNE -
/OUTPUT=SPM$COLLECT_TUNE.DAT

or
PERFORMANCE COLLECT=CAPACITY -
/OUTPUT=SPM$COLLECT_CAPACITY.DAT

(collect performance data)

i

Log file with
SPM$COLLECT_TUNE.DAT performance
OR data in
SPM$COLLECT_CAPACITY.DAT binary format
‘ N
PERFORMANCE REPORT=LOG_FILE -
SPMS$COLLECT_TUNE.DAT
(create report)
Y ‘
LOGFILE.RPT Report File in 132
column ASCII format

The VAX SPM report command reads the log file and creates report files.
These report files are in 132-column ASCII format and may be edited,
printed, or typed on the screen.

The system summary graph represents system activity and provides

a overview of system performance. It is a good place to start when
evaluating performance on your system. You can use the system summary
graph to identify times of high system activity for further investigation.
Type the following command to generate a system summary graph:

$ PERFORMANCE REPORT=LOG_FILE/NOTABULAR/GRAPH=SUMMARY -
/OUTPUT=SUMMARY .RPT SPM$COLLECT.DAT

For a hard copy of the system summary graph, print the file
SUMMARY.RPT. The report is in 132-column format and must be printed
on an appropriate printer.

'The System Summary report contains three parts: the system

configuration, the system summary graph, and the run statistics.
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System Configuration: The first part of the Summary report is the
VMS system configuration. Figure 2-3 is an example of the System
Configuration report.

The System Configuration report provides information about the collection
process, and the VAX system hardware and operating system.

Figure 2-3 VAX SPM System Configuration Report

VAX VMS System Configuration

Node : GREEN
Experiment name :
Log File : DISK$:[SPM.LOGFILE)COLLECT.DAT;1

Data collection started : 6-JAN-1988 07:56:51.81
Data collection ended : 6-JAN-1988 17:05:02.71
Sample interval : 300 seconds / 5.000 minutes
Report generated : 5-FEB-1988 13:28:31.61

Processor type is : 8300
Running VMS version V5.0

TR 0 Unibus Adapter

TR 2 VAX 8200/8250 Processor
TR & Bl - Cl Adapter

TR 7 VAX 8200/8250 Processor
TR 8 Bl Memory

TR 9 Bl Memory

TR 10 Bl Memory
TR 11 Bl Memory
TR 12 B! Memory
TR 13 Bl Memory
System Allocation Class : 255
Total memory : 24576 pages = 12.00 MB
Floating Point Accelerator Status:
None of the floating data types are emulated
Non-paged memory = 3699 pages (15.1% of total memory)
Paged memory = 20877 pages (84.9% of total memory)
System working set = 951 pages ( 4.6% of paged memory)
User memory (paged-system working set) = 19926 pages (95.4% of paged memory :
81.1% of total memory)

System Summary Graph: The second part of the report is the system
summary graph. The system summary graph displays the type and
percentage of system activity over a collection period. The graph is
made up of columns that contain the characters *, C, and I. Each column
represents a collection interval. The characters in each column represent
the type of system activity occurring during the interval. A legend
describing the type of system activity represented by each character
appears at the bottom of the graph.

Figure 2—4 shows a sample system summary graph for a 30-minute
collection period. Note that this graph has fewer columns than a report for
an 8-hour collection period.

2-5



9z

Report Date: 14-MAR-1989 18:21 GREEN VAX SPM V3.3 Page 2

System Summary (Percent) vs. Time of Day
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Run Statistics: The third page of the report contains general information
about the reporting process. The run statistics provide information about
the collection and reporting parameters used to generate the report. The
command line repeats the DCL command that generated the report. The
last line of the report labeled ELAPSED shows the amount of system
resources used to generate the report. Figure 2-5 is an example of the run
statistics page.

Figure 2-5 VAX SPM Run Statistics Report

Run Statistics

Total Intervals Found For Analysis: 110
Prime Hours: 08, 09, 10, 11, 12, 13, 14, 15, 16
Input Source: Log File V3.3

Command Line:

REPORT=LOG_FILE/NOTABULAR/GRAPH= (SUMMARY) /OUTPUT=SUMMARY . RPT
DISK$: [SPM.LOGFILE] COLLECT.DAT

ELAPSED: 0 00:00:09.17 CPU: 0:00:03.22 BUFIO: 7 DIRIO: 184 FAULTS: 836

The system summary graph shows the times of high system activity, and
whether it was CPU, I/O, or both CPU and I/O activity. Figure 2-6 is a
system summary graph for an 8-hour collection period. The time segments
whose columns approach the top of the chart represent a time of peak
usage on this graph. :
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Generating a Tabular Report

The tabular report provides detailed information about a variety of system
resources. Most of the information needed to diagnose and isolate resource
limitations is in the tabular report.

A tabular report may be generated for an entire collection period covered
by the log file or for periods of interest to further investigate the causes
of high resource use. The /BEFORE and /SINCE qualifiers are used to
specify a period of interest.

Type the following command to generate a tabular report for an entire
collection period:

$ PERFORMANCE REPORT=LOG_FILE/TABULAR/NOGRAPH/OUTPUT=TABULAR.RPT-
SPM$COLLECT . DAT

This command gives final statistics in which values for the reported
metrics are given over the collection period covered by the log file.

For hard copy of the tabular report, print the fille TABULAR.RPT. The
report is in 132-column format and must be printed on an appropriate
printer.

The tabular report is preceded and followed by VMS system configuration
and run statistics similar to those in the System Summary report.

Figure 2-7 is an example of a tabular report. Values of reported metrics
are given over a 30-minute collection period.

Table 2-1 lists the fields of the tabular report used to diagnose memory,
1/0, and CPU limitations.
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Table 2—1
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Tabular Report Fields to Diagnose a Limiting Resource

Tabular Report

Resource Field Explanation
Memory Free Pages Size of the free page list
Total MEMutl The percentage of available memory that is used
Mem (under The average number of processes in the memory
AVE Mem)/CPU queue
Queues
INSWP The number of process inswaps performed
Swaper CPU% The percentage of CPU time used by the
SWAPPER process. This includes time for
swapping, modified page writing, and process
working set trimming activities
Page Faults The total number of page faults per second (both
hard and soft) including system faults
System Faults The total number of system page faults
Vo Direct I/Os The number of direct /O operations performed per
second for all disks in the system (this includes
RMS I/O and excludes page and swap I/C and /O
to mapped image sections)
Buffrd I/Os The number of buffered I/O operations performed
per second ‘
Rate(/s)-under The number of /O operations per second for the
Disk Statistics device
CPU CPU (under The average number of processes in the CPU

AVE Mem/CPU

© Queues)

Total Idle

queue

The percentage of time that the CPU was idle. In
a multiprocessor system, statistics for additional
processors are given below the data for the
primary processor

For example, a value of Total MEMutl greater than 90% indicates a
possible memory limitation. Likewise, a value of Rate(/s) greater than 30
for any disk indicates a possible I/O limitation. A value of Total Idle less
than 15% indicates a possible CPU limitation.

Chapter 7 provides more information about the tabular report.
Descriptions of the tabular report fields are in the VAX SPM Reference

Manual.
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2.6 Generating the System Load Balance Display

The Load Balance display provides an overview of current system
performance. Use the Load Balance display as a starting point for
system tuning or for on-line monitoring of system performance or resource
utilization.

To run the VAX SPM video displays on a VT'100 terminal that supports
DEC_CRT characteristics, set the terminal characteristics to DEC_CRT by
typing:

$ SET TERMINAL/ DEC_CRT

Type the following command to display the VAX SPM Load Balance
display:

$ PERFORMANCE DISPLAY=INVESTIGATE

You can exit from the video display screens at any time by entering
CTRL/Z or by typing the word EXIT, then pressing RETURN.

If you are working at an ANSI display terminal such as a VI'100, the VAX
SPM Load Balance display resembles the one shown in Figure 2-8.

The ANSI version of the Load Balance display is a bar graph of eight
performance indicators. The indicators in the top half are considered
"good" as they increase in numerical value, and the indicators in the
bottom half are considered "bad" as they increase. Because of these
conventions, a well-balanced system is represented when bars appear
mostly in the upper half of the diagram.

If you are working at a ReGIS-compatible terminal such as a VT340, the
System Overview display is the default. Chapter 12 describes the System
Overview display.

To view the Load Balance display, you must specifically request the Load
Balance display by entering the following command:

DISPLAY LOAD

When you want to display the Load Balance display from the System
Overview display, type DISPLAY LOAD. The SPM> prompt appears and
the current display pauses while your command is entered.

The ReGIS version of the Load Balance display is the Kiviat display
(Figure 2-9). It is a graph of eight indicators plotted in a circular fashion.
These indicators are plotted on the radii of a circular diagram where each
radius is evenly spaced around the circle. Each point is a system metric
related to CPU activity, disk I/O activity, or both. The center of the circle
represents 0% for a given metric; the intersection of the circle and the
outer radius represents 100% for a given metric.
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Figure 2-8 ANSI Version of System Load Balance Video Display

I ECPU Busull Task JOverlap B1/0 BusylEUIH
Node: GREEN
1-FEB-1988 15:51:143.11
50% 50% Soft faults 95
Hard faults 6
Pguwrite I/0 2
Pgread I/0 4
Sys faults 0
0% 0% Free Pages 10878
Mod Pages 13
Balance set 24
Outswaps 0
Inswaps 0
50% 50%
100% 100%

Half the indicators are considered “good” when they increase in numerical
value, while the other half are considered “bad” when they increase in
value. The “good” and “bad” indicators are plotted alternately. The “good”
indicators are CPU Busy, Overlap, I/O Busy, and Task CPU. The “bad”
indicators are CPU Only, I/0 Only, CPU Idle, and System CPU.

Because of these conventions, the more a system is improved or tuned, the
more closely its load balance approaches as a “star” shape.

2.7 Chapter Summary

This chapter described some basic VAX SPM activities. The activities and
their commands follow.

¢ Determining if Collections are Running

Only one SPM_TUNE and one SPM_CAPACITY process can run
simultaneously. Before starting a collection process, use the following
commands to determine if a tune or capacity process is running:

$ PERFORMANCE COLLECT=TUNE/INQUIRE
$ PERFORMANCE COLLECT=CAPACITY/INQUIRE
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Figure 2-9 ReGIS Version of System Load Balance Video Display

CPU Busy
{3-MAR-196% 16104149, 88
& ~, CPU Only -
! : Soft faults 199
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Pgread 170 e
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Free Pages 2E0EED
Task y Overlap | Mod Pages 120
1 Ealance set X
e N / Outzwaps 0
“““':5"’; AN / Inswaps 0
. /
_ /
, N
CPU Tdle . 170 Only
— -
1/0 Busy

When a collection process is not running, the following message
displays:

%$SPM-E-CONORU, collections not running

If a tune or capacity collection process is running, a status report
displays. If both tune and capacity collection processes are running,
wait until one process stops before starting collections.

Starting and Stopping Collections

If a tune or capacity collection process is not running, start the
collection process by entering one of the following commands:

$ PERFORMANCE COLLECT=TUNE
$ PERFORMANCE COLLECT=CAPACITY

Stop a tune or capacity collection process by using the following
commands:

$ PERFORMANCE COLLECT=TUNE/STOP
$ PERFORMANCE COLLECT=CAPACITY/STOP

Generating a System Summary Graph

A system summary graph provides an overview of system activity and
is a good initial report when evaluating system performance.

Use the following command to generate a system summary graph from
a log file:

$ PERFORMANCE REPORT=LOG_FILE/NOTABULAR/GRAPH=SUMMARY SPM$COLLLECT TUNE
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Generating a Tabular Report

A tabular report provides detailed performance information and
contains most of the information you need to diagnose and isolate a
limiting resource. )

Use the following command to generate a tabular report:
$ PERFORMANCE REPORT=LOG_FILE/TABULAR/NOGRAPH SPM$COLLECT.DAT
Generating the Investigate Load Balance Video Display

The Load Balance display provides an overview of current system

performance. Use the Load Balance display as a starting point for
system tuning or for on-line monitoring of system performance or

resource utilization.

On a VT100 terminal that supports DEC_CRT characteristics, set
these characteristics with the following command:

$ SET TERMINAL/DEC_CRT

Type the following command to display the VAX SPM Load Balance
display:

$ PERFORMANCE DISPLAY=INVESTIGATE

For a ReGIS-compatible terminal such as a VT340, the System
Overview display precedes the Load Balance display. Type the
following command to show the Load Balance display:

SPM> DISPLAY LOAD

Now that you have completed this chapter and have become familiar
with some basic VAX SPM activities, you may want to begin collecting
performance data as described in Chapter 3.
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3.1
3.1.1

Collecting Performance Data

This chapter describes how to:

¢ Use the PERFORMANCE collection commands for conventional data
collections.

¢ Use the SPM$MANAGER.COM command procedure for continuous
automatic data collections.

Conventional Data Collection

Overview

SPM provides two PERFORMANCE COLLECT commands:

$ PERFORMANCE COLLECT=TUNE

$ PERFORMANCE COLLECT=CAPACITY

To begin collecting performance data, your account requires either the
SETPRYV privilege or all the following privileges:

ALTPRI CMKRNL DETACH PRMMBX PSWAPM NETMBX
SYSLCK SYSNAM SYSPRV TMPMBX WORLD

The two PERFORMANCE COLLECT commands are capable of collecting
the same types of data. Although these commands may be used
interchangeably for collecting data, COLLECT=TUNE is often reserved for
performance evaluation and COLLECT=CAPACITY is often reserved for
historical reporting.

Each command creates a detached process that performs the data
collections. The names of these detached processes are SPM_TUNE

and SPM_CAPACITY, respectively. Because data is collected by a detached
process, you are free to give other commands at your terminal after
starting the process. You can also log off the system and the detached
process will continue to run. Table 3-1 lists all classes of data collected
by the Tune and Capacity collection processes and the types of statistics
provided for each class. .

Although the examples in this chapter use the PERFORMANCE
COLLECT=TUNE command, the PERFORMANCE COLLECT=CAPACITY
¢ommand can be used, also.
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Table 3—1 Classes of Data Provided by SPM

Class

Types of Statistics Provided

Default Data
CPU

Disk

lle}

Memory

Page Fault

XQP Cache

Optional Data
Device
File Primitives

'Global Sections

"Hardware
Configuration

'Installed Images

Lock

CPU lIdentification, Total idle, Busy Wait, Interrupt Stack,
Kernel, Executive, Supervisor, User, Compatibility, System,
Task per CPU, Lost CPU, and CPU Overlap

Work Available, Paging Percent, Swapping Percent,
Controller Percent, Rate/Second, Service Time (in
milliseconds), Response Time, Queue Length, and
Percentage of space used. Server data is also collected,
including Percentage of Work Available, Paging and
Swapping, and Queue Length

Buffered and Direct I/O Rates per Second, Logical Name
Translations, Mailbox Reads and Writes, and File /O Rates
per Second

Total Memory Utilization (including Paged, User, and Modified
Memory Utilized), Average Memory Queue, and Swapper
Counts

Paging Rates/Second (including System Page Faults, Pages
Read and Written, Read and Write 1/Os, Free List, Modified
List, Bad List, Demand Zero Faults, Global valid Faults,
Transition State Faults, and Write in Progress Faults), and
Hard and Soft Faults

File Cache Attempt Rates per Second and File Cache
Effectiveness for the Direct File Control Processor (FCB),
Direct Data, Quota, File ID, File Header, Extent, and Bit Map
Caches

I_/O Rates

Number of Operations, Disk Reads and Writes, Cache
Hits, Hit Ratio, CPU Time in Seconds and Page Faults for:
Access, Create, Deaccess, Delete, Modify, ACP Controlier,
Lookup, Enter, Allocate, and Attributes operations

Name, Version Number, Status (for example, Writable,
Permanent or Temporary, System- or Group-wide), Page
Count, and Number of Page Table Entries

System ldentification, Node Name, Processor Type, Slot,
Adapter, Controlier, Unit, Class, Type, and Size

Name of Image, How Installed, Entry Access Count, Current
and Maximum Count of Shared Accesses, Privileges, and
Global Section Count

Lock Rates per Second (including Local, Incoming, or
Outgoing), Number of New Locks Requested, Not Granted,
Deadlocks Searched and Found, Total Locks, and Total
Resources that can be locked

"This data is collected only once at the start of collections.
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Tabie 3—1 (Cont.) Classes of Data Provided by SPM
Class Types of Statistics Provided

Process Process Name, UIC, Priority, State, Image Count, CPU
Time (in minutes), Direct /O Rate/Second, Buffered 1/0
Rate/Second, Page Fault and Fault I/O Rates, and Minimum,
Average, and Maximum Size of Working Sets

Scheduler Scheduler States Organized by Time-sharing and Real-Time
Priorities

'System Parameters Parameter Name and Current Vaiue

System Datagrams, Block Transfers, and Sequenced Messages

Communication (including Number Sent, Received, Discarded, or Queued for
Nodes on a VAXcluster System Present During the Reporting
Interval)

'This data is collected only once at the start of collections.

‘The COLLECT commands take one parameter: the node name parameter.
If this parameter is omitted, the current node is assumed.

The node name parameter specifies the node on which collections are
invoked. Collections may be invoked on any node in the VAXcluster
system or on remote stand-alone nodes. Chapter 21 provides additional
information on collecting performance data on a VAXcluster system and
Chapter 22 describes how to inveoke collections on remote nodes.

In addition to specifying the node on which collections take place, the
presence or absence of the node name parameter in the command line
determines the directory in which the data file is created. In the following
example, the node name is omitted from the command line:

$ PERFORMANCE COLLECT=TUNE

The node from which the command was typed is assumed and the data
file named SPM$COLLECT _TUNE.DAT is created in the current default
directory.

When the node name is specified, the data file SPM$COLLECT_TUNE_
nodename.DAT is created in the directory of the account from which
SPM$MANAGER.COM is run for that node. To collect on node GREEN,
give the following command:

$ PERFORMANCE COLLECT=TUNE GREEN

The above command creates a data file named SPM$COLLECT_TUNE_
GREEN.DAT in the SPM account on node GREEN. This command also
assumes that node GREEN is part of the local cluster.

To specify all nodes in a VAXcluster system, type an asterisk (*) in place of
the node name as shown in the following command:

$ PERFORMANCE COLLECT=TUNE *

The above command creates a data file named SPM$COLLECT _TUNE_
nodename.DAT in the directory of the SPM account for each node in the
cluster.
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The SPM collection commands have many qualifiers. These qualifiers
allow you to create a collection process that suits your needs. This chapter
discusses only those qualifiers needed to get started collecting performance
data. See the SPM Reference Manual for a full description of all collection
command qualifiers.

The previous examples specify default values for all the command
qualifiers. Table 3-2 lists some collection qualifiers and the effects of
their defaults on the collection process.

Table 3-2 Default Values of Collection Qualifiers

Collection Qualifier Default Action

/BEGINNING[=time] Collection process begins when you type the
command line.

JENDING[=time} Collection process continues until you stop it.

/INTERVAL[=seconds] Elapsed time between data collection events
(collection interval) is 300 seconds.

/CLASS=(item[,...]) Statistics for CPU, DISK, /0, MEMORY,
PAGE_FAULT, and XQP_CACHE are
collected.

JOUTPUT[=file] Creates a data file named SPM$COLLECT_

TUNE.DAT in the default directory. If a

node name was specified, the log file
SPM$COLLECT_TUNE_nodename.DAT is
created on the node in the directory specified
for the SPM account during installation.

3.1.2 Stopping and Starting a Collection Process

To start a collection process on the current node, type the following
command:

$ PERFORMANCE COLLECT=TUNE
To stop a collection process at any time, type the following command:

$ PERFORMANCE COLLECT=TUNE/STOP

Use the /BEGINNING and /ENDING qualifiers, to specify a beginning an
ending time for your collection process. Times for the /BEGINNING and
/ENDING qualifiers can be given in absolute or delta formats. See the
VMS DCL Concepts Manual for valid time formats.

With the /BEGINNING and /ENDING qualifiers, you are able to type
the collection command and at the same time specify when to begin the
collection and when to end the collection of data. The following example
specifies absolute times for the /BEGINNING and /ENDING qualifiers.

$ PERFORMANCE COLLECT=TUNE/BEGINNING=(04-FEB-1988:07:00-
/ENDING=04~-FEB-1988:17:00

The collection process begins at 7 a.m. on February 4, 1988, and ends at
p.m. on that same day.
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The next example specifies delta times for the /BEGINNING and
/ENDING qualifiers.

$ PERFORMANCE COLLECT=TUNE/BEGINNING="+00:10:00"/ENDING="+02:10:00"

This command creates the tune collection process, directs it to hibernate
for 10 minutes, collect data for 2 hours, and then terminate.

3.1.3  Specifying the Sampling Interval

Use the INTERVAL qualifier to specify the frequency for collecting and
writing data to the log file. A sample is taken when the collection process
begins, and thereafter data is collected and written to the log file at each
sampling interval.

The sampling interval must be in the range of 1 to 3600 seconds. A
smaller interval captures rapid fluctuations in the values of performance
metrics at the expense of larger log files and use of more system resources
by SPM. The default interval when the /INTERVAL qualifier is omitted

is 300 seconds (5 minutes). Each time data is collected and written, the
value of the current sample in the SPM Collection Process Status report
(Figure 2-2) is incremented by 1.

A sampling interval of 300 seconds is recommended for collecting
system tuning data, and a sampling interval of 900 seconds or more
is recommended for collecting historical data. The following command
specifies a sampling interval of 120 seconds.

$ PERFORMANCE COLLECT=TUNE/INTERVAL=120

1.4 Specifying Classes of Data for Collection

Use the /CLASS qualifier and keywords to specify the classes of data for
which you want to collect statistics. Table 3-3 lists all keywords for the
/CLASS qualifier and their meanings. Examples of the types of statistics
provided for each class are shown in Table 3—1.

Table 3-3 Classes of Data Collected by SPM

/CLASS Keyword - Data Collected
ALL All statistics
ANALYZE CPU, Hardware Configuration, Process,

Device, /0, Scheduler, Disk, Memory, System
Parameters, File Primitives, Page Fault, and

XQP Cache
CPU CPU statistics
DEFAULT_STATISTICS CPU, DISK, /O, MEMORY, PAGE_FAULT, and
XQP_CACHE statistics
. DEVICE Device rate/second statistics for devices

specified by /DEVICE

Classes collected by default are distinguished by bold type.
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Table 3-3 (Cont.) Classes of Data Collected by SPM

/CLASS Keyword

Data Collected

DiISK

FILE_PRIMITIVES

GLOBAL_SECTIONS
HARDWARE_CONFIGURATION
INSTALLED_IMAGES

10

LOCK

MEMORY

PAGE_FAULT

PROCESS[=(INO]JEXTENDED,
[NOJIMAGE,ALL)]

SCHEDULER
SYSGEN_PARAMETERS
SYSTEM_COMMUNICATION

XQP_CACHE

Disk statistics for disks specified by /DISK
and server statistics

File system primitive operations statistics (for
example, file system read/writes, the number of
times they occur, and the amount of CPU and
page faulting they incur)

Global section data

Hardware configuration information
Installed image information

/O statistics

Lock statistics

Memory statistics

Page fault statistics

Process statistics

Scheduler statistics
System parameter information

System Communication Services (SCS) data—
communication data between nodes in a cluster

XQP caching statistics

Classes collected by default are distinguished by bold type.

Notes on the /CLASS Qualifier Keywords

e The ALL Keyword—Use the /CLASS=ALL qualifier and keyword to

collect all classes of data. Collecting all classes is a good approach for
the beginning SPM user. After becoming familiar with the system and
your collection needs, you can eliminate classes you find unnecessary.

Negated Keywords—Use the negated form of keywords to define
classes you do not want collected when using the DEFAULT_
STATISTICS and ALL keywords. The following command causes

all classes of data to be collected except global sections and hardware
statistics:

$ PERFORMANCE COLLECT=TUNE/CLASS= =~
(ALL, NOGLOBAL_SECTIONS, NOHARDWARE CONFIGURATION)

The DEFAULT_STATISTICS Keyword—Default statistics are
always collected unless specifically negated.

In the following command, only the LOCK and SCHEDULER
keywords are specified; however, the default statistics CPU, DISK,
1/0, MEMORY, PAGE_FAULT, AND XQP_CACHE are also collected:

$ PERFORMANCE COLLECT=TUNE/CLASS=(LOCK, SCHEDULER)
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To collect only lock and scheduler statistics, negate the DEFAULT_
STATISTICS keyword as shown in the following command:

$ PERFORMANCE COLLECT=TUNE/CLASS=(NODEFAULT_ STATISTICS, LOCK, SCHEDULER)

Use negated keywords to collect most default statistics as shown in the
following command:

$ PERFORMANCE COLLECT=TUNE/CLASS=(NOXQP_ CACHE,NOPAGE_FAULT)

The default statistics CPU, DISK, I/0, and MEMORY are collected.
Because the keywords XQP_CACHE and PAGE_FAULT are negated,
statistics for these classes are not collected.

* The PROCESS keyword—Extended process metrics reports in which
the image name is part of the process identification are helpful in
system tuning. In order to generate these reports, you must have
collected extended process metric and image data. Use the following
command to specify all process data, including process metrics,
extended process metrics, and image data:

$ PERFORMANCE COLLECT=TUNE/CLASS= (PROCESS=ALL)

Note that selecting /CLASS=ALL also ensures that extended process
metrics and image data is collected.

3.1.5 Specifying Disks and Devices for Collection

Use the /DEVICE and /DISK qualifiers to specify the devices and disks
for which you want performance statistics. SPM recognizes a "$ SHOW
DEVICE" style naming convention for disk and device specification. For
example, device names specified for collection may be in the form of
physical device names, logical names, or abbreviated device names. Disk
and device names specified for collection may contain leading underscores
or trailing colons. If a disk or device specified on the command line is not
available for data collection, a warning message is issued and the data
collection continues.

When an abbreviated disk or device name is supplied, one of three actions
is taken:

¢ If the disk or device name is abbreviated (for example, DU or XE),
then data collection is initiated for all disks or devices beginning with
what was specified. Other examples of abbeviated device names are
GREENS$, YELLOWS, and GREEN$DU, where GREEN and YELLOW

are node names in a VAXcluster system.

¢ If the controller designation is omitted (for example, DB2 or XE1), then
data collection is initiated for all disks or devices on all controllers with
the specified unit number (for example, DBA2 and DBB2).

¢ If the unit number is omitted (for example, DBA or XEA), then data
collection is initiated for all disks or devices on the specified controller
(for example, DBA1 and DBAZ2).
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The following command collects disk statistics for specific devices only. It '

collects disk statistics for disks DRAO and DRAL.
$ PERFORMANCE COLLECT=TUNE/DISK=(DRAO,DRAL)/OUTPUT=SPM$COLLECT TUNE.DAT

Note that it is not necessary to specify /CLASS=(DISK), because disk
statistics are collected by default. The /DISK qualifier specifies the disks
for which collections are initiated.

In the following command, optional operation count rate/second data for
disk DBA1 and devices LPAO and TTB6 is collected.

$ PERFORMANCE COLLECT=TUNE/CLASS=(DEVICE) /OUTPUT=LDEV.DAT~
/DEVICE=(DBAl, LPAQ, TTB6)

Note that it is necessary to specify /CLASS=(DEVICE) because device
statistics are not collected by default. Note also that the /DEVICE and

/DISK qualifiers collect different kinds of data but only the /DEVICE
qualifier can specify devices other than disk.

3.1.6  Specifying an Output Log File

As data is collected, it is written to a log file. Use the /OUTPUT qualifier
to specify the name of a log file. If you do not specify a log file or a node
name, the log file SPM$COLLECT _TUNE.DAT is created in the current
default directory.

The following command specifies the log file name COLLECT.DAT created
in the default directory for the current node.

$ PERFORMANCE COLLECT=TUNE/OUTPUT=COLLECT.DAT

If you do not specify a log file name but do specify a node name, the log file
SPM$COLLECT_TUNE_nodename.DAT is created on the specified node in
the account defined as the SPM account during installation.

3.2 Automatic Data Collection

The command procedure SPM$MANAGER.COM provided during SPM
installation automates the collection and reporting process in the following
ways:

¢ Stops and starts performance collections each day

¢ Evaluates data and sends a VAXmail message as notification wheneve;
performance thresholds are exceeded

¢ Allows users to customize collection, evaluating, and reporting
capabilities to meet their requirements

Before running the SPM$MANAGER.COM command procedure, you must
set up the environment in which it is to run. There are two ways you
can set up this environment: automatically using the SPM$MANAGER_
CONFIGURE.COM command procedure described in Section 3.2.1, or by
performing the instructions in Section 3.2.2.
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You can use the SPM$MANAGER.COM command procedure to run
the SPM$COLLECT_TUNE and SPM$COLLECT_CAPACITY processes
simultaneously. Refer to Section 3.2.3 for instructions.

Section 3.2.4 describes SPM$MANAGER.COM error reporting.

3.2.1 Customizing SPM$MANAGER.COM Using
SPM$MANAGER_CONFIGURE.COM

The SPM$MANAGER_CONFIGURE.COM command procedure is
an interactive command procedure that sets up the environment for
running SPM$MANAGER.COM and creates the SPM$MANAGER_
SYMBOLS.COM command file.

The SPM$MANAGER_CONFIGURE.COM performs the following
two tasks related to the symbol values in the SPM$MANAGER_
SYMBOLS.COM file:

¢ Displays each symbol, its description, and default value. You can
either accept the default value or type in another value. The default
values are appropriate for most collection and reporting requirements

*  Checks the validity of symbol definition values

Follow the instructions below to set up the environment and run the
SPM$MANAGER.COM command procedure:

1 Log in to the account created for SPM during installation (usually
SPM) or to an account with privileges to access the SPM account.

2 Type the following command to invoke the SPM$MANAGER_
CONFIGURE.COM command procedure:

$ @SPMSEXAMPLES : SPM$MANAGER CONFIGURE

3 Respond to each prompt by either pressing RETURN to accept the
default value or by supplying a value followed by RETURN.

Although values for all the symbols can be changed to suit your
specific collection and reporting needs, the numbered symbols in
Example 31 are ones you may want to change to begin running the
SPM$MANAGER.COM command procedure.

4 When you have changed the values or accepted the defaults for
all symbols, the command procedure writes the SPM$MANAGER_
SYMBOLS.COM file and terminates.

5 To ensure that SPM$MANAGER.COM runs continuously, include the
following commands in your site-specific start-up file:

$! Load the SPMTIMER device driver

$@SYS$STARTUP : SPM$ STARTUP

$! Establish the node-specific collection initialization file, if

$! desired. This is not required to run SPM.

$NODE=F$GETSYI ("NODENAME")

$ SUBMIT /USER={value_of spm username}/NOPRINT -
/PARAMETER= ("BOOT", { "CAPACITY" or "TUNE"}) -
/QUEUE='NODE’ {node_specific_batch_gueue_ extension} -
{value_of_procedure_ directory}SPMSMANAGER - :
/LOG={value_of_ batchlog_directory}’NODE’_SPM$MANAGER.LOG
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Because the purpose of the SUBMIT command is to start collections
on the node that is booting, it is important that the batch job be
submitted to the queue of the node that is booting and no other
node in the cluster. In the above example, this is accomplished by a
convention that uses the node name as the queue-name prefix and

a queue name common to all nodes as the queue-name extension.
The use of this convention for nodes RED, BLUE, and GREEN would
create queue names of RED$SYS_BATCH, BLUE$SYS_BATCH, and
GREENS$SYS_BATCH, respectively.

Thereafter, whenever a node is rebooted, the SPM$MANAGER.COM
command procedure is submitted to the batch queue on that node by
the node’s start-up file.

6 Submit SPM$MANAGER.COM to the batch queue by typing the
following command:

$ SUBMIT /USER=({ value_of_spm username} /NOPRINT/PARAMETER= ("BOOT", -
{"CAPACITY" or "TUNE"})
/QUE=' NODE’ { node__spe cifi c_ba.t ch_queue_extens ion} =~
{value_of procedure_ directory}SPM$MANAGER -
/LOG={ value o f_bat chlog directory}’NODE’_SPM$MANAGER.LOG

For example, to start a tune collection for a node where the following
is true:

Node name is GREEN

SPM account is named SPM

Default directory is [SPM]

Procedure subdirectory in the SPM account is named
[.PROCEDURE] :
Batch subdirectory in the SPM account is named [.(BATCHLOG]

Use following command:

$ SUBMIT /USER=SPM/NOPRINT/PARAMETER=("BOOT", "TUNE") -
/QUE=GREEN$SYS_ BATCH -
[SPM.PROCEDURE] SPMSMANAGER -
/LOG=[SPM.BATCHLOG] GREEN_SPM$MANAGER.LOG

The command must be repeated on each node on a VAXcluster system.
The command procedure SPM$MANAGER.COM stops and starts
collections automatically each day for all nodes on a VAXcluster
system.

3.2.2 Customizing SPMSMANAGER.COM

3-10

Perform these instructions to set up the SPM$MANAGER.COM command
procedure and start automatic data collections on your system without
using the SPM$MANAGER_CONFIGURE.COM command procedure.

1 Log in to the account created for SPM during installation (usually
SPM).

2 Create the directories for the SPM$MANAGER files. The following
directories are recommended based upon SPM$MANAGER.COM
symbols shown in Example 3-1.
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[.BATCHLOG] The batch log files
[.PROCEDURE] The SPM$MANAGER procedure
[.LOGFILE] SPM data files

[.HISTORY] SPM history file

Copy SPM$MANAGER.COM from the [.SPM]

subdirectory of the SYS$EXAMPLES account
(SYS$COMMON:[SYSHLP.EXAMPLES.SPM]) to the procedure
subdirectory [ PROCEDURE].

Create the file SPM$MANAGER_SYMBOLS.COM in the top

level directory of the SPM account or the account from which
SPM$MANAGER.COM is to run. This file will contain symbols

for the SPM$MANAGER.COM command procedure. Edit the
SPM$MANAGER.COM file, and locate the symbols and their
definitions. The symbols and definitions begin and end with a

single row of asterisks. Extract the symbols and definitions into

the symbol file (SPM$MANAGER_SYMBOLS.COM). Be sure to delete
the exclamation points in your symbol file.

Create a history file called SPM$HISTORY.DAT in the [.HISTORY]
subdirectory to accommodate data for historical reporting purposes.
(Note: Do not do this if it already exists!)

$PERFORMANCE ARCHIVE=HISTORY/CREATE SPM$HISTORY.DAT

The above command creates an empty 3000-block history file with a
15-minute collection interval.

If you already have a history file, move it to the [ HISTORY]
subdirectory of the SPM account so that log files can be archived
to it after they are collected.

Edit the SPM$MANAGER_SYMBOLS.COM file and change the values
of symbols as necessary to customize the command file to your system.

Example 3-1 shows the SPM$MANAGER_SYMBOLS.COM file.
Although values for all the symbols can be changed to suit your
specific collection and reporting needs, the numbered symbols are ones
you may wish to change before running the command procedure. The
corresponding numbers below describe the values for these symbols,
the effects of these values and instructions for changing them.
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Example 3-1 SPM$SMANAGER_SYMBOLS.COM

W A U > x> U A

v

vr ¥ Ur >

s@
$
$
$

SPM_USERNAME =="gPM"
CLUSTER_NODES == "
BEGIN_COLLECTION == "07:55"
END_COLLECTION == "17:05"
COLLECTION_INTERVAL == "300"
COLLECTION QUALIFIERS == "/CLASS=ALL/DEVI=(LP,XE,MU,MT,MS) "+-
" /INTERVAL='’ COLLECTION INTERVAL’"
LOGFILE DIRECTORY == "[.LOGFILE]" -
BATCHLOG_DIRECTORY == "[.BATCHLOG]"
PROCEDURES_DIRECTORY == "[.PROCEDURE]"
JOB_NAME == "SPM$MANAGER"
REPORT_TYPE == "/GENERAL"
LOG_FILE DESTINATION == "
BATCH_QUEUE == "SYSS$BATCH"
NODE_GRAPH_QUALIFIER == "/GRAPH=(PAGE_FAULTS:100, SWAP_COUNT: 30, "+~
"MEMORY : 85, DIRECT _IO:50, BUFFERED_IO:50,D RATE:20,"+-
"D_RESPONSE: 60, CPU: 85, LOST_TIME:5) "
CLUSTER_GRAPH_QUALIFIER == "/GRAPH=(MEMORY:85, D_RATE:20, "+~
"D_RESPONSE: 60, CPU: 85) "
CLUSTER_NAME == "®
SELECT_QUALIFIER == "/SELECT=GREATER_THAN:50"
SHIFT_QUALIFIER == "/SEIFT=PRIME"
P_HOURS_QUALIFIER == "/P_HOURS=(8-16)"
P_DAYS QUALIFIER == "/P_DAYS=(NOSUNDAY, MONDAY, TUESDAY, WEDNESDAY, "+~
"PHURSDAY, FRIDAY, NOSATURDAY) "

DISTRIBUTION LIST == "SYSTEM"
HISTORY FILE DIRECTORY == "[.HISTORY]"
HISTORY FILE == "SPM$HISTORY.DAT"
ARCHIVE_QUALIFIERS == "/CLASS=(ALL, NOFILE PRIMITIVES, "+-
- "NOSCHEDULER, NOXQP_CACHE) "

@ The user name assigned to the SPM account during installation. If
a name other than SPM was specified for the SPM account during
installation, type that name here.

® The name of a text file containing VAXcluster system node names
or an asterisk (*) to specify all nodes in a VAXcluster system. If
you are running SPM on a VAXcluster system, create a text file in
the top level directory of the account designated for SPM. In this
file, type the node names of the cluster members on which you wish
to run the SPM$MANAGER.COM command procedure, or type an
asterisk (*) to specify all cluster members. Node names should be
typed one per line with no leading or trailing characters. Supply
the name of this text file as the value of the CLUSTER_NODES
symbol. If no value is provided for this symbol, a single-node
system is assumed.

© The time collections start each day. If you do not want collections
to begin at 7:55 a.m., type in the time you want collections to
begin.

O The time collections stop each day. If you do not want collections
to end at 5:05 p.m., type in the time you want collections to end.

Example 3-1 Cont’d. on next page
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Example 3-1 (Cont.) SPM$MANAGER_SYMBOLS.COM

© The frequency at which data is collected. If you do not want data
to be coliected at an interval of 300 seconds (5 minutes), type in the
interval you want. Interval values can be from 1 to 3600 seconds.
For performance collections, a typical interval is 300 seconds. For
historical reporting purposes, a typical interval is 900 seconds or
more.

©® The classes of data collected. If you do not want all classes of data
collected, specify the classes you want. If you do not want data
collected for the devices LP, XE, MU, MT, and MS, modify values
for the /DEVICE qualifier to correspond to devices on your system
for which you wish to collect data. Use the DCL command SHOW
DEVICE for a list of the devices on your system.

@ The account to receive notification by VAXmail if threshold values
are exceeded. To notify accounts in addition to the "SYSTEM"
account, type the names of the other accounts separated by
commas. If no account names are entered, generation and mailing
of graph reports will not occur.

7 Define the logical SPM$MANAGER_SYMBOLS to point to the symbol
file by placing the following command in the LOGIN.COM file of the
"SPM" account.

$ DEFINE SPM$MANAGER_SYMBOLS SPM$MANAGER_SYMBOLS.COM

8 To ensure that SPM$MANAGER.COM runs continuously, include the
following commands in your site-specific start-up file:

$! Load the SPMTIMER device driver

$@SYSSSTARTUP : SPM$ STARTUP

$! Establish the node-specific collection initialization file, if

$! desired. This is not required to run SPM.

$NODE=F$GETSYI ("NODENAME ")

$ SUBMIT /USER={value_ of_spm username}/NOPRINT/PARAMETER= ("BOOT", -

{"TUNE" or "CAPACITY}) -

/QUEUE='NODE’ {node_specifi c_batch _queue extension} -
{value of_procedure directory)}SPM$MANAGER =~
/LOG={ value_of batchlog. directory}’NODE’_SPM$MANAGER.LOG

Because the purpose of the SUBMIT command is to start collections
on the node that is booting, it is important that the batch job be
submitted to the queue of the node that is booting and no other node
in the cluster. In the above example, this is accomplished by a queue
naming convention that uses the node name as the queue-name
prefix and a queue name common to all nodes as the queue-name
extension. The use of this convention for nodes RED, BLUE, and
GREEN creates the queue names RED$SYS_BATCH, BLUE$SYS_
BATCH, and GREEN$SYS_BATCH, respectively.

Thereafter, whenever a node is rebooted, the SPM$MANAGER.COM
command procedure is submitted to that node’s batch queue by the
system-specific start-up file.
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9 Submit SPM$MANAGER.COM to the batch queue by typing the

following command:

$ SUBMIT /USER={value_of_spm username}/NOPRINT/PARAMETER=("BOOT", -~
{"CAPACITY" or "TUNE"}) = ©
/QUE='NODE’ {node_specific_batch_queue_extension} -
{value_ of procedure_directory}SPM$MANAGER -
/LOG={value_of_ batchlog directory}’NODE’_SPM$MANAGER.LOG

For example, to start a tune collection for a node where the following
is true:

Node name is GREEN

SPM account is named SPM

Procedure subdirectory in the SPM account is . PROCEDURE].
Batch subdirectory in the SPM account is named [.BATCHLOG].

Use following command:

$ SUBMIT /USER=SPM/NOPRINT/PARAMETER=("BOOT","TUNE") -
/QUE=GREEN$SYS_BATCH
[ .PROCEDURE] SPMSMANAGER -~
/LOG=[ .BATCHLOG] GREEN_SPM$MANAGER. LOG

The command must be repeated on each node on a VAXcluster system.
The command procedure SPM$MANAGER.COM stops and starts
collections automatically each day for all nodes on a VAXcluster
system.

3.2.3 Running Two Collection Processes Simultaneously

Follow these instructions to set up the SPM$MANAGER.COM command
procedure to run the SPM_TUNE and the SPM_CAPACITY processes
simultaneously:

3-14

1

Select either the method described in either Section 3.2.1 or
Section 3.2.2 and create a symbols file for the SPM_TUNE process.

Specify SPM_TUNE as the value for the JOB_NAME symbol and
a collection interval appropriate for tuning for the COLLECTION_
INTERVAL symbol. A value of 300 seconds is usually used for
performance tuning collections.

If you are creating the symbols file using the instructions in
Section 3.2.2, name the symbols file SPM$MANAGER_SYMBOLS_
TUNE.COM.

If you are using the SPM$MANAGER_CONFIGURE.COM command
procedure to create the SPM$MANAGER_SYMBOLS file, rename the
symbols file to SPM$MANAGER_SYMBOLS_TUNE.COM after exiting
the procedure.

Define the logical SPM$MANAGER_SYMBOLS_TUNE to point to the
symbol file by placing the following command in the LOGIN.COM file
of the account represented by the "value_of_spm_username"” in the
next command example.

$ DEFINE SPM$MANAGER SYMBOLS_TUNE SPM$MANAGER SYMBOLS_TUNE.COM
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5 Submit SPM$MANAGER.COM to the batch queue by typing the
following command:
$ SUBMIT /USER={value_of_spm_username}/NOPRINT/PARBMETER=("BOOT", -
"TUNE") /QUE=’NODE’ {node_specific_batch_gqueue_extension} -

{value_of procedure_directory}SPM$MANAGER -
/LOG={value_of_batchlog_directory}’NODE’_SPM$MANAGER.LOG

In the above command, TUNE is specified as the second parameter to
specify a tuning collection process.

6 Select the method described in either Section 3.2.1 or Section 3.2.2 and
create a symbols file for the SPM$COLLECT CAPACITY process.

7 Specify SPM$COLLECT_CAPACITY as the value for the JOB_NAME
symbol and a collection interval appropriate for historical reporting
data for the COLLECTION_INTERVAL symbol. A value of 900
seconds is usually specified for historical reporting collections.

8 If you are creating a symbols file using the instructions in
Section 3.2.2, name the symbols file SPM$MANAGER_SYMBOLS_
CAPACITY.COM.

If you are using the SPM$MANAGER_CONFIGURE.COM command
procedure to create the SPM$MANAGER_SYMBOLS file, rename the
symbols file to SPM$MANAGER_SYMBOLS_CAPACITY.COM after
exiting the procedure.

9 Define the logical SPM$MANAGER_SYMBOLS_CAPACITY to point to
the file by placing the following command in the LOGIN.COM file of
the account represented by the "value_of_spm_username” in the next
command example.

$ DEFINE SPM$MANAGER SYMBOLS_CAPACITY SPM$SMANAGER_SYMBOLS_CAPACITY.COM

10 Submit SPM$MANAGER.COM to the batch queue by typing the
following command:

$ SUBMIT /USER={value of_spm username}/NOPRINT -
/PARARMETER=("BOOT", "CAPACITY") -
/QUE=’NODE’ {node_specific_batch_queue_extension} -
{value_of_procedure_directory}SPM$MANAGER -
/LOG={value_of batchlog directory}’NODE’_SPM$MANAGER.LOG

3.24 SPMSMANAGER.COM Error Reporting

SPM$MANAGER sends mail to the accounts specified in the
DISTRIBUTION_LIST parameter of the SPMSMANAGER_
SYMBOLS.COM whenever system threshold values are exceeded.
SPM$MANAGER also sends mail when errors are encountered during
the collection and reporting process.

When errors are reported, read the error description in the mail message.
If you need further information, read the SPM$MANAGER batch log

file in the batch log directory [ BATCHLOG] of the account from which
SPM$MANAGER.COM was run.
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3.2.5 Chapter Summary

You can collect performance data conventionally using SPM data collection
commands, or automatically using the SPM$MANAGER.COM command
procedure.

There are two commands for conventional data collection:

$ PERFORMANCE COLLECT=TUNE
$ PERFORMANCE COLLECT=CAPACITY

Both commands are capable of collecting the same types of data. These
commands take one parameter to specify node name and a variety of
qualifiers to tailor the collection process.

The SPM$MANAGER.COM command procedure automatically collects
performance data. You can set up the environment in which the
SPM$MANAGER.COM command procedure is to run in two ways. One
way is using SPM$MANAGER_CONFIGURE.COM and the other is by
following the instructions in Section 3.2.2 to create the SPM$MANAGER_
SYMBOLS.COM

Once it is set up, the SPM$MANAGER.COM command procedure
automatically collects data, evaluates the data, and notifies you if
threshold values are exceeded on your system.

You may also set up the SPM$MANAGER.COM command procedure to
run both SPM_TUNE and SPM_CAPACITY processes simultaneously.

Once you have started data collections, turn to Chapter 5 for an
introduction to performance tuning, or Chapter 4 for an introduction
to reporting.
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4 Introduction to Reporting

This chapter introduces reporting by providing the following information:
¢ Description of the reporting commands

* Features of log file reporting

¢ Features of history file reporting

4.1 The Reporting Commands
VAX SPM provides two commands for reporting on performance data:

$ PERFORMANCE REPORT=LOG_FILE
$ PERFORMANCE REPORT=HISTORY

Both reporting commands take one parameter, the name of the log or
history file, and a number of qualifiers. Use the REPORT=LOG_FILE
command to report on data in a log file and the REPORT=HISTORY to
report on data in a history file. A history file can contain data from many
log files.

4.2 Features of Log File Reporting
Figure 4-1 illustrates the log file reporting process.

As shown in Figure 4-1, data collected with either the COLLECT=TUNE
or COLLECT=CAPACITY commands can be reported using the
REPORT=LOG_FILE command. Although both commands are identical,
the COLLECT=TUNE command is usually used to collect data for
tuning purposes and the COLLECT=CAPACITY command is usually
used to collect data for historical reporting purposes. Regardless of
which command performs the collection, log files have the following
characteristics:

¢ Usually contain data from one day
¢ Contain data from only one node

¢ Contain data collected at a short interval (for example, 5 minutes)
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* Can contain (in addition to various performance metrics) the following
configuration data:

— System configuration and run statistics
— Hardware configuration

— Installed images

— Global sections

— System parameters

Figure 4-1 The Log File Reporting Process

The Log File Reporting Process

$ PERFORMANCE COLLECT=TUNE
or
$ PERFORMANCE COLLECT=CAPACITY

SPM$COLLECT_TUNE.DAT
or
SPM$COLLECT_CAPACITY.DAT

$ PERFORMANCE REPORT=LOG_FILE
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The REPORT=LOG_FILE command provides the following reporting and
graphing options:

* Generate tabular reports and graphs of performance metrics.
* Generate working graphs of performance metrics in ANSI format.

* Generate presentation graphs of performance metrics in ReGIS or sixel
format.

¢ Selectively inhibit the generation of graphs based upon performance
thresholds you define.

¢ Dump the data used to generate reports and graphs into a file from
which custom reports and graphs can be generated using a package
such as DATATRIEVE or DECgraph.

Command qualifiers allow you to report or graph the following
information:

® Various classes of performance metrics

* A reporting pericd within the log file

* Prime and/or nonprime hours of the day

e Statistics for the disks and devices you select

Reports and graphs generated with the REPORT=LOG_FILE command
are most frequently used for performance tuning purposes.

This command produces a tabular report, a graph of CPU utilization for
all records in a log file, and run statistics. The tabular report will contain
final statistics for the default system metrics of CPU, DISK, 10, MEMORY,
PAGE_FAULT, and XQP_CACHE.

$ PERFORMANCE REPORT=LOGFILE SPM$COLLECT_TUNE.DAT /OUTPUT=REPORT.RPT

The following command produces the same tabular report and graph as
in the above example; however, instead of covering the entire log file, it
reports on records collected from 10 a.m. to 12 p.m.

$ PERFORMANCE REPORT=LOG_FILE/SINCE=30-AUG-1988:10:00-
/BEFORE=30-AUG-1988:12:00 SPM$COLLECT TUNE.DAT /OUTPUT=REPORT.RPT

Chapter 14 describes how to generate reports and graphs from data in a
log file.
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Features of History File Reporting
Figure 4-2 illustrates the history file reporting process.
Figure 4-2 The History File Reporting Process

$ PERFORMANCE COLLECT=TUNE
or
$ PERFORMANCE COLLECT=CAPACITY

[
\
// AuG_30_1988GREEN.DAT /
/ AUG_30_1988BLUE.DAT /

$ PERFORMANCE ARCHIVE=HISTORY -
CREATE HISTORY.DAT *.DAT

/ HISTORY.DAT /

y

$ PERFORMANCE REPORT=HISTORY

As shown in Figure 4-2, either the COLLECT=TUNE or
COLLECT=CAPACITY command is first used to collect data into log
files.
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Data from a number of log files can be merged together into a history
file by using the ARCHIVE command. A history file has the following
characteristics:

* Can contain performance data for a number of years
¢ Can contain data for all nodes in a VAXcluster system

* Contains data archived at a relatively long interval (for example, 15
minutes)

¢ Contains various performance metrics but does not contain
configuration data

The command below creates a history file from all log files with the
extension .dat.

$ PERFORMANCE ARCHIVE=HISTORY/CREATE HISTORY.DAT *.DAT

Once you have created a history file, you can use the ARCHIVE command
to maintain the history file. For example, you can add records from
additional log and history files, delete records, and list the contents of the
history file.

The following command lists information on records in the history file
called HISTORY.DAT:

$ PERFORMANCE ARCHIVE=HISTORY/LIST HISTORY.DAT

The REPORT=HISTORY command provides the following graphing and
reporting options:

*  Generate tabular reports and graphs of performance metrics.
* Generate working graphs of performance metrics in ANSI format.

* (Generate presentation graphs of performance metrics in ReGIS or sixel
format.

¢ Selectively inhibit the generation of graphs based upon performance
thresholds you define.

* Dump the data used to generate reports and graphs into a file from
which custom reports and graphs can be generated by using a package
such as DATATRIEVE or DECgraph.

Command qualifiers allow you to report or graph the following types of
information:

¢ Various classes of performance metrics
¢ A reporting period within the history file

¢ Prime and/or nonprime hours of the day, days of the week, and dates
you define : :

¢ Reporting units of days, weeks, and months

¢ User-defined reporting units, such as months in a fiscal quarter
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¢ Data that is averaged
¢ Statistics for the disks and devices you select
¢  VAXcluster system data on a by node or a by cluster basis

Reports and graphs generated from history files by using the
REPORT=HISTORY command are most frequently used for trend analysis
and management reporting purposes. Reports from a history file can also
be used in system tuning, however, to isolate the causes of disk contention
within a VAXcluster system (see Chapter 8).

The following command produces a tabular report and a graph for a week
beginning August 1 and ending August 7. A final statistics tabular report
will be generated for each day of the week containing default system
metrics of CPU, DISK, 10, MEMORY, PAGE_FAULT, and XQP_CACHE.
Each column on the graph represents CPU utilization statistics for one
day of the week. The week is represented by the entire graph.

$ PERFORMANCE REPORT=HISTORY/SINCE=01-AUG-1988~
/BEFORE=08~AUG-1988 HISTORY.DAT /OUTPUT=REPORT.RPT

The following command produces the same type of report and graph as
the above command; however, the /SINCE and /BEFORE qualifiers specify
a reporting period of one month and the /WEEKLY qualifier specifies

. a reporting unit of one week. A final statistics tabular report will be
generated for each week in the month. The graph represents the entire
month and each column represents a week in the month.

$ PERFORMANCE REPORT=HISTORY/WEEKLY/SINCE=01~-AUG-1988~-
/BEFORE=01-SEP~-1988 HISTORY.DAT /OUTPUT=REPORT.RPT

Chapter 15 describes how to create a history file from log files and
Chapter 16 describes how to generate reports and graphs from data in
a history file.

Chapter 17 describes presentation quality graphs and how to generate
them.

Chapter 18 discusses using the REPORT=HISTORY command to perform
trend analysis for a system.

Chapter 16 describes using the REPORT=HISTORY command for
producing reports and graphs for a VAXcluster system.



5 Introduction to System Tuning

This chapter introduces system tuning using VAX SPM and provides the
following information:

¢  Overview of the system tuning process
¢ Description of VAX SPM performance evaluation tools

* Prerequisites for system tuning

5.1 The Purpose of System Tuning

More than anyone else, a system manager has a vested interest in
system performance. Whether to keep irate users from the door or to
maintain confidence that the system is running at its optimal performance
level, monitoring system performance is an important aspect of system
management.

The most important benefit of a performance investigation is improved
performance. A performance investigation reveals ways that a system
manager can improve system performance: by adjusting the system.
workload or altering the value of system parameters. Users perceive these
improvements, while VAX SPM reports and graphs verify and measure
them.,

A performance investigation provides additional benefits to the system
manager, which are not as easily measured. For example, understanding
system performance allows you to evaluate users’ complaints with a clear
perspective. You are better able to know when to reset their expectations
and when to make modifications to the system. You know which system
resources are saturated and under what workloads.

VAX SPM provides the following tools to help the system manager monitor,
evaluate, and improve performance:

* A variety of reports for "hands-on" tuning

¢ The VAX SPM Performance Analyzer

¢ The Video Display utilities

These tools are used in the context of a tuning methodology based upon

the information in the Guide to VAX/VMS Performance Management,
Chapter 4.
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5.2 Overview of System Tuning

The combined task of investigating system performance and making
adjustments to improve system performance is called system tuning,

System tuning can be divided into the following four steps:

1

Defining the problem—Generate reports from collected data and isolate
hot spots for further investigation.

Diagnosing and isolating the cause of the problem—Use the "hands-on"
approach, the Analyzer, or video displays to determine the cause of a
resource limitation.

Correcting the problem—This includes but is not limited to making
changes to system parameters, rearranging workloads, and/or
scheduling of system resources. Approaches to correcting performance
problems are described in the Guide to VAX/VMS Performance
Management.

Verifying the corrections—To verify the results of your performance
tuning, reproduce the reports or displays that originally showed the
problem. Use current data to verify that the problem no longer exists.
You may use the hands-on approach, the Analyzer, or video displays to
verify your corrections.

5.2.1 Goals of System Tuning

Goals
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Before initiating system tuning, it is advisable to have a clear
understanding of the goals and expectations of the tuning process. These
goals and expectations are:

System tuning addresses chronic (not immediate) problems. Do not
tune a system for a one-time performance problem.

System tuning helps to understand the relationship between the
system workload and system capacity. No amount of tuning can
compensate for a severe lack of resources.

System tuning helps to understand performance complaints. Learn
what is behind perceived performance degradation.

System tuning shows when to tune a system to reallocate resources
more effectively. Not all resource limitations can be remedied by
system tuning.

System tuning evaluates the effectiveness of a tuning operation and
shows when to recognize success and when to stop.
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Nongoals

The following are not reasonable goals or expectations of the tuning
process:

* Capacity planning

¢ RMS tuning

* Application tuning

* DECnet VAX tuning

5.3 VAX SPM Tools for System Tuning

VAX SPM provides tools to help you evaluate your system’s performance.
A summary description of each tool and the chapter in which it is
described is provided below.

5.3.1 Reports for Hands-On System Tuning

In the hands-on approach to system tuning, a variety of graphical and
tabular reports are used. In this approach there are two parts to the
tuning methodology: diagnosing the limiting resource and isolating the
limiting resource. Diagnosing the limiting resource is accomplished by
evaluating VAX SPM tabular reports and is described in Chapter 7.
Isolating the limiting resource is accomplished by evaluating VAX SPM
tabular reports, Process Metrics, and Extended Process Metrics reports as
described in Chapter 8.

The VAX SPM Charge shows a detailed analysis of system resource

use. The Charge utility helps you determine where to focus your tuning
investigations by identifying the accounts that are using the most system
resources. Chapter 20 describes the Charge utility.

If evidence of disk fragmentation is revealed while you are isolating
resource limitations, use the Disk Space Analysis to determine on which
disk fragmentation occurs. The Disk Space Analysis facility is described in
Chapter 10.

If an I/0 bottleneck can be attributed to high disk activity, use the File
Activity display to identify the most active files on these disks. Chapter 9
describes the File Activity display.

If you need to take a closer look at system CPU activity while you
are isolating resource limitations, use the System PC Analysis facility
described in Chapter 11.
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5.3.2 VAXSPM Analyzer

The VAX SPM Analyzer is an automated approach to the tuning
methodology. It evaluates data in a VAX SPM log file to locate system
bottlenecks and make recommendations on how to alleviate them. It
has an interactive tutorial approach, which helps you to learn the
tuning methodology while investigating system performance. You can
use the Analyzer to confirm the results of your investigations using the
tuning methodology or when the tuning methodology fails to identify
any problems. The VAX SPM Analyzer evaluates performance quickly
and produces reports that explain its results and recommendations.
Chapter 13 describes the VAX SPM Analyzer.

5.3.3 Video Graphics Utility

The VAX SPM Video Graphics utility collects current performance data
on a VMS system and displays it on a video terminal. Use the Video
Graphics utility any time you wish to monitor or evaluate current system
performance. There are two video graphics commands:

¢ PERFORMANCE DISPLAY=INVESTIGATE for the Investigate
displays

¢ PERFORMANCE DISPLAY=RESOURCE for the Resource displays
The Investigate video graphics are designed to assist in tuning a single

node system. The Resource video graphics are designed to evaluate
performance for one or more nodes of a VAXcluster system.

Chapter 12 describes the VAX SPM Video Graphics utility.

5.4 Prerequisites to System Tuning
Complete the following tasks before tuning your system:

¢ Eliminate any known hardware problems. System tuning cannot
compensate for hardware problems.

¢ Collect two weeks’ worth of data to establish a baseline of current
system performance. Use this baseline to evaluate improvements
resulting from any adjustments you make to the system. Chapter 3
describes methods of data collection.
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Read the Guide to VAX/VMS Performance Management. This
document provides an overview of system performance and makes
specific recommendations for remedying and avoiding performance
problems. The VAX SPM tuning methodology is based upon the
principles of this book, which are adapted to make use of VAX SPM’s
comprehensive collection and reporting features.

Interview users to learn their perceptions of system performance.
Encourage them to be specific. For example, ask questions to
determine how they were using the system, the exact times of
performance degradation, what actually happened, and so on. You may
find it helpful for users to telephone you when they notice problems on
the system. You can then use the Video Graphics utility to monitor the
system and note the times for further investigation at the end of the
collection period.

To evaluate system performance using the hands-on approach or the
Performance Analyzer, proceed to Chapter 6, "Starting System Tuning."
To evaluate current system performance using the Video Graphic utility,
proceed to Chapter 12, "Evaluating Performance Using Graphic Displays."






6 Starting System Tuning

This chapter describes the following steps required to begin tuning your
system:

¢ Save and optimize system parameters.
* Begin collecting performance data.

¢ Generate and use the Hardware Configuration and System Parameters
reports.

¢ Generate and interpret a System Summary graph.
¢ Isolate a "hot spot" for further investigation.

6.1 Saving and Optimizing System Parameters

The following procedure uses SYSGEN and AUTOGEN. SYSGEN
saves the original values of system parameters so they can be restored
if necessary during the tuning process. AUTOGEN sets the system
parameters to their optimal values for your system’s configuration.

It is strongly recommended that you perform this procedure before you
start to tune your system. If AUTOGEN has been run recently on

your system and you are confident that your system’s parameters have
appropriate values, you may want to perform only the SYSGEN portion of
the procedure. If this is the case, omit steps 2 through 6 and perform only
the first instruction to save a version of the original system parameters
before proceeding to the next section.

1 Save the current parameter values in a parameter file and a list file by
typing the following commands:

$§ SET DEFAULT SYS$SYSTEM:

$ RUN SYS$SYSTEM:SYSGEN

SYSGEN> USE CURRENT

SYSGEN> WRITE nodename BEFORE_yymmdd.PAR

SYSGEN> SET/OUTPUT=SYS$MANAGER: nodename_BEFORE _yymmdd .LIs
SYSGEN> SHOW/ALL

SYSGEN> SHOW/SPECIAL

SYSGEN> EXIT

$ COPY PARAMS.DAT,MODPARAMS.DAT SYS$SMANAGER:*,BEFORE

2 Run AUTOGEN to establish optimal settings:
$ SET DEFAULT SYS$SYSTEM:

$ DELETE PARARMS.DAT.;*,MODPARAMS .DAT:*
$ @SYSSUPDATE:AUTOGEN SAVPARAMS SETPARAMS NOFEEDBACK
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Save the values that AUTOGEN assigned to system parameters
in a list file and reinstate the original values using the following
commands:

$ SET DEFAULT SYSS$SYSTEM:

$ RUN SYS$SYSTEM:SYSGEN

SYSGEN> USE CURRENT

SYSGEN> SET/OUTPUT=SYS$MANAGER:nodename_AFTER—yymmdd.LIS
SYSGEN> SHOW/ALL

SYSGEN> SHOW/SPECIAL

SYSGEN> USE nodename_ BEFORE_yymmdd.PAR

SYSGEN> WRITE ACTIVE

SYSGEN> WRITE CURRENT

SYSGEN> EXIT

Generate a difference file to identify differences between the original
system parameter values and the ones that AUTOGEN assigned.

$ SET DEFAULT SYS$SMANAGER:

$ DIFFERENCES/PARALLEL/OUTPUT=PARAMETERS.DIFF -
nodename BEFORE_yymmdd.LIS -
nodename AFTER yymmdd.LIS

Review the differences between the system parameters and the ones
that AUTOGEN assigned.

Make adjustments to system parameter values for GLBSECTIONS
and GLBPAGES for layered products and applications. To make the
best use of AUTOGEN’s expertise, use the ADD_xxxx, MIN_xxxx,
and MAX xxxx forms for modifying parameter values rather than
supplying absolute values.

Unless you have good reason, do not change the values of NPAGEDYN,
PAGEDYN, LRPCOUNT, IRPCOUNT(V), SRPCOUNT(V), or any ACP_
XXxX parameters.

6.2 Collecting Performance Data
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It is recommended that you collect several days’ worth of performance data
to establish a performance baseline for your system. Use this performance
baseline to measure the results of any adjustments you make to the
system during the tuning process. Chapter 3 describes two methods for
collecting data.

If you have not already begun collecting data and wish to begin tuning,
select a time of high system activity, and collect an hour’s worth of data
using the following command:

$ PERFORMANCE COLLECT=TUNE
Stop the collection process using the following command:

$ PERFORMANCE COLLECT=TUNE/STOP
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6.3 Generating the System Parameters and Hardware Configuration
Reports

The System Parameters report is an alphabetized list of the system
parameters and their values. The Hardware Configuration report lists all
hardware for your VMS configuration. Both reports are useful during the
tuning process.

Use the command below to generate the System Parameters and Hardware
Configuration reports. This command also produces a tabular report.

SPERFORMANCE REPORT=LOG_FILE/TABULAR -
/CLASS= (SYSGEN_PARAMETERS, HARDWARE_ CONFIGURATION) SPM$COLLECT TUNE.DAT

6.3.1 The System Parameters Report

You can use the System Parameters report in two ways: 1) generate this
report before making any modifications to the system for a hard copy of
the original system parameter values, and 2) generate it as necessary
during your tuning investigation to use as a reference for current system
parameter values. Figure 6-1 is an example of a System Parameters
report segment.

Figure 6-1 System Parameters Report Segment

Sysgen Parameters

Parameter Name Current  Parameter Name Current Parameter Name Current

ACP_BASEPRIO 8 ACP_DATACHECK 2 ACP_DINDXCACHE 41
ACP_DIRCACHE 164 ACP_EXTCACHE 64 ACP_EXTLIMIT 100
ACP_FIDCACHE 64 ACP_HDRCACHE 164 ACP_MAPCACHE 8
ACP_MAXREAD 32 ACP_MULTIPLE 0 ACP_QUOCACHE 80
ACP_REBLDSYSD 1 ACP_SHARE 1 ACP_SWAPFLGS 14
ACP_SYSACC 8 ACP_WINDOW 7 ACP_WORKSET 0
ACP_WRITEBACK 1 ACP_XQP_RES 1 ALLOCLASS 255
AWSMIN 50 AWSTIME 20 BALSETCNT 67

BJOBLIM 16 BORROWLIM 326 BREAKPOINTS 3
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6.3.2 The Hardware Configuration Report

The Hardware Configuration report is useful when you are tuning a
remote system or one with which you are unfamiliar and do not have
access to the hardware information. You can also use the Hardware
Configuration report to identify disks and devices for which you do
not wish to collect data. Figure 6-2 is an example of a Hardware
Configuration report segment.

Figure 6-2 Hardware Configuration Report Segment

" Hardware Configuration

System System Node HW Control-
Id Hi Id Lo Name Type Slot Adapter ler Unit Class Type Size

0 20250 GREEN VAX 0 UNKNOWN CSA 1 DIsK RX50 800
2 DiIsSK RX50 800
LTA 0 TERMINAL UNKNOWN 0
6969 TERMINAL LNO03 0
MAILBOX UNKNOWN ©
MAILBOX UNKNOWN 0
MAILBOX LCLMEM MBX 0
MAILBOX LCLMEM MBX 0
MAILBOX LCLMEM MBX 0
MAILBOX LCLMEM MBX 0
MAILBOX LCLMEM MBX 0

MBA

NOOHON -

o n

6.4 Generating a System Summary Graph

The System Summary graph provides a visual representation of system
activity over time. Use the following command to generate System
Summary graphs from the log files that contain collected data:

$ PERFORMANCE REPORT=LOG_FILE/GRAPH=SUMMARY/NOTABULAR SPM$COLLECT_ TUNE.DAT

Figure 6-3 is an example segment of a System Summary graph. The
vertical axis of the system summary graph measures activity as a
percentage of system capacity. This means that the higher the column,
the larger the percentage of system capacity used. The horizontal axis is
calibrated. to represent intervals within the collection period. Each column
represents a collection interval, and every fifth column is labeled with the
time of the activity represented in the column.
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Figure 6-3 System Summary Graph Segment

System Summary (Percent) vs. Time of Day
Each column = 600 seconds /10.00 minutes
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el C IC *CCCCCCCCCCCCCCC**CC  COXCII****TIh*xhknx A\
30% 4C C *C *CCCCCCCCCCCCCCCH*CC*  COQCh*hxkkk Thhkkk /7
IC C CC CCCCCCCCCCCCCCCE**CCC  CCCCCH**kkk Thkkdkkkk A\
jcc CCCCC CCCCCCCCCCCCCCCCXCCCC  CCCCCR**kkkThkkkk k% /7
JCC C I CCCCCICCCCCCCCCCCCCCCC*CCCCC CCCCCHhkkkkkkhhkkhk A\
|CC € CICCCCC*CCCCCCCCCCCCCCCC*CCCCC COCCCOCH*kkhhh kK k% /7
20%  +CCCCCC*CCCCC*CCCCCCCCCCCCCCCCHCCCCCICCCCCCH X hkkhkkkhdkok A\
10% +CCCCCCCCCCCCCCCCCCCCCCCCCCCCC*CCCCCCCCCCCCCH*xhkhkhhkhhsk //
| CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCH Ak %k kK kk AR
| CECCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCHaxkhkhhhkhk //
| CCCCCCCCCCCCCCCCCCCCECCCCCCCCCCCCCCCCCCCCCCH Ak kdkhkhkhk Xk A\
] CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCH* kX khkkhhnk | L, //
R B e T R e it Rttt sttt LT TS ST T AN
07:56 09:36 11:16 12:57 14:37 16:17
08:46 10:26 12:07 13:47 15:27 16:27

"Cc" = CPU Only "*" = CPU & I/0O "I* = I/0 Only "." = Data Unavailable
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Starting System Tuning

Isolating a "Hot Spot"

A "hot spot” is a period of high system activity. Hot spots show where to
focus your tuning investigations to locate resource limitations.

To isolate a hot spot, examine the System Summary graph and look for
columns that approach the top of the graph, close to or beyond the 80%
mark. Look at the bottom of the graph and note the times associated with
these columns. .

For example, in Figure 6-3, columns that reach the top of the graph or
100% of system capacity are for times between 14:37 and 16:27. Therefore,
the hot spot for the graph is between 14:37 and 16:27.

Specify hot spots with the /SINCE and /BEFORE qualifiers, and use the
following format:

DD-MMM~-YYYY:HH:MM
The hot spot in Figure 6-3 would be expressed as follows:
/SINCE="26~MAY-1988:14:37"/BEFORE="26-MAY-1988:16:27"

If you are using the Analyzer to identify the resource limitation, you would
use the following command to identify the hot spot in this example for
analysis:

$ PERFORMANCE ANALYZE=LOG_FILE/SINCE="26-MAY-1988:14:37" -
/BEFORE="26-MAY~1988:16:27" SPM$COLLECT_ TUNE.DAT

If you are using the hands-on approach to identify the resource limitation,
you would use the following command to generate a tabular report for the
hot spot in this example:

$ PERFORMANCE REPORT=LOG_FILE/TABULAR-
/SINCE="26-MAY-1988:14:37"/BEFORE="26-MAY-1988:16:27" SPM$COLLECT_TUNE.DAT

When you have identified hot spots, you can proceed to diagnose the
limiting resource. If you are using the Analyzer, turn to Chapter 13. If
you are using the hands-on approach, turn to Chapter 7.
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7.1

Diagnosing a Resource Limitation

This chapter describes the hands-on approach to system tuning, and
provides the following information about the tuning methodology:

* Overview of the tuning methodology
¢ Instructions for generating and using interval tabular reports

¢ Instructions for diagnosing a resource on your system that is limiting

Overview

The tuning methodology is an orderly approach used by the system

manager or performance analyst to evaluate VAX SPM reports. This
evaluation aims to identify limitations in the three major resources:

memory, I/0, and CPU,

You must first identify a hot spot for your system as described in
Chapter 6. The tuning methodology then consists of four steps:

1 Diagnose the limiting resource.
2 Isolate the limiting resource.

3 Correct the problem.

4 Verify the results.

To diagnose whether memory, I/0, or CPU is the limiting resource, apply
manual tests to the values of fields in the tabular report. These tests are
described in this chapter.

Once you have diagnosed the limiting resource or resources, apply further
tests to isolate the cause of the limitation. Directions for isolating the
cause of limitations are in Chapter 8, Chapter 10, and Chapter 11.

Resources are evaluated in the same order in both the diagnose and

isolate steps of the tuning methodology: memory, I/O, and CPU. This order
is important because a memory limitation may increase the demand on the
other resources, causing the symptoms of an I/0 or CPU limitation. When
you diagnose a resource that is limiting, further investigate that resource.

Once you have isolated the cause of the resource limitation, apply the
approaches described in the VAX/VMS Guide to Performance Management
to correct the problem.

After correcting the problem, verify the results by collecting new data and
generating the reports that initially displayed the problem to ensure it no
longer exists.

If you encounter another limitation during verification, identify a hot spot
and proceed with the tuning methodology until no resources are diagnosed
as limiting.
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Table 7-1 lists the VAX SPM tools to use in each step of the tuning

methodology.

Table 7-1 VAX SPM Tools Used in the Tuning Methodology

Step in Tuning
Methodology

Related Tool

Identify a "hot spot” (see
Chapter 6)

Diagnose the Limiting
Resource (Memory, /O,
CPU)

Isolate the Limiting Resource
(Memory, /O, CPU)

Apply the Remedy
Verify the Results

System Summary Graph

Tabular Report

Process Metrics Report
System Parameters Report
Scheduler States Report
Tabular Report

Process Metrics Report

Extended Process Metrics

Disk Space Report

System PC Ahalysis Report

VAX/VMS Guide to Performance Management
System Summary Graph

Tabular Report

Any report that originally showed the prdblem can be
run again with new data to verify that the problem has
been corrected

If you are unable to identify a resource limitation after analyzing your
performance data, one of the following situations may be true:

* There may be no problem.

¢ TUsers may have improper expectations of available resources.

¢  You may have made an error in your analysis.

If you do identify a limitation but are unable to correct it, one of these

situations may be true:

¢ There may be insufficient resource capacity for the desired response

time and throughput.

¢ Applications may be using system resources in an inefficient manner.
PP y y
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Whatever the outcome of your anlaysis, you may benefit from using the
VAX SPM Analyzer and comparing the results with your evaluations. See
Chapter 13 to learn how to use the VAX SPM Analyzer.

For some systems, tuning cannot help and the only effective way to
remove the limitation is to acquire more of the resource. This means
acquiring more memory, more peripherals, and perhaps a more powerful
or additional CPU.

7.2 Generating Interval Tabular Reports

Note:

The tabular report is most often used in the tuning methodology. VAX
SPM provides two types of tabular reports: interval and final. They
are specified using the /INTERVAL and /TABULAR qualifiers for the
PERFORMANCE REPORT=LOG_FILE command.

A Final Tabular report is a single report that averages interval statistics
for a reporting period. An Interval Tabular report contains statistics for
each interval in the reporting period.

Final Tabular reports are most commonly used for system tuning. There
are two circumstances, however, where Interval Tabular reports are
useful: when isolating the cause of excessive image activations (described
in Chapter 8) and when investigating a hot spot that includes varying
levels of activity. Use the Interval Tabular reports for a detailed view of
system activity for these intervals.

The following command generates Interval Tabular reports:

$ PERFORMANCE REPORT=LOG_FILE/TABULAR=INTERVAL -
/BEFORE=beginning-time of extreme activity within hot spot -
/SINCE=end~time of extreme activity within hot spot =~
SPM$COLLECT_TUNE.DAT

Interval Tabular reports contain statistics for each interval within
the reporting period, and may produce a significant amount of
output.
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Examining Resources

7-4

After identifying performance hot spots, you are ready to apply the tuning
methodology to diagnose the resources that may be limiting performance
on your system.

Use the following command to produce reports for an identified hot spot.

$ PERFORMANCE REP ORT=LOG_FILE /TABULAR=FINAL =
/CLASS=(SCHEDULER, SYSGEN_PARAMETERS) -
/BEFORE=beginning-time-of-hot-spot -
/SINCE=end-time-of-hot-spot SPM$COLLECT TUNE.DAT

The above command produces three reports: the Final Tabular, System
Parameters, and Scheduler States reports. Most of the tests in the
following sections refer to fields in the tabular report; however, there
are two tests that need information from the System Parameters and
Scheduler States reports.

As explained earlier, diagnose the limiting resource by applying tests or
rules for the three main resources: memory, I/O, and CPU (in that order).
The rules for each resource are found in the tables listed below:

Resource Diagnosis Table

Memory Table 7-3
o Table 74
CPU Table 7-5

Some of the rules refer to a CPU factor. To apply these rules, refer to
Table 7-2, CPU Factor by Processor. Locate your CPU type and note the
CPU factor associated with it. Multiply this factor by the number given in
the rule. Compare the result to the value in the rule.

When you find a rule that is true, note the resource and proceed to
Chapter 8 to further investigate the cause of the limiting resource.



Diagnosing a Resource Limitation

Table 7-2 CPU Factor by Processor

VAX Processor CPU Factor VAX Processor CPU Factor
6210 3.0 8810 49
6220 5.2 8820 8.0
6230 7.4 8830 10.0
6240 8.2 8840 11.0
8200 0.8 11/725 0.3
8250 1.1 11/730 0.3
8300 1.4 11/750 0.65
8350 1.7 11/780 1.0
8530 3.5 11/785 1.4
8550 4.9 MicroVAX I 0.75
8600 3.4 MicroVAX 2000 0.60
8650 4.9 MicroVAX 3500 3.0
8700 49 MicroVAX 3600 3.0
8800 8.0

Note: Numerical values provided as part of the rules in the following
sections are guidelines. You may need to modify them for your
workload. Likewise, CPU factors in Table 7-2 are intended as
guidelines for diagnosing resource limitations on your processor
and do not imply relative CPU speeds or performance. For tuning
purposes these numbers are intentionally conservative, especially
in the case of multiple CPUs.

7.3.1 Diagnosing a Memory Limitation

Figure 7-1 is a sample tabular report similar to the one generated by the
command in Section 7.3. In this report, the metrics related to diagnosing
a memory limitation are highlighted. To diagnose a memory limitation,
examine your tabular report using Figure 7-1 as a reference and apply the
rules in Table 7-3.

For example, the first rule in Table 7-3 is:

Free Pages < GROWLIM (System Parameter)

To apply this rule, find the value for Free Pages on your tabular report
and compare it to the value for the system parameter GROWLIM in
your System Parameters report. If the value for Free Pages is less than
the value for GROWLIM, there may be a memory limitation caused

by lack of free memory and you would proceed to Chapter 8 to further
investigate this limitation. Otherwise, this rule does not indicate a
memory limitation and you would apply the next rule. If no rules are
true, proceed to Section 7.3.2.
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Report Date: 3-MAR-1989 11:40 GREEN VAX SPM V3.3 Page 2

KRIIIKKKKKRK KKK KAKKRKK FINAL Statistics [ Y R S e SRRt

uoileliwi 99inosay e Buisoubelq

FHEFAKIIIKKKERIHIKKRRIER Data Analyzed: from 1-MAR-1989 07:58:47.15 to  1-MAR-1989 17:05:00.37 FHKKIKERERHIRAKEHH KK KK

+--—~ AVE Process-Memory Counts ==—4-w-w-== Memory Utilization —==-w=--- +- AVE Mem/CPU =~+#rm-mw—wm—w——w-= Swapper Counts =—-—-=—c-c—m———- +

! 4 ! Queues ! - !

! Proc Balset Free Modify ! Total Paged User Modify ! t Header Header | Swaper !

! Count Count. Pages Pages ! |MEMutlj MEMutl MEMutl MEMutl !] Mem CPU ! | InSWP OutSWP InSWP Out SWP CPU % !

| mmmmee e ——————— | Rl I Hf=e—] -==e- [ e B E e I e T I L e e L !

! 42 40 4586 172 ! 81.3% 72.6% 76.0% 0.9% ! ] o ! 3 3 3 3 0.3% !
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! CPU Total Busy Inter ! H

! ID Idle Wait Stack Kernel Exec Super Usex Compat ! System Task 1
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| cccece ccmcee mmmmmm | mmmeme mmmmmm e mmmmmm e '
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+ e Paging Rates (per second) i + o e +
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t} Page System Pages Read Pages Write Free Modify Bad Dzero Gvalid ‘Prans WritIN ! ! Hard Soft !
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+ - —— —-——— + G e e e e +
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t $2555DBA1 0.4 0.0 0.0 99.9 0.0 0.2 0.0 14992 14992 0.0 35.3 !
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Table 7-3 Diagnosing a Memory Limitation

Rule Probable Cause
Free Pages < GROWLIM (System No Free Memory
Parameter)

Total MEMutl > 90% No Free Memory
Page Faults > 100 x (CPU Factor)’ High Page Faults
System Faults > 1 High Page Faults
AVE Mem Queue > 0 High Swapping
InNSWP > 0 High Swapping
Swaper CPU% > 2 High Swapping

'See Table 72 for the CPU factor associated with your CPU.

7.3.2 Diagnosing an I/O Limitation

Figure 7-2 is a sample tabular report in which the fields related to
diagnosing an I/O limitation are highlighted. Using Figure 7-2 as a
reference, apply the rules in Table 7-4 to fields in your tabular report in
order to diagnose an I/0 limitation.

For example, the first rule in Table 74 is:

Direct I/Os > 30 X (CPU Factor)t

The dagger (1) at the end of the rule refers you to Table 7-2 to determine
the CPU factor. For example, if your processor type is 8600, the CPU
factor is 8.4. Multiply this factor by 30 to obtain 102. Now compare the
value for Direct I/Os on your tabular report with 102. If the value of
Direct I/Os is equal to or greater than 102, you may have an I/0 limitation
and you would proceed to Chapter 8. If the value of Direct 1/Os is less
than 102, proceed to the next test. If none of the rules are true, proceed to
Section 7.3.8.

77



8L

Report Date: 3-MAR-1989 11:40 GREEN VAX SPM V3.3 Page 2

KRR KI KK RKK KKk Ak kkkkkkk
Khkhhkkkkkkkkhkkhkhkkhkhkkxkk

Ahkhkhkhkhkkkkkkkkhkkkkkkkhkkkk
KKKk Kk kkkXhkkhkkkkk

FINAL Statistics

Data Analyzed: from 1-MAR~-1989 07:58:47.15 to 1-MAR-1989 17:05:00.37

+--— AVE Process-Memory Counts -——t4-=-—e-=- Memory Utilization -=—==-- +- AVE Mem/CPU —+-====w=ec———o Swapper Counts «-=r-—w-w—ce——a +
1 ! H Queues ! !
! Proc Balset Free Modify ! Total Paged User Modify ! ! Header Header Swaper !
t Count Count Pages Pages ! MEMutl MEMutl MEMutl MEMutl ! Mem CPU ! InSWP OutSWP InSWP OutSWP CPU % !
| mmemme mmmemm mmmmmee mmeeee | mmmmee mmmem - ————— mm———e ! —m=mm e [ e et L DL L Lt Lt L L e !
! 42 40 4586 172 ¢ 81.3% 72.6% 76.0% 0.9% ! 0 0! 3 3 3 3 0.3% !
o S aae DL DL L E DLttt L L D DL Dbl D Fomme e - - e e ———— ————
+ - ---- CPU Statistics —-=—-=e—ee-ceemr e rce e e e +

! CPU Total Busy Inter ! 1

! ID Idle Wait Stack Kernel Exec Super User Compat ! System  Task !

| === mmmeoo mmeeem meoeme cmemcs mmesms semsee sommee moeoee I e !

! 2 76.8% 0.2% 13.3% 5.4% 0.7% 0.2% 3.3% 0.0% ! 19.7% 3.5% !

! 7 62.1% 0.5% 0.8% 13.2% 2.4% 0.4% 20.4% 0.0% ! 17.0% 20.9% !

+ —— e L EE e et e PP +

Frmm Lost CPU ——t—- - CPU and I/O Overlap —-~-—=—-=---— +

! Page ! !

! Page Swap or Swp ! CPU+IO CPU 1/0 Multi CPU+IO !

! Wait Wait Wait ! Idle Only Only 1/0 Busy !

LR e - | mmmmme emmeme emmeee cmemee —oeeee !

! 3.3% 0.4% 3.4% ! 60.2% 23.7% 9.4% 1.8% 6.7% !

+== - ———— B et +

+ e e Paging Rates (per second) =-—=r=—rm—emc e e e i +
! ! ! !
! Page System  Pages Read Pages Write Free Modify Bad Dzero Gvalid Trans WritIN ! ! Hard Soft !
! Faults Faults Read I/0s Writen I1/0s List List List Faults Faults Faults Prog ! ! Faults Faults !
| mmmmee mmmmme mmmeme mmmmee mmmmes moeme mmmeee - mmmom- —mm—mm memmme e ! L e L et !
! 22.3 0.5 15.0 1.0 5.4 0.1 8.9 5.6 0.0 4.1 2.5 0.0 0.1 ! ! 4.3% 95.7% !
+ - - - -—-- e e T + e +
Fomm— e 1/0 Rates (per second) -—=—=——-=--= + Fomm——— File I/O Rates (per second) —----- + R +
! ' ! ! ! ! AVE !
! §Direct] |Buffrd} Lognam Mailbx Mailbx ! ! Window Window Split Erase File ! ! Open !
! I/0s 1/0s Trans Reads Writes ! { Hits Turns 1/0s 1/0s Opens ! ! Files !
t - -] - ! I A e L L L L ! 1 memem !
! 1.2 8.4 2.0 0.4 0.3 ! ! 2.4 0.0 0.3 0.0 0.2 ! ! 200 !
4-—moome B e L LR + B e e e -- + R +
Frmm File Cache Attempt Rate (per second) ---------- + R ittt File cache Effectivness -—=-—--ccemmmaaao +
! ! ! !
! Dir Dir File File Bit ! ! Dir Dir File File Bit !
! FCB Data Quota Id Hdr Extent Map ! t FCB Data Quota Id Hdr Extent Map !
] —m—mmm mmmmem mmmmeem mmmmmm s e o ! L e e !
! 0.3 0.4 0.0 0.0 0.6 0.2 0.1 ! ! 93.9% 74.4% 0.0% 98.2% 82.4% 94.0% 4.2% !
[FORRRE. D i e et + +- - - ——
o e e e e e - Disk Statistics -—=-r——emere e —————m +

! Work Serv Resp !

! Avail Paging Swping Contlr | Rate Read Remote Time Time  Queue Space '

! % % % % (/s) % 1/0% (ms) (ms) Length Used % !

t mmmem—— mmeeso smeeme mmeeee =] e e - - !

t $255SDBA1 0.4 0.0 0.0 99.9 0.0 0.2 0.0 14992 14992 0.0 35.3 !

! $255%DJA9 1.9 0.3 0.0 i1.3 0.3 26.3 39.2 65 67 0.0 83.5 !

uoneywrt O/f ue Buisoubeiq 103 yoday Jejnqer z—; ainbig

uoljeyiwi 924nosay e Buisoubeiq



Diagnosing a Resource Limitation

Table 7-4 Diagnosing an I/O Limitation

Rule Probable Cause
Direct 1/Os > 30 x {(CPU Factor)' High Direct 11O
Rate(/s) > 15 for any disk High Direct VO
Buffrd I/0s > 100 x(CPU Factor)’ High Buffered /O

'See Table 7-2 for the CPU factor associated with your CPU.

Diagnosing a CPU Limitation

Figure 7-3 is a sample tabular report in which the fields related to
diagnosing a CPU limitation are highlighted. Figure 74 is an example of
the scheduler states section of the tabular report. Using Figure 7-3 and
Figure 7—4 as references, apply the rules in Table 7-5 to the corresponding
fields in your tabular report to diagnose a CPU limitation.

For example, the fourth rule in Table 7-5 is:
System > Task and Task > 25% of the total CPU time

Look at the values for System and Task CPU time in your tabular report.
If System CPU time is greater than Task CPU time, and Task is greater
than 25% of the total CPU time, these values indicate a high system CPU
time and a probable CPU limitation. Proceed to Chapter 8 to further
investigate the CPU limitation. If the rule is not true, proceed to the next
test.
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Diagnosing a Resource Limitation

Figure 7-4 Scheduler States Section of Tabular Report
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Table 7-5 Diagnosing a CPU Limitation

Rule Probable Cause

AVE CPU Queue > 1 Too Many Processes in CPU Queue
Scheduler States Com > 1 Too Many Processes in CPU Queue
Total Idle < 15% No Idie Time

System > Task and Task > 25% of the total  High System CPU Time
CPU time

7.4 Chapter Summary

7-12

There are several steps in the tuning methodology: diagnose, isolate, and
correct the problem, and verify the results of your correction. This chapter
explains the diagnosis phase of tuning.

The following command generates three reports needed to diagnose a
limiting resource: the Final Tabular, System Parameters, and Scheduler
States reports.

$ PERFORMANCE REPORT=LOG_FILE/TABULAR=FINAL -
/CLASS=(SCHEDULER, SYSGEN_PARAMETERS) -

/BEFORE=beginning-time of hot spot/SINCE=end-time of hot spot -
SPM$COLLECT_TUNE.DAT

Table 7-3, Table 7—4, and Table 7-5 contain rules to diagnose memory, I/0,
and CPU limitations, respectively. Any resource for which a rule is true
may be a limiting resource. Once you have diagnosed a limiting resource,
you are ready to isolate the cause as described in Chapter 8.

The two types of tabular report are interval and final. Although Final
Tabular reports are most often used in the tuning methodology, Interval
reports are useful in investigating excessive image activations and hot
spots with varying levels of activity. The following command generates
Interval Tabular reports:

$ PERFORMANCE REPORT=LOG_FILE/TABULAR=INTERVAL -
/BEFORE=beginning-time of extreme activity within hot spot -
/SINCE=end-~time of extreme activity within hot spot -
SPM$COLLECT_ TUNE.DAT
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8.1

Isolating the Resource Limitation

This chapter describes isolating the resource that is limiting system
performance by using VAX SPM reports, and provides the following
information:

¢ Introduction to the process of isolating limiting resources
¢ Instructions for isolating the cause of a memory limitation
* Instructions for isolating the cause of an I/0 limitation

* Instructions for isolating the cause of a CPU limitation

Introduction

In Chapter 7 you used the Final Tabular, System Parameters, and
Scheduler States reports to diagnose a limiting resource on your system.
In this chapter, you will isolate the cause of the limitations using the
Final Tabular report and two additional reports: the Process Metric
and Extended Process Metric reports. These reports contain detailed
information about each process. See the VAX SPM Reference Manual for
descriptions of these reports.

Use the following command to generate Interval Tabular reports and
Interval Process Metrics reports that include standard process metrics,
extended process metrics, and image names.

$ PERFORMANCE REPORT=LOG_FILE/CLASS=(PROCESS:ALL) /TABULAR=INTERVAL -
/NOGRAPH/BEFORE=beginning-time-of-hot~spot/SINCE=end-time-of-hot-spot -
SPMSCOLLECT TUNE.DAT

The procedure for isolating a resource limitation is similar to the procedure
you used for diagnosing a resource limitation. The following sections

are parallel to the discussion in Chapter 4 of the Guide to VAX/VMS
Performance Management and describe how to evaluate VAX SPM reports
to isolate resource limitations. Examine your reports as described and
when you have determined the cause, apply the approaches mentioned
here and discussed in the Guide to VAX/VMS Performance Management to
correct the problem. -

Find the resource you diagnosed as limiting in Chapter 7 in the following
list and turn to the corresponding section to isolate the cause of that
limitation.

¢ Memory as the limiting resource—Section 8.2, Isolating a Memory
Limitation
¢ I/O as the limiting resource—Section 8.3, Isolating an I/O Limitation

¢ CPU as the limiting resource—Section 8.4, Isolating a CPU Limitation

8-1



Isolating the Resource Limitation

8.2 Isolating a Memory Limitation

Examine your reports as described in each of the following sections to
isolate the cause of a memory limitation. :

8.2.1 High Page Faulting

8-2

Look at the tabular report field labeled Page Faults. If this rate is above
100 times the CPU factor for your system, page faulting may be excessive.
(See Table 7-2 for the CPU factor associated with your system.)

There are two types of paging: hard paging (from disk) and soft paging
(from page caches in main memory). Hard paging causes I/0 to disk and
is less desirable than soft paging. Soft paging is less costly to system
performance because it does not require disk I/O.

Table 8-1 describes the composition of the Hard Fault field and Soft Fault
fields in the tabular report:

Table 8-1 Composition of Fault Fields in Tabular Report

Hard Faults Soft Faults

Read I/Os Free List Gvalid
Modify List  Trans
Bad List WritIN Prog
Dzero

Figure 8-1 displays the Paging Rates section of the tabular report.
Figure 8-1 Paging Rates Section of Tabular Report

Paging Rates

Page System Pages Read Pages Write Free Modify
Faults Faults Read 1/Os  Writen 110s List List

62.0 0.6 40.2 6.3 23.9 0.2 9.3 14.8

(per second)
Bad Dzero Gvalid Trans WritiN Hard Soft
List Faults Faults Faults Prog Faults Faults
0.0 17.5 13.6 0.0 0.2 10.2% 89.8%

If your system does not have a high page fault rate, proceed to
Section 8.2.2. Otherwise, examine your reports as described in the
following sections to further isolate the causes of high page faulting.
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8.2.1.1

Too Many Image Activations

Look at the Dzero Fault and Page Fault fields in the Paging Rates section
of the tabular report. A value of Dzero Fault greater than or equal to 50%
of all Page Faults may indicate too many image activations. For example,
in Figure 8-2 the value of Dzero Faults (150.6) is greater than 50% of the
value of Page Faults (280).

In addition, a Hard Fault rate greater than 10% of the Page Fault rate
may indicate too many image activations. In Figure 8-2, the Hard Fault
rate (30) is greater than 10% of the Page Faults (280), possibly indicating
excessive image activations.

Figure 8-2 Tabular Report Segment for Isolating Excessive Image
Activations

Paging Rates

Page System Pages Read Pages Write Free Modify

Faults Faults Read 1/0s Writen I/Os List List
280.0 0.6 40.2 6.3 23.9 0.2 9.3 14.8

{per second)

Bad Dzero Gvalid Trans  WritIN Hard Soft

List Faults ~Faults Faults Prog Faults Faults
0.0 150.6 60.5 0.0 0.2 30.2% 69.8%

Once you have identified excessive image activations, the next step is to
determine the processes responsible for the excessive image activations.
Look at the Image Count column in the Process Metrics report. This
column lists the number of image activations for each process. For
example, in Figure 8-3 B_USER has 16 image activations per interval.

Once you have determined which process is responsible for the image
activations, find out which images are activated. Select a time of

day based upon previous days’ reports during which excessive image
activations usually occur. Using a small sample interval (for example,
10 to 30 seconds), collect tuning data for this time period and generate
Process Metrics Interval reports. The Process Metrics report shows the
names of the images that are activated.
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Figure 8-3 Process Metrics Report Showing Image Count Column

Process Metrics
W
Process /" Image CPUtime
PID Name A\ Count (min)
1
00000100 A_USER \ 0 0.025
00000101 B_USER 4 16 1.020
\ —
00000104 C_USER 1! 8 455
00000105 D_USER \ 2 .099

Figure 8-4 Process with Rapidly Changing Image Name

SDML data collected from 26-OCT-1984 09:15:27 to 26-0OCT-1984 09:15:57

A\ W\ Page Flts Working Set
Process ID Process Name /I CPUtime(min) // /sec Globl/ Priv
\ - \
20200220 V54:B_USER 1/ 0.230 // 30.340 7 251

$255$DJS8:[B_USERJATST.EXE;1

SDML data collected from 26-OCT-~1984 09:15:57 to 26-OCT-1984 09:16:27

\\ A\ Page Fits  Working Set
Process ID Process Name // CPUtime(min} // /sec Globl/ Priv
\ A\
20200220 V54:B_USER 1 0.161 // 25.010 7 180

$255$DJS8:[B_USER]|DRAW.EXE;1
SDML data collected from 26~-OCT-1984 09:16:27 to 26-0CT-1984 09:16:57

\ \ Page Fits Working Set
Process ID Process Name /I CPUtime(min) // /sec Globl/ Priv
A\S W
20200220 V54:B_USER " 0.192 // 39.749 7 260

$255$DJS8:[B_USER]DOCUMENT.EXE;1

Do not collect data at this small sample interval rate for more than an
hour because this creates a rather large log file. If you have limited disk
space on your system, refer to the VAX SPM Reference Manual to estimate
the size of a log file and adjust your collection time and sample interval
accordingly.

Examine several consecutive pages of the Process Metrics report, looking
for processes whose image name is changing rapidly. These processes may
cause excessive page faults. Figure 84 is an example.
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8.2.1.2

Inappropriate Automatic Working Set Sizes

The most common cause of page faulting problems is inappropriate
working set sizes. The system allocates working set sizes according to
the values of the user authorization file (UAF) parameters WSDEFAULT,
WSQUOTA, and WSEXTENT. If your system is short on memory,
redistribute the working set sizes so that active processes get more
memory. The VMS Authorize Utility Manual describes how to change
the value of UAF parameters.

Look at the Process Metrics and Extended Process Metrics reports.
Processes with inappropriate working set sizes may be distinguished

in two ways: by a small working set size with a high page fault rate or by
a large working set size with a low page fault rate.

For example, in Figure 8-5 process E_USER has a page fault rate per
second of 360, a global working set size of 47, and a private working set
size of 104. Process I_USER has a page fault rate of 2 per second, a global
working set of 308 pages, and a private working set size of 341 pages.
Both processes exhibit symptoms of inappropriate working set sizes.

Figure 8-5 Process Metrics for Inappropriate WS Size

Process Metrics

A\ \\ Page Flts Working Set
Process ID-  Process Name // CPUtime(min) // /sec Globl/ Priv
W\ \
00000B09 A_USER 1 0.000 1 0.000 136 264
00000B8E B_USER A\ 0.000 \ 0.000 35 135
00000815 C_USER 1/ 0.583 1" 9.622 32 618
00000098 D_USER A\} 0.001 A\ 0.000 0 319
00000C19 E_USER 1 0.160 I 360.340 47 104
A\} A\ — —
0000009A F_USER 1 0.000 1/ 0.000 85 299
000000A3 G_USER \ 0.000 \ 0.000 166 253
000009B7 H_USER /" 0.022 1/ 0.003 105 151
000007C0 I_USER \ 0.436 \ 2.102 308 341
" 1 — e
A\ \

Look for processes that fault heavily but have small working sets. These
processes have working sets that are too small for their workload. You
may decide to increase WSQUOTA and WSEXTENT for these processes.

Look for processes that have large working sets but are not particularly
active (low page fault rate). These processes have more memory than they
need. Reducing WSQUOTA and/or WSEXTENT for these processes allows
other processes to use the memory.

If your system has ample memory, increase the working set parameter
values for heavily faulting processes.
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8.2.13

Inappropriate Working Set Adjustment Parameters
The rapid fluctuation of process working set sizes from interval to
interval may indicate that working set adjustment parameters may have

inappropriate values.

From previous days’ reports, select a time when high page faulting is most
likely to occur. For this time, collect tuning data using a small sample
interval (for example, 10 to 30 seconds).

Do not collect more than one hour’s data because the log file will get.very
large. If you have limited disk space on your system, refer to the VAX
SPM Reference Manual to learn how to estimate the size of a log file, and
adjust your collection time and sample interval accordingly.

Generate Interval Process Metrics reports. Examine the reports, looking
for processes whose working set sizes fluctuate rapidly.

In Figure 8-6, the private working set size for process A_USER grew from
293 to 325 pages, then went down immediately to 150, close to the value
of the system parameter SWPOUTPGCNT at 157 pages. Notice that the
page faults per second vary in the same manner that working set sizes

vary.

Figure 86 Process Metric Reports Showing Fluctuating Working Set

Sizes

5 data collected from 24-OCT-~-1984

11:16:27 to 24-OCT-1984 11:16:37

A\} \\ Page Flts Working Set
Process ID Process Name  // CPUtime(min) // /sec Globl/ Priv
A\ \
20200220 V54:A_USER " 0.120 // 12.340 7 293

6 data collected from 24-OCT~1984

11:16:37 to 24-0CT-1984 11:16:47

A\} \\ Page Flts Working Set
Process ID Process Name  // CPUtime(min) // /sec Globl/ Priv
A\ A\
20200220 V54:A_USER 1 0.100 // 2.0 8 325

7 data collected from 24-OCT~-1984

11:16:47 to 24-0CT-1984 11:16:57

\ \\ Page Flts Working Set
Process 1D Process Name  // CPUtime(min) // /sec Globl/ Priv
A\ A\
20200220 V54:A_USER 1" 0.160 // 60.330 7 150




Isolating the Resource Limitation

System default values for automatic working set adjustment (AWSA)
parameters as set by AUTOGEN are normally adequate; do not modify
key parameter values without a thorough understanding of the entire
automatic working set adjustment mechanism. In addition, the VAX/VMS
System Generation Utility Manual provides information about system
parameters, their optimal values, and how to change them when necessary.

If AWSA parameters are out of adjustment, excessive paging can
result. The following list describes some AWSA problems and some
recommendations for resolving them:

AWSA may not be increasing working set sizes quickly enough to
respond to faulting. Adjust WSINC, PFRATH, and AWSTIME, and
consider adjusting WSDEFAULT and WSQUOTA of the offending
processes.

The voluntary decrementing feature of AWSA may cause oscillation
in which working set sizes never stabilize but grow and shrink.
This oscillation is accompanied by page faulting. Turn off voluntary
decrementing by setting PFRATL=0.

AWSA shrinks working set sizes too quickly. Decrease WSDEC and/or
PFRATL.

Processes achieve very large working set sizes and maintain those
sizes. They do not page fault but other processes do. Turn on
voluntary decrementing by setting PFRATL to nonzero. This is the
exception rather than the rule.
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8.2.1.4

Inappropriate Memory Loan Parameters

Look at the tabular report fields Free Pages and Page Faults. If there
is enough free memory but a high number of page faults, memory loan
parameters may be inappropriate.

Figure 8-7 is an example of a tabular report displaying symptoms of
inappropriate values for memory loan parameters. The tabular report
shows an ample amount of free memory (Free Pages has a value of
2817) and a high number of Page Faults (147). This report is for a VAX-
11/750 system for which a page faulting rate above 65 is considered high.
(Table 7-2 shows a CPU Factor of .65 for a VAX-11/750. This figure is
multiplied by 100 as described in Table 7-3 to determine that a page fault
above 65 is high for a VAX-11/750.)

Figure 8—7 Free Memory + High Page Faults

— AVE Process-Memory Counts — Memory Utilization

Proc Balset Free  Modify Total Paged User Modify
Count Count Pages Pages MEMutl MEMutl MEMutl MEMuti

53 . 50 2817 251 94.9% 93.6% 93.1% 2.1%

Paging Rates

Page System Pages Read Pages Write Free Modify
Faults Faults Read /Os  Writen I10s List List

147.9 0.6 40.2 6.3 23.9 0.2 9.3 14.8

Another symptom of inappropriate memory loan parameters may be
observed in the Extended Process Metrics report. Look for a lot of
processes that have their working set sizes approaching their WSEXTENT
values while other processes are swapped out. For example, in Figure 8-8
process B_USER has a WS Extent value of 3000 and an AVE Virt working
set size of 2995, and D_USER has a WS Extent value of 250 and an

AVE Virt working set size of 245. Examining the Process Metrics reports
for this interval reveals that processes A_USER and F_USER are both
swapped out as shown in Figure 8-9.
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Figure 8-8 Extended Process Metrics Report Showing Inappropriate
Memory Loan Parameters

Extended Process Metrics
\
" LS MIN AVE MAX
PID User Name \\ Extnt Virt Virt Virt
/i
2AE00081 \ 0 0 0 0
2AE00086 SYSTEM I 512 864 864 864
2AE00087 B_USER A\ 3000 2500 2995 3300
/I
2AE00088 D_USER \ 250 200 245 300
// emam— —
2AE0008C SPM_USER \\ 2482 2482 2482 2482
2AE00092 DECNET /" 2482 7270 7270 7270

Figure 8-9 Example of a Process Metrics Report Showing Inappropriate
Memory Loan Parameters

Process Metrics

\ // Page Flts  Working Set
Process ID Process Name // CPUtime(min) \\ /sec Globl/ Priv
\ /"
20200302 V72:A_USER Il e———————— swapped out —————m e
\ A\
20200304 V73:B_USER 1" 0.012 7 0.000 85 299
20200220 V54:C_USER A\ 0.239 A\ 1.340 112 498
202002ADV59:D_USER /" 0.004 1 0.000 166 253
202002B0 V60:E_USER W\ 0.000 W\ 0.000 29 31
202002BCVe65:F_USER /  e——————— swapped oUt ———— e
A\ /"
2020021D V65:G_USER /" 0.300 A\ 0.900 286 592
202002BF V65:H_USER A\ 0.000 1" 0.000 29 31

The following are possible causes of the symptoms that indicate
inappropriate values for memory loan parameters:

¢ BORROWLIM is too high and the system is not loaning memory.

* PFRATH may be too high, forcing processes into high fault rates before
they are given additional memory.

¢ WSEXTENT may be too low so that processes reach their limit and are
still faulting heavily.

e If BORROWLIM or GROWLIM are too generous (set too low), memory
may be given away inappropriately.
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8.2.1.5

Inappropriate Swapper Trimming
Look at the Process Metrics and Extended Process Metrics reports,

especially the active processes (top faulting processes with some CPU

time). If many active processes have working set sizes at their WSQUOTA

value or that of SWPOUTPGCNT, idle processes are not getting swapped
and active processes are getting trimmed.

For example, in Figure 8-10 processes C_USER and D_USER are active
processes (with 0.160 and 0.30 CPU time and 109 and 95 page faults per
second, respectively) while processes B_USER, E_USER, and F_USER are
inactive and not swapped out.

Figure 8-10 Process Metrics Report Showing Inappropriate Swapper

Trimming

Process ID Process Name

Process Metrics

\

// CPUtime(min)

Page Flts Working Set

/sec

20200302 V72:A_USER
20200304 V73:B_USER

20200220 V54:C_USER
202002AD V59:D_USER

202002B0 V60:E_USER
202002B0 Ve65:F_USER

\\
"
\
1
A\
1"
\
/!
A\Y
"
A\
"

0.024
0.000

0.160

0.307

10.183
0.000

109.431

95.020

0.000

0.000

Giobl/ Priv
29 31
29 31
29 121
29 121
29 31
29 31
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Another symptom of inappropriate swapper trimming occurs when the
value of SWPOUTPGCNT is too large. When this happens, some processes
get swapped out while other processes use little or no CPU time. For
example, in Figure 8-11 processes B_USER, D_USER and F_USER are
swapped out while processes A_USER, C_USER, and E_USER are not

using any CPU time.

Figure 8-11 Process Metrics Report Showing SWPOUTPGCNT Too

Large
Process Metrics
\ \ Page Flts Working Set
Process ID Process Name  // CPUtime(min) 1 /sec Globl/ Priv

20200302 V72:A_USER /\/\ 0.000 >> 0.000 29 121
20200304 V73:B_USER » --—---\\——--- swapped out ——————me
20200220 V54:C_USER » 0.000 « 0.000 29 121
20200zAD V59:D_USER » ——-———--f/-———— swapped out ————————
202002B0 V60:E_USER » 0.000 » 0.000 29 121
202002B0 V65:F_USER 22 -———-—\\-—-‘-—— swapped out ———————
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8.2.2 Balance Set Count Too Small

Look at Proc Count, Balset Count, and Free Pages fields on the tabular
report. If Balset Count is significantly less than Proc Count, and the
value of Free Pages is adequate, then the balance set count is too low.
Figure 8-12 is an example of a tabular report showing Balset Count with
a value of 40, which is significantly less than Proc Count whose value is
54 while there are 8578 Free Pages.

Figure 8-12 Tabular Report Segment Showing Balance Set Count Too
Small

AVE Process—Memory Counts

Memory Utilization

Proc Balset Free Modify Total Paged User Modify
Count Count Pages Pages MEMuti MEMutl MEMutl MEMutl
54 40 8578 264 47.6% 387.8% 34.9% 2.0%

8.2.3 A Few Active Processes Consuming Memory

8-12

A few large compute-bound processes may consume memory at the expense
of a number of smaller processes. A few processes with extremely large
working sets (working set sizes approaching the value of WSEXTENT
when they should not be) may cause other processes to swap. For example,
a low priority compute-bound process is less likely to be swapped than one
that performs terminal /0. When the latter process goes into terminal I/O
wait, it may be outswapped.

In Figure 8-13 processes C_USER, E_USER, and H_USER have large
working set sizes and are using significant amounts of CPU time, while
process F_USER is swapped out.
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Figure 8-13 Compute-Boi.md Processes Consuming Memory

Process Metrics
A\ \\ Page Flts Working Set
Process ID Process Name // CPUtime(min) /! /sec Globl/ Priv

\\S \
20200302 V72:A_USER /" 0.053 // 1.183 453 715

\ \ —
20200304 V73:B_USER /" 0.000 // 0.000 29 31
20200220 V54:C_USER A\ 0.160 W\ 8.340 30 270

— /" 4

202002ADV59:D_USER A\ 0.000 \\ 0.000 29 31
202002B0 V60:E_USER /" 0.107  // 1.590 307 821

\\ \ ——
202002BCV65:F_USER I e swapped out ——m——mmiemm
202002C1 V65:G_USER \\} 0.000 // 0.000 29 31
20200203 V85:H_USER /" 0.791  \ 2.204 391 592

A\ " —

Decreasing DORMANTWAIT may help provide more memory for smaller
processes by causing large processes to swap out if the large processes are

above their working set quota.

You can also suspend the large process with the DCL command SET
PROCESS/SUSPEND. This allows the swapper to trim the process to
its SWPOUTPGCNT value, freeing memory for other processes. As long
as memory is tight, automatic working set adjustment will prevent the
compute-bound process from growing beyond its WSQUOTA again.

Whatever action you take, examine the underlying cause of the problem.
For example, WSQUOTA may be too large for the process.
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Isolating the Resource Limitation

Large Process with Swapping Disabled

8-14

Inactive processes (no page faulting) with large working sets may have
swapping disabled. This means they cannot be swapped out, and retain
memory at the expense of other processes.

Look at the Process Metrics report for inactive processes with large
working sets. For example, in Figure 8-14 process B_USER is using
little or no CPU time and is inactive (indicated by a lack of page faults).
Processes D_USER and G_USER are swapped out. Process B_USER has
a working set of 351 global and 619 private pages, which could be made
available to active processes if it were swapped out. The next step is to see
if process B_USER has swapping disabled.

Figure 8-14 Large Processes with Swapping Disabled

Process Metrics

A\ W\ Page Flts Working Set
Process ID Process Name /1 CPUtime(min) !y Isec Giobl/ Priv
A\t A\
20200302 V72:A_USER 7 0.004 1" 2.183 78 209
20200304 V73:B_USER \ 0.002 A\ 0.000 351 619
—————e /" /" — s
20200220 V54:C_USER A\ 0.153 \ 9.766 7 293
202002AD V59:D_USER "N e swapped out ————————
\ 1
202002B0 V60:E_USER 1" 0.000 W 0.000 39 31
202002BC V65:F_USER W 0.000 17 0.000 29 31
202002C1 V65:G_USER Il eee————— swapped out ———————n
A\ A\
20200203 V65:H_USER n" 0.000 /" 0.000 29 31
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You can invoke the system dump analyzer (SDA) with the DCL command
ANALYZE/SYSTEM to determine if swapping is disabled. Use the SDA
command SHOW PROCESS to see if any process status line has a status
of PSWAPM (prohibit swap mode).

$ ANALYZE/SYSTEM

VMS System analyzer

SDA> SHOW SUMMARY

Current process summary

Extended Indx Process name Username State Pri PCB PHD Wkset
= PID == ===+ mrrcemccceeccceee e cccem—m—- meeme e s rEe—r cemme—e——- —-———
20400201 0001 SWAPPER HIB 16 80002748 800025C8 0
20400206 0006 ERRFMT SYSTEM HIB 8 8042EB40 80924400 115
2040046E O06E SPM_USER SPM LEF 24 80468C90 81AF3CO00 468
20400472 0072 V71:A_USER A_USER LEF 8 80468B60 81955400 1080
20400673 0073 RA3:B_USER B_USER CUR 6 8046FFCO 839B7400 876
20400474 0074 V72:C_USER C_USER LEF 4 80468280 81886000 759
20400477 0077 v74:D_USER D_USER LEF 8 8046A260 81BC3000 266

SDA> SET PROCESS/INDEX=006E
SDA> SHOW PROCESS

Process index: O06E Name: SPM USER Extended PID: 2040046E

Process status: 00040011 RES, PSWAPM, PHDRES

If a process has swapping disabled, consider whether it should be made
swappable. A process should have swapping disabled in the following
cases:

* Most real-time processes should not be swapped.
* The owner of the process may have valid reasons why the process
should not be swapped.

If the owner of the process agrees, enable the process for swapping with
DCL command SET PROCESS/SWAPPING (requires PSWAPM privilege).

If the offending process is a disk ACP (ODS-1 only), set the system
parameter ACP_SWAPFLGS appropriately and reboot the system. See
the VAX/VMS System Generation Utility Manual for further information.

8.2.5 Inappropriate Page Cache Sizes
Page Cache Too Large

If the overall fault rate is high and the faults are mostly soft faults, the
page cache may be too large. This may also be accompanied by swapping
and extensive free and modified page lists. The page cache is using
memory that could be made available for working sets. For example, too
large a page cache may be indicated in Figure 8-15. The Page Fault rate
is 200 and the Soft Fault rate is 89%, accompanied by a Modified Page list
of 1000 pages.

8-15
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Figure 8-15 Tabular Report Segment for Determining Too Large a Page
Cache

——— AVE Process—-Memory Counts

Proc  Balset Free Modify
Count Count  Pages Pages

54 40 8578 1000

— AVE Mem/CPU -———————— Swapper Counts

Queues
Header Header Swaper
Mem CPU INSWP  OutSWP InSWP OutSWP CPU %
3 2 2 7 0 0 2.3%
Paging Rates
Page System Pages Read Pages Write Free  Modify
Faults Fauits Read 1/O0s Writen 1/0s List List
200.0 0.6 40.2 6.3 23.9 0.2 9.3 14.8

(per second)
Bad Dzero Gvalid  Trans WritIN Hard Soft
List Faults Faults Faults Prog Faults Faults
0.0 60.5 150.6 0.0 0.2 11.2% 89.8%

Page Cache Too Small

If the overall faulting rate is low while the hard fault rate is high, the
page cache may be ineffective; that is, the free page list and/or modified
page list is too small. There is ample memory for working sets but the
caching effectiveness is low.

For example, in Figure 8-16 the Page Fault rate is low at 32 per second,
while Hard Faults account for 83% of all page faults. Values for the Free
Pages and Modify Pages fields may indicate that these lists are small;
therefore, the page cache may be too small.

The sizes of the page caches are controlled by the system parameters
FREELIM, FREEGOAL, MPW_LOLIMIT, and MPW_THRESH, You may
need to modify these parameters to achieve appropriate page cache sizes.
The objective is to balance the page cache size against user memory.
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Figure 8-16 Tabular Report Segment Indicating Too Small a Page
Cache

— AVE Process-Memory Counts

Proc Balset Free  Modify
Count Count Pages Pages

60 54 632 321

Paging Rates

Page System Pages Read Pages  Write Free  Modify
Faults Faults Read 1/0s Writen I/Os List List

32.0 0.6 40.2 6.3 23.9 0.2 9.3 14.8

(per second)

Bad Dzero Gvalid Trans  WritiN Hard Soft
List Faults Faults Faults Prog Faults Faults
0.0 60.5 150.6 0.0 0.2 89.8% 11.2%

8.2.6 System Working Set Too Small

Look at the tabular report field System Faults (under Paging Rates). If
this value is greater than 1.0, the current system working set size may
be too small. For example, in Figure 8~17 the System Faults field has a
value of 1.6, which may indicate that the system working set is too small.

The presence of system page faults may indicate that the system needs a
larger working set. If there is adequate free memory, increase the system
parameter SWSMWCNT by 50-page increments until the system fault 