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GUIDE TO TECHNICAL DOCUMENTATION

This Manual is one of a set that documents the
Convergent™ Family of 1Information Processing
Systems. The set can be grouped as follows:

Introductory
Installation Guide
Operator's Guide
Executive Manual

Hardware
Workstation Hardware Manual
AWS-210 Hardware Manual
Peripherals Hardware Manual

Operating System
CTOS™ Operating System Manual
System Programmer's Guide
System Utilities Manual
Batch Manual

Programming Languages
COBOL Manual
FORTRAN Manual
BASIC Manual
Pascal Manual
Assembly Language Manual

Program Development Tools
Editor Manual
Debugger Manual
Linker/Librarian Manual

Data Management Facilities
ISAM Manual
Forms Manual
Sort/Merge Manual

Text Management Facilities
Word Processing Manual
Font Designer Manual

Communications
Asynchronous Terminal Emulator Manual
3270 Terminal Emulator Manual
2780/3780 RJE Terminal Emulator Manual

This section outlines the contents of these
manuals.
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Introductory

Hardware

The Installation Guide describes the procedure
for unpacking, cabling, and powering up a system.

The Operator's Guide addresses the needs of the
average user for operating instructions. It
describes the workstation switches and controls,
keyboard function, and floppy disk handling.

The Executive Manual describes the command
interpreter, the program that first interacts
with the user when the system is turned on. It
specifies commands for managing files and
invoking other programs such as the Editor and
the programming language compilers.

The Workstation Hardware Manual describes the
mainframe, keyboard, and video display. It
specifies system architecture, printed circuit
boards (Motherboard, Processor, I/0-Memory, Video
Control, ROM Expansion, and RAM Expansion),
keyboard, video monitor, Multibus interface,
communications interfaces, power supply, and
environmental characteristics of the workstation.

The AWS-210 Hardware Manual describes the
mainframe, keyboard, and video display of the
AWS-210 workstation. It specifies architecture,
theory of operation of the printed circuit
boards (Motherboard, Deflection, and CPU),
keyboard, video monitor, expansion interface,
communications interface, power  supply, and
environmental characteristics of the workstation.

The Peripherals Hardware Manual describes the
disk subsystems. It specifies the disk
controller Motherboard, controller boards for the
floppy disk and the Winchester disks, power
supplies, disk drives, and environmental
characteristics.

Operating System

The CTOS™ Operating System Manual describes the
Operating System. It specifies services for
managing processes, messages, memory, exchanges,
tasks, video, disk, keyboard, printer, timer,
communications, and files. In particular, it
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specifies the standard file access methods: SAM,
the Sequential Access Method; RSAM, the Record
Sequential Access Method; and DAM, the Direct
Access Method.

The System Programmer's Guide addresses the needs
of the system programmer or system manager for

detailed information on Operating System
structure and system operation. It describes (1)
cluster architecture and operation, (2)

procedures for building a customized Operating
System, and (3) diagnostics.

The System Utilities Manual describes utilities
such as Backup Volume, IVolume, Restore, Change
Volume Name, PLog, Maintain File, Dump, etc.

The Batch Manual describes the Dbatch manager,
which executes batch jobs under control of job
control language (JCL) files.

Programming Languages

The COBOL, FORTRAN, BASIC, Pascal, and Assembly
Language Manuals describe the system's
programming languages. Each manual specifies
both the language itself and also operating
instructions for that language.

The Pascal Manual is supplemented by a popular
text, Pascal User Manual and Report.

The Assembly Language Manual is supplemented by a
text, the Central Processing Unit, which
describes the main processor, the 8086. It
specifies the machine architecture, instruction
set, and programming at the symbolic instruction
level.

Program Development Tools

The Editor Manual describes the text editor.

The Debugger Manual describes the Debugger, which
is designed for use at the symbolic instruction
level. Together with appropriate interlistings,
it can be used for debugging FORTRAN, Pascal, and
assembly language programs. (COBOL and BASIC, in
contrast, are more conveniently debugged using
special facilities described in their respective
manuals.)
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Data Management

Text Management

Communications

The Linker/Librarian Manual describes the Linker,
which 1links together separately compiled object
files, and the Librarian, which builds and
manages libraries of object modules.

Facilities

The ISAM Manual describes the multikey Indexed
Sequential Access Method. It specifies the
procedural interfaces and shows how these
interfaces are called from the various languages.

The Forms Manual describes the Forms facility
that includes (1) the Forms Editor, which is used
to interactively design and edit forms, and (2)
the Forms run time, which is called from an
application program to display forms and accept
user input.

The Sort/Merge Manual describes (1) the Sort and
Merge utilities that run as a subsystem invoked
at the Executive command 1level, and (2) the
Sort/Merge object modules that can be called from
an application program.

Facilities

The Word Processing Manual describes the word
processor. It specifies the interactive word
processor and the list processor that merges text
from records into the blanks of a form document.

The Font Designer Manual describes the
interactive utility for designing new fonts
(character sets) for the video display.

The Asynchronous Terminal Emulator Manual
describes the asynchronous terminal emulator.

The 3270 Terminal Emulator Manual describes the
3270 emulator package.

The 2780/3780 RJE Terminal Emulator Manual
describes the 2780/3780 emulator package.
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SUMMARY OF CHANGES

This edition (A-09-00006-01-D) of the CTOS™
Operating System Manual differs from the
preceding one (A-09-00006-01-C) as summarized

below. Some of the enhancements are not
compatible with previous versions of the
software.

The CTOS Operating System (0OS) is now available
in two versions:

o one version, the compact version, supports
execution of one application system at a
time, and

o the other version supports execution of
concurrent application systems.

The compact system, which supports execution of
application systems one at a time, is similar to

previous versions of CTOS. It provides all CTOS
functions except application partition
management.

Application Partition Management

Application partition management enables any
number of concurrent application systems to be
executed, each in its own application
partition. Interactive application systems are
executed in the primary application partition,
while noninteractive application systems are
executed in secondary application partitions.

The "Overview" and "Concepts" sections, as well
as the multitasking and other sections, are
modified to accommodate execution of concurrent
application systems. The changes include the
following.

The new "Application Partition Management"
section describes the concepts and operations for
creating and controlling secondary application
partitions.

The "Memory Management" section includes the
memory organization of application partitions for
both compact systems and systems supporting
concurrent application systems.
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Queue Manager

Printing

The new operation GetUserNumber in the "Process
Management" section allows a process to determine
its user number. Each application system has a
unique user number.

The concept of exit run files is introduced in
the "Task Management" section. An exit run file
is a wuser-specified file that 1is 1loaded and
activated when an application system exits its
partition. The +two new operations in this
section are SetExitRunFile, which establishes a
new exit run file, and QueryExitRunFile, which
returns the name, password, and priority of an
exit run file.

Each application partition has a Variable-Length
Parameter Block and an Application System Control
Block (see the "Parameter Management" section),
as well as other data structures describing the
application system executing in the partition
(see Appendix E).

The new operation GetpASCB in the "Parameter
Management" section returns the address of the
Application System Control Block in an
application partition.

System services can now be dynamically installed
in secondary application partitions, as well as
in system memory. The part of system memory in
which system services can be dynamically
installed is now called extended system
partitions. See the "System Services Management"
section.

The queue manager maintains queues for the new
batch manager (see the Batch Manual), the printer
spooler (see the System Utilities Manual), and
other Convergent or user application systems.
See the new "Queue Management" section.

The printer spooler now provides capabilities not
previously available. A printer spooler can be
installed in any cluster workstation, and the
printers can be reconfigured dynamically. More
than one printer spooler can serve the same queue
of print requests. Security is provided by an
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option that requires a password to be entered
from the workstation where the printer is located
before a file is printed.

The printer spooler 1is now described in the
System Utilities Manual.

The "Printer Spooler Management" section now
describes only two operations, both new.
ConfigureSpooler changes the printer spooler
configuration, and SpoolerPassword sends a file
password to the printer spooler.

Local File System

Workstations

A cluster workstation with a local file system
can access files on local mass storage as well as
files on mass storage at the master
workstation. The 0S can be bootstrapped from a
cluster workstation's local file system or from
the master workstation. When bootstrapped from
the local file system, the cluster workstation is
immune from system failures at the master
workstation. See the "File Management" section.

The AWS family of workstations is now supported,
consisting of the AWS-210, AWS-220, AWS-230, and
AWS-240 workstations.

The IWS family of workstations now includes the
IWS-110 and 1IWS-120 workstations. The IWS-120
workstation was previously called the monitor
workstation (MWS).

Additional Changes

The "File Management" section on the system
volume includes the following changes:

o the standard character font CTFont is renamed
Sys.Font,

o the Executive and Debugger initialization
files are now described in the System
Programmer's Guide, and
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o the $ Directories now expand to a form that

includes the application system's user number
rather than the workstation number.

The "Sequential Access Method" section includes
the following new features:

o the X.25 virtual circuit device,
configuration file device, and Dbyte stream,
and

o three printing modes (normal, image, and

binary) for printer spooler byte streams,
which affect the SetImageMode operation.

In the "video Management" section, the Video
Control Block is expanded.

In Appendix A, new status codes are added.

In Appendix B, the standard character set 1is
modified.

In Appendix D, new request codes are added.

Appendix E is renamed "Data Structures" and now
includes an expanded System Common Address Table,
new data structures for application partition and
batch management, and an expanded System
Configuration Block (previously Appendix H).

Appendix F is now a section named "Conventions
Used in This Manual" and has been moved to the
front of the Manual (immediately before
"Overview").
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CONVENTIONS USED IN THIS MANUAL

Numbers

Memory Address

Variable Names

Prefixes

Numbers are decimal except when suffixed with "h"
for hexadecimal. Thus, 10h = 16 and OFFh = 255.

Memory address refers to the 1logical memory
address. (See the "Memory Management" section.)

Variables are named according to a formal
convention. Some of the characteristics of the
variable can be inferred from its name.
Parameters used in procedure definitions and
fields of request Dblocks and other data
structures are named according to this
convention.

A variable name is composed of up to three
parts: a prefix, a root, and a suffix.

The prefix identifies the data type of the
variable. Common prefixes are:

b byte (8-bit character or unsigned number),

c count (unsigned number),
f flag (TRUE = OFFh or FALSE = 0),

i index (unsigned number),

n number (unsigned number) (same as "c"),

o offset from the segment base address (16
bits),

P logical memory address (pointer) (32 bits
consisting of the offset and the segment
base address),

q quad (32-bit unsigned integer),
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rg array of...,
s size in bytes (unsigned number), and
sb array of bytes where first Dbyte is the
size.
Prefixes can be composed. Common compound

prefixes are:

cb

pb

rgb

Roots

count of bytes (the number of bytes in a
string of bytes),

(logical memory address of) a

and

pointer to
string of bytes,

array of bytes.

The root of a variable name can be unique to that

variab

compound of the two.

dcb
erc
exch
fcb
fh
lfa
ph
geh
rq

ucb

Suffixes

selected from the 1list below, or a

Common roots are:

le,

Device Control Block,
status (error) code,
exchange,

File Control Block,
file handle,

logical file address,
partition handle
queue entry handle
and

request block,

User Control Block.

The suffix identifies the use of the variable.
Suffixes are:

Last

XXX
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Max

Ret

Examples

the maximum length of an array or buffer
(thus one greater than the largest
allowable index), and

identifies a variable whose value is to
be set by the called process or procedure
rather than specified by the calling
process.

Here are a few examples of variable names:

cbFileSpec the count of bytes of a file
specification,

ercRet the status code to be returned to
the calling process,

pbFileSpec the memory address of a string of
bytes containing a file
specification,

pDataRet the memory address of an area into
which data is to be returned to
the calling process,

ppDataRet the memory address of a 4-byte
memory area into which the memory
address of a data item is to be
returned to the calling process,

PRqg the memory address of a request
block,

psDataRet the memory address of a (2-byte)
memory area into which the size of
a data item is to be returned,

sData the size (in bytes) of a data
area,

sDataMax the maximum size (in bytes) of a
data area, and

ssDataRet the size of the area into which

the size of a data item is to be
returned.
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1 OVERVIEW

The CTOS Operating System, like the Convergent
Family of Information Processing Systems, was
developed to meet the broad needs of OEM system
builders. The underlying concept is foundation

software: the commitment to support the system
builder's need to develop a system with its own
special devices, its own look, its own feel.

Multiprogramming

The CTOS Operating System provides a real-time,
multiprogramming environment. Multiprogramming
is supported at three levels: application
systems, tasks, and processes.

First, any number of application systems can
coexist, each in its own memory partition. (An
application system is a collection of one or more
tasks that access a common set of files and
implement a single application.)

Second, any number of tasks can be loaded into
the memory of a partition and independently
executed. (A task 1is an executable program,
created Dby translating one or more source
programs into object modules and linking them
together.)

Third, any number of processes can independently
execute the code (instructions) of each task. (A
process 1is the basic element of computation that
competes for access to the processor.)

Event-Driven Priority Scheduling

To meet the system Dbuilder's need for high
performance, the CTOS Operating System Kernel
provides efficient, event-driven, priority
scheduling for an unlimited number of processes.

Each process 1is assigned one of 255 priorities
and 1is scheduled for execution based on that
priority. Whenever an event, such as the
completion of an input/output operation, makes a
higher priority process eligible for execution,
rescheduling occurs immediately. This provides a
more responsive system than scheduling techniques
that are entirely time based.
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To give multiple tasks with the same priority a
fair share of system resources, processes with
priorities in a predefined range are subject to
time slicing. Processes with the same priority
are then executed in turn for intervals of 100 ms
in round robin fashion.

Interprocess Communication

Exchanges

The other major function provided by the CTOS
Kernel 1is the interprocess communication (IPC)
facility. IPC 1s used for synchronizing process
execution and for transmitting information
between processes.

A process can send a message and can wait for a
message. When a process waits for a message, its
execution is suspended until a message is sent to
it. This allows processes to synchronize
execution. A process can also check whether a
message is available without its execution being
suspended.

As a simple example, Process A sends a message to
Process B and then waits for an answer. Process

B waits for a message, performs a function
determined by that message, and then sends an
answering message. This sequence assures that

Process B does not Dbegin its function until
requested and that Process A does not resume
execution until Process B has completed its
function.

As a more complex example, Process A continues
execution 1in parallel with the execution of
Process B Dbefore synchronizing execution by
waiting for the answer.

Messages are not sent directly from process to
process. Rather, they are routed through an
intermediary element called an exchange.

Expanding on the example above: Process A sends
a message to Exchange X and waits at Exchange VY,
while Process B waits at Exchange X and sends an
answering message to Exchange Y.
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A single process can serve several exchanges, in
which case it can select one of several kinds of

messages to process next. This can be used to
set priorities for the work the process is to
perform.

Also, several processes can serve the same
exchange, thereby sharing the processing of a
single kind of message.

System Service Processes

The CTOS Operating System includes a number of
system service processes. These processes, which
are scheduled for execution in the same manner as
application processes, receive IPC messages to
request the ©performance of their services.
Because of this internal use of IPC, the CTOS
Operating System is classified as message-based.

Each system service process acts as the guardian
and manager for a class of system resources such
as files, memory, or keyboard. Because the
system service process 1is the only software
element that accesses the resource, and because
the interface to the system service process is
formalized through the use of IPC, a highly
modular environment results.

This modular environment increases reliability by
localizing the scope of processing and provides
the flexibility to replace a system service
process as a complete entity.

System builders can also include their own system
service processes, which are then indistinguish-
able from Convergent ones.

Accessing System Services

Each of the functions provided by the system
service processes can be accessed through the use
of a procedure call from high-level languages
such as FORTRAN and Pascal, as well as from
assembly language.

The use of a procedural interface masks all the
complexities of wusing 1IPC: the procedural
interface automatically uses a default response
exchange and builds the request block message on
the stack of the calling process.
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Filters

In high-performance applications, however, the
direct use of IPC operations to access system
services allows an increased degree of
concurrency between multiple input/output
operations and computation.

Requests for system services are directed to the
appropriate system service process through
reference to a table that can be modified. This
allows a system service request to be redirected
to another system service process and also allows
the implementation of filters. A filter enables
the system builder to customize the function of a
system service without modifying the system
service process that implements it.

As an example, a filter process positioned
between the file management system and its client
processes can perform special password validation
before permitting access to a file.

Local Resource-Sharing Networks (Clusters)

The CTOS Operating System provides support for
local resource-sharing networks (clusters), as
well as for standalone workstations. In a
cluster configuration (consisting of a master

workstation and up to 16 cluster workstations),
essentially the same Operating System executes in
each cluster workstation as in the master
workstation. The master workstation provides
file system and gqueue management resources for
all workstations in the cluster. 1In addition, it
concurrently supports its own interactive
application processing.

In the cluster configuration, the IPC facility is
extended to provide transparent access to system
service processes that execute in the master
workstation. While some services, 1like file
management, gqueue management, 3270 emulator, and
data base management, migrate to the master
workstation, others, such as video and keyboard
management, remain at the cluster workstation.

One high-speed RS-422 channel is standard on each

workstation. This channel is used by cluster
workstations for communication with the master
workstation. Master workstations of small
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cluster configurations (up to four cluster
workstations) use this channel for communications
with their cluster workstations. However, master
workstations of large cluster configurations use
one or two Communications 1/0 Processors
(CommIOPs) for communications with their cluster
workstations.,

The CommIOP, which is added to the Multibus of

the master workstation, is an intelligent
communications processor based on the Intel 8085
microprocessor. The CommIOP serves up to four

cluster workstations on each of its two high-
speed serial lines.

CT-NET Network

The CT-NET Network extends the CTOS resource-
sharing capability to permit sharing of f£file
system and printer spooler resources between
clusters connected by leased, voice-grade lines
and/or an X.25 vValue-Added Network. 1In addition,
the CT-NET Network permits access to other

computers through the Value-Added Network.

Virtual Code Segment Management

The CTOS virtual code segment management facility
permits the execution of an application system
whose size exceeds the available partition
memory. To ensure maximum real-time performance,
the use of this facility is under control of the
system Dbuilder; an application system wuses
virtual code segment management only if the
option is selected when its task image is linked.

If the virtual code segment facility is selected
for a task, the code of the task is divided into
variable-length segments that reside on disk. As
the task executes, only the code segment being
executed at a particular time must occupy the
main memory of the partition. However, to
maximize performance, recently used code segments
are retained in memory as long as possible.
Also, the data of the task remains in the main
memory of the partition for the duration of task
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File Management

Device Handlers

Other Features

The CTOS file management system provides a
hierarchical organization by volume, directory,
and file. A volume is automatically recognized
when placed online. Each file can have a 50-
character file name, a l2-character password, and
a file ©protection 1level. A file can Dbe
dynamically expanded or contracted without 1limit
as long as it fits on one disk. Concurrent file
access 1is controlled by read (shared) and modify
(exclusive) access modes.

While providing convenience and security, the
CTOS file management system supplies the system
builder with the full throughput capability of
the disk hardware. This includes reading or
writing any sector of any open file with one disk
access, reading or writing up to 65k bytes with
one disk access, input/output overlapped with
process execution, and optimized disk arm
scheduling.

The duplication of <c¢ritical volume control
structures protects the integrity of disk file

data against hardware malfunction. The Backup
vVolume wutility 1is able to recover a file 1if
either of its redundant File Header Blocks is
valid.

Accommodation of OEM-written device handlers was
a major design goal of the CTOS Operating
System. A device handler can be part of the
application process or it can be a system service
process. Its interrupt handler can let the CTOS
Kernel save process context (in which case it can
be written in FORTRAN or Pascal), or it can
receive the interrupt directly from the
hardware. 1IPC provides an efficient, yet formal,
interface from interrupt Thandler to device
handler and from device handler to application
process.

The CTOS Operating System also provides support
for video display with multiple split screens,
unencoded keyboard, communications lines,
Sequential Access Method, Record Sequential
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Access Method, Direct Access Method, and Indexed
Sequential Access Method.

Command Interpreter

Compact System

Batch Manager

Interaction with the workstation operator is a
function of the Convergent Executive, not of the
CTOS Operating System. This allows the system
builder to choose the manner in which the video
display and keyboard are used.

The Executive is a forms-oriented command
interpreter providing an operator interface that
includes a HELP facility, command files, and the
interactive addition of new commands. The
Executive 1is available for program development
and for system builders that find its operator
interface compatible with their users' needs.
However, the Executive is a normal application-
level program that can easily be replaced by the
customized command interpreter of the system
builder.

See the Executive Manual for more information
about the Executive.

A compact version of the CTOS Operating System
can be created at system build. The compact
version requires 1less memory yet provides all
Operating System functions except the
simultaneous execution of multiple application
systems. In the compact version, one application
system is executed at a time.

Sequential execution of noninteractive applica-
tion systems is a function of the Convergent
batch manager. The batch manager interprets job
control language files that execute specified
application systems with specified parameters.
The batch manager is useful for Dboth program
development and end-user environments. (See the
Batch Manual for more information about the batch

manager.)
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2 CONCEPTS

Some of the concepts described in this Section
are illustrated in program examples in
Appendix F. Convergent and CTOS conventions, as
well as the conventions used in this Manual, are
described in the pages just before Section 1 of
this Manual.

STRUCTURE OF THE CTOS OPERATING SYSTEM

The basic components of the CTOS Operating System
are:

o] the Kernel,

o system service processes,

o system common procedures,

o object module procedures, and
o device and interrupt handlers.

The Kernel, the most primitive yet most powerful
component of the CTOS Operating System, provides
process management and interprocess communication
facilities. It schedules process execution,
including the saving and restoring of process
context. A process 1is the Dbasic element of
computation that competes for access to the
processor. The Kernel's interprocess communica-
tion primitives are the primary building blocks
for synchronizing process execution and
transmitting information between processes.

System service processes are CTOS processes that
guard and manage system resources. System
service processes are scheduled for execution in
the same manner as application processes.

The four major categories of system services are:

o task management,
o file management,
o device management, and

o memory management.

Concepts 2-1



2-2

There are two ways to access CTOS system
services. The more convenient is by a procedure

call from a high-level 1language. The more
primitive allows an increased degree of
concurrency between multiple input/output

operations and computation.

System common procedures are CTOS procedures that
perform some common system functions. An example
of a system common procedure is Exit, which
terminates the execution of an application
system. System common procedures are executed in
the same context and at the same priority as the
invoking process. The Video Access Method is an
example of system common procedures.

Object module procedures are procedures that are
supplied as part of an object module file. They
are not part of the CTOS System Image itself.
Most application systems regquire only a subset,
not a full set, of these procedures. The desired
subset is linked into the application task. The
Sequential Access Method is an example of object
module procedures.

Device handlers and interrupt handlers of the
CTOS Operating System are accessed indirectly
through the convenient interfaces of the system
service processes.

System Dbuilders can easily include their own

system service processes, system common
procedures, device handlers, and interrupt
handlers in the CTOS System Image at system
build. System build is the name for the sequence

of actions necessary to construct a customized
CTOS System Image. System build is described in
the System Programmer's Guide.
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PROCESSING CONCEPTS

Under the CTOS Operating System, an application

system (see Figure 2-1 below) is the collection
of all logical software elements (tasks)
currently in a partition. These tasks can be
loosely or tightly coupled, but all perform
related portions of the same application. These
tasks execute asynchronously.

Program Code
Program Data .
Process ?‘ - Task -
Process
)
Program Code , Aoplicati
Program Data ot Task } pplication
Process System
-/
)
Program Code
Program Data _J
Process Task
Process
Process
—J

Figure 2-1. Relationship of Processes, Tasks, and an Application System.

A task consists of executable code, data, and one
Or more processes. The code and data can be
unique to the task or shared with other tasks. A
task is created by translating one or more source
programs into object modules and then 1linking
them together. This results in a task image that
is stored on disk in a run file.
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When requested by a currently active task, such
as the Convergent Executive, the Operating System
reads the task image from the run file into
partition memory, relocates intersegment
references, and schedules it for execution. The
new task can coexist with or replace other
application tasks in its partition memory.

A process is the basic element of computation
that competes for access to the processor. A
process consists of: (1) the address of the next
instruction to execute on behalf of this process,
(2) a copy of the data to be loaded into the
processor registers before control is returned to
this process, and (3) a stack. A process 1is
assigned one of 255 priorities so that the CTOS
Operating System can schedule 1its execution
appropriately.

CTOS™ Operating System Manual



MEMORY ORGANIZATION

The memory of a system consists of two types of
partitions:

o system partitions, which contain the
operating system and dynamically installed
system services, and

o application partitions, each of which
contains an application system.

When a system is initiated, the CTOS Operating
System is loaded into the system partition at the
low address end of memory. Dynamically installed
system services are loaded into extended system
partitions located at the high address end of

memory. The remaining memory is defined as a
single application partition, called the primary
application partition. (See Figure 2-2.)

Low End of Memory
System Partition

—
Interactive
Application { Primary Application Partition
System

—

Extended System Partition

High End of Memory

Figure 2-2. Memory Organization.
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When new partitions are created, they are placed
at the high address end of the existing
application partition and are called secondary
application partitions. The remaining memory is
defined as the primary application partition.
(See Figure 2-3 below.)

Low End of Memory
System Partition

Interactive
Application Primary Application Partition
System
Noninteractive Secondary Application Partition B
Application -{ -
Systems

Secondary Application Partition A

__ .
Extended System Partition

High End of Memory

Figure 2-3. Memory Organization with Secondary Application Partition.

The primary application partition is for
interactive programs that use the keyboard and
video display to interact with the user. Such
partitions can Dbe loaded with interactive
programs chosen by the user, such as the Word
Processor, a terminal emulator, or a user-written
application program.

2-6 CTOS™ Operating System Manual



Types of Memory

Secondary application partitions are for
noninteractive applications. Such partitions can
be used for executing batch jobs under control of
the batch manager, user-written applications, or
system services.

A compact version of the Operating System can be
built at system build that saves on memory yet
provides all Operating System functions described
for the execution of one application system at a
time. The compact version can have only one
application partition, as shown in Figure 2-2
above.

Two types of memory allocation are available to
the application system: long-lived and short-
lived. Within each application partition, long-
lived memory expands upward from low memory

locations while short-lived memory expands

downward from high memory locations. The CTOS
Operating System allocates short-lived memory for
application tasks.

Processes within an application partition
allocate and deallocate long-lived and short-
lived memory by requests to CTOS system

services. A process in one partition cannot
allocate or deallocate memory in other
partitions.

When the execution of an application system is
terminated, the short-lived memory of its
partition is automatically deallocated.

Long-lived memory 1is deallocated only at the
explicit request of the application system.
Therefore, long-lived memory is useful for
passing information from an application system to
a succeeding application system within the same
partition.
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VIRTUAL CODE SEGMENT MANAGEMENT

2-8

Virtual code segment management supports the

execution of an application system whose size
exceeds the available memory in its application
partition. Program code (but not data) can
reside on disk while a task is executing. Only
the code segment whose instructions are Dbeing
executed at a particular time need occupy the
main memory of an application partition. The
remaining code segments of the application system
are automatically read into partition memory as
needed. When necessary, the oldest code segment
in partition memory is overlaid to make enough
partition memory available for a new code
segment.
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INTERPROCESS COMMUNICATION

As a message-based operating system, the CTOS O0S
uses its interprocess communication (IPC)
facility internally for synchronization of
process execution and information transmission.
The CTOS Kernel provides IPC primitives to
facilitate the consistent but flexible exchange
of information between processes. Processes can
communicate with each other within or between
application partitions.

Six IPC primitives are provided: Check, PSend,
Request, Respond, Send, and Wait. Both Operating
System (that is, system service) and application
system processes use these primitives.

Messages and Exchanges
Messages and exchanges are used in IPC.

A message conveys information and provides
synchronization between processes. Although only
a single 4-byte data item is literally
communicated between processes, this data item is
usually the memory address of a larger data
structure. The larger data structure is called
the message.

An exchange is the path over which messages are
communicated from process to process (or from
interrupt handler to process). An exchange
consists of two first-in, first-out queues: one
of processes waiting for a message, the other of
messages for which no process has yet waited.

Processes or messages (but not both) can be
gqueued at an exchange at any given instant. If a
process waits at an exchange at which messages
are queued, then the message that was enqueued
first is dequeued and its address given to the
process; the process then continues execution.
Similarly, if a message is sent to an exchange at
which processes are queued, then the process that
was enqueued first is dequeued, given the address
of the message, and placed into the ready state.

The relationship of exchanges, messages, and
processes is shown in Figure 2-4 below.
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Figure 2-4. Relationship of Exchanges, Messages, and Processes.

Exchanges are allocated in three ways:

o at system build (for system service
processes),

o dynamically using the AllocExch (and
DeallocExch) operation, and

o at process creation.
A process can send a message to a process 1in

another application partition. The destination
process allocates an exchange and makes the

exchange known to the O0S. The sender process
obtains the exchange number and sends messages to
the exchange. Each of the processes must lock
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Process States

itself in its partition to prevent interference
with the communication.

A process can exist in one of three states:
running, ready, and waiting.

A process 1is in the running state when the
processor is actually executing its
instructions. Only one process can be in the
running state at a time.

A process is in the ready state when it could be
running, but a Thigher priority process is
currently running. Any number of processes can
be in the ready state at a time.

A process 1is in the waiting state when it is
waiting at an exchange for a message. Any number
of processes can be waiting at a time.

Table 2-1 below describes the transitions between
process states and the events <causing the
transitions. The relationship among process
states is shown in Figure 2-5 below.

Table 2-1. Process State Transition.

Transition

From To Event

Running Waiting A process executes a
Wait but no messages
are at the exchange.

Waiting Ready/ A process sends a

Running message to the

exchange at which a
process is waiting.

Running Ready A higher priority
process leaves the
waiting state.

Ready Running All higher priority

processes enter the
waiting state.
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Figure 2-5. Process States.

Process Priorities and Process Scheduling

2-12

Every process has a priority that indicates its
importance relative to other processes. The
priority of a process is assigned at process
creation.

The CTOS Operating System has event-driven
priority scheduling. This means that processes

are scheduled for execution based on their
priorities and system events, not on a time limit
imposed by the scheduler. This involves very
little decision-making for the 0S. The scheduler
maintains a queue of the processes that are
eligible to execute. Priority determines which
process, among those eligible, is executed. At
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any time, the O0S always allocates the processor
to the highest priority process that can be
executed. Rescheduling occurs when a system
event makes executable a process with a higher
priority than the one currently executing.

A system event affects the executability of a
process. Examples of system events are an
interrupt from a device controller, Multibus
device, timer, or Real-Time Clock, or a message
sent from another process. The system event
causes a message to be sent to an exchange at
which a higher priority process is waiting; this
in turn causes the O0OS to reallocate the
processor.

When a system event occurs that makes a process
eligible to execute, the process receives control
of the processor until another higher priority
process preempts 1its execution, or until it
voluntarily relinquishes control of the
processor.

If no other process has work to perform, the null
process, which executes at a priority (255) lower
than any real process and which is always ready
to run, 1is given control of the processor. The
null process exists only to simplify the
algorithm of the scheduler; it performs no other
useful work.

To give multiple tasks with the same priority a
fair share of system resources, processes with
priorities in a predefined range are subject to
time slicing. Such processes with the same
priority are executed in turn for intervals of
100 ms in round robin fashion.

Sending a Message

When a message 1s sent to an exchange, the CTOS
Operating System queues the address of the
message, not the message itself. Because only
the address is moved, overhead is minimized, and
queueing a number of messages at the same
exchange requires 1little execution time or
memory.
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When a process sends a message to an exchange,
one of two actions results at the exchange:

o If no processes are waiting, the message is
queued.
o If one or more processes are waiting, the

process that was enqueued first is given the
message and is placed into the ready state.
If this process has a higher priority than
the sending process, it becomes the running
process and the sending process loses control
until it once again becomes the highest
priority ready process.

After a message is queued at an exchange, it must
not be modified by the sending process. A
process that receives the message by waiting at
the exchange where the message was queued is free
to modify the message.

Waiting for a Message

When a process waits for a message at an
exchange, one of two actions results at the
exchange:

o) If no messages are queued, the process is
placed into the waiting state until a message
is sent. When a message is sent, its address
is returned to the process, which leaves the
waiting state and is scheduled for execution.

o If one or more messages are queued, the
message that was enqueued first is dequeued
and its address returned to the process,
which continues to execute.

Applying Interprocess Communication

2-14

To a large extent, the power of the CTOS
Operating System results from its interprocess
communication facility. IPC supports three
multitasking capabilities:

o communication,

o synchronization, and

o} resource management.
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Communication

Communication, the most elementary interaction
between processes, 1is the transmission of data
from one process to another via an exchange.
Figure 2-6 below shows an example of
communication between Process A and Process B.
Process A sends a message to Exchange X, and
Process B waits for a message at that Exchange.

Exchange X

Send Wait

Process A Process B

Figure 2-6. Communication between Processes.

Synchronization

Synchronization is the means by which a process
ensures that a second process has completed a
particular item of work before the first process
continues execution. Synchronization between
processes and the transmission of data between
processes usually occur simultaneously.

As shown in Figure 2-7 below, Process A sends a
message to Exchange Y, requesting that Process B
perform an item of work. Process A then waits at
Exchange Z until Process B has completed the
work. This synchronizes the continued execution
of Process A with the completion of an item of
work by Process B.
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Exchange Y

A1 B2
Send Wait Satisfied
B1
Wait
Process A Process B
A2
Wait
A3 B3
Wait Satisfied Send
Exchange Z
Figure 2-7. Synchronization.
Resource Management
In a multitasking environment, resource
management 1is the means of sharing resources
among processes 1in a controlled way. For
example, several processes may need to use the
the

printer; however, only one process can use

printer at a particular time.
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One way to control a resource is to establish a
process to manage it. Only the managing process
accesses the resource directly. Other processes
access the resource indirectly by sending
messages to the process that performs the desired
function. CTOS system services, which manage
resources such as files, devices, and memory, are
implemented via an analogous mechanism.
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CTOS SYSTEM SERVICES

The CTOS Operating System includes a number of
system service processes. These processes, which

are scheduled for execution in the same manner as
application processes, receive IPC messages to
request the performance of their services. Any
process, even a system service process, can use
(be a client of) a system service process.

Each system service process acts as the guardian
and manager for a class of system resources such
as files, memory, or keyboard.

CTOS system services can be accessed:
o indirectly, by a procedural interface, or
o directly, by the Request and Wait primitives.

Using the procedural interface is easier because
it automatically performs most of the necessary
housekeeping and issues the Request and Wait
primitives.

Using the Request and Wait primitives 1is more
powerful, however, as it allows a greater degree
of overlap between multiple input/output
operations and computation.

Procedural Access to System Services

When a procedural interface is used, a request
block is automatically constructed and the
default response exchange of the process is
automatically used. (Request block and default
response  exchange are defined immediately
below.) Except for the ReadAsync and WriteAsync
procedures, the request block is constructed on
the stack of the client process.

Direct Access to System Services

2-18

Execution of a system service involves the
participation of two processes (client and system
service), three kinds of Kernel ©primitives
(Request, Respond, and Wait), two kinds of
exchanges (response exchange and default response
exchange), and a data structure (regquest block).
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The process requesting the system service is the
client process. Any process, even a system
service process, can be a client process, since
any process can request system services.

CTOS system services are provided Dby system
service processes. These processes are created
when the system 1s first loaded and execute code
that was linked into the System Image at system
build.

A request block, a data structure provided by the
client process, contains the specification of,
and the parameters to, the desired system
service. A request block contains a request code
field, a response exchange field, and several
other fields.

A request code is a 16-bit wvalue that uniquely

identifies the desired system service. For
example, the request code for the Write operation
is 36. The request code is used both to route a

request to the appropriate system service process
and to specify to that process which of the
several services it provides is currently
requested.

A response exchange is the exchange at which the
requesting client process waits for the response
of a system service. The response can be
directed to the exchange at which the client
process is expecting it because the exchange at
which the response is desired is specified in the
request block.

A special case of response exchange 1is the

default response exchange of a process. Each
process 1s glven a unique default response
exchange when it 1s created. This special

exchange 1is automatically used as the response
exchange whenever a client process uses the
procedural interface to a system service.

A service exchange 1is an exchange that is
assigned to a system service process at system
build. The system service process waits for
requests for its service at its service exchange.

The Request primitive is a variant of the Send
primitive. It is used to direct a request for a
system service from a client process to the
service exchange of the system service process.
Request, unlike Send, does not accept an exchange
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identification as a parameter. Rather, it infers
the appropriate service exchange by using the
request code as an index into the Service
Exchange Table.

The Service Exchange Table is constructed at
system build, resides in the System Image, and
translates request codes to service exchanges.

The Respond primitive is another variant of the
Send primitive. System service processes use
Respond to report the completion of the requested
system service.

Interaction of Client Processes and System Service Processes

2-20

The client process initiates the transaction by
formatting a request block and issuing a Request
primitive. After issuing the Request primitive,
the client process can continue execution but
must not modify the request block.

In order to determine when the request was
completed, the client process must issue either a
Wait or a Check primitive. The Wait or Check
primitive must specify the same exchange that the
client process specified as the response exchange
in the request block.

The Wait primitive suspends execution of the
client process until the system service process
responds (or until another message is queued at
the specified exchange).

The Check primitive does not suspend execution of
the client process; instead it ingquires whether a
message is queued at the specified exchange.

The system service process waits for a request to
be queued at an exchange. Upon receiving a
request, the system service process verifies the
control information and data given it Dbefore
processing the request. After performing the
requested function, it acknowledges completion of
the service by responding to the client process.
It then resumes waiting until it receives the
next request.

The interaction of client and system service
processes is shown in Figure 2-8 Dbelow. The
processing flow of c¢lient and system service
processes is shown in Figure 2-9 below.
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Service
Exchange
A1 B2
Request Wait Satisfied
B1
Wait
Client Request System
Process' Block Service
A Process B
Wait B3
Respond
A3
Wait Satisfied
Response
Exchange

Figure 2-8. Interaction of Client and System Service Processes.

Filter Processes

A filter process is a user-written system service
process that 1is included in the System Image at
system build. ‘A filter process 1is interposed
between a client process and a system service
process that ©believe they are communicating
directly with each other. The Service Exchange
Table is adjusted at system build to route
requests through the desired filter process.

A filter process might be used between the file
management system and 1its client process to
perform special password validation on all or
some requests.
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Request Blocks

Process Entry Point Process Entry Point
Initialize Process Initialize Process
-] Compute -] Wait for Request
Request Service Perform Function
Wait for Response Respond
Client Process Service Process

Figure 2-9. Processing Flow of Client and System Service Processes.

The interaction of a filter process with a client
process and system service process 1is shown in
Figure 2-10 below.

The format of request blocks is designed to allow
the transparent migration of system service
processes between standalone and cluster
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configurations. Request blocks are completely
self-describing and consist of four parts:

1. a standard header,

2. request-specific control information,

3. descriptions of the request data items, and
4. descriptions of the response data items.

Each data item is described by memory address,

size, and source (client or system service
process) .

Service Service
Exchange Exchange
Al B2 c2
Request Wait Satisfied Wait Satisfied
B1 B3 c1
Wait Request Wait

Client
Process

A3

Wait Satisfied

Filter
System System
Service Service
Process B Process B

A2 B6
Wait Respond

B4
Wait
B5 C3
Wait Satisfied Respond
Response
. Exchange

Response
Exchange

Figure 2-10. Interaction of Filter Process with Client and System Service Processes.
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CLUSTER CONFIGURATION

Cluster configurations of the Convergent Family

of Information Processing Systems consist of a
master workstation and up to 16 cluster

workstations (cws). Essentially the same
Operating System executes in each CWS as in the
master workstation. The master workstation

provides file system and queue management
resources for all workstations in the cluster.
In addition, it concurrently supports its own
interactive application processing as well as
user-written multiuser system services. A CWS
can have its own local file system and printer
spooler.

In the cluster configuration, the IPC facility is
extended to provide transparent access to system
service processes that execute in the master
workstation. While some services, like file
management, queue management, 3270 terminal
emulator, and data base management, migrate to
the master workstation, others, such as video and
keyboard management, remain at the CWS.

Application systems access the file system of a
master workstation exactly as they do that of a
standalone workstation. A program that works on
a standalone workstation (accessing the 1local
file system) can be moved to a CWS (accessing the
file system of the master workstation) without
modification, recompilation, or relinking.

Interstation Communication

2-24

The interstation communication (ISC) facility is
an upward-compatible extension of the
interprocess communication facility. When a
client ©process requests a system service, a
request block is constructed that contains all
the information necessary to describe the desired
function.

In a standalone workstation, the request block is
queued at the exchange of the system service
process that actually performs the desired
function.

CTOS™ Operating System Manual



CWS Agent Service Process

In a CWS, however, 1if the function 1is to Dbe
performed at the master workstation, then the
request block is queued at the exchange of the
CWS Agent Service Process. The CWS Agent Service

'Process converts interprocess requests to
interstation messages for transmission to the
master workstation. The CWS Agent Service

Process is included at system build in a System
Image that is to be used on a CWS.

Master Workstation Agent Service Process

The System Image used at the master workstation
is built to include a corresponding service
process. This process, the master workstation
Agent Service Process, reconverts the
interstation message to an interprocess request
that it queues at the exchange of the master
workstation system service process that actually
performs the desired function. Note that the
Service Exchange Table that translates the
request code to a service exchange at the master
workstation is necessarily different from the
table at the CWS.

When the system service process at the master
workstation responds, the response 1is routed
through the master workstation Agent Service
Process, the high-speed data 1link, and the CWS
Agent Service Process before being queued at the
response exchange in the CWS that was specified
in the request block.

The format of request blocks is designed to allow
the CWS and master workstation Agent Service

Processes to convert between interprocess
requests and interstation messages efficiently
and with no external information. Because

request blocks are completely self-describing,

the Agent Service Processes can transfer requests

and responses between master workstation and CWSs

without any knowledge of what function is

requested or how it is to be performed.
Interstation Request/Response Messages

An interstation request message consists of:

o a header,
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o) control information,

o the. size and actual text of each request data
item, and

o the maximum allowed size of each response
data item.

An interstation response message consists of:
o a status code, and

o) the actual size and text of each response
data item.

The Cws Agent Service Process forms an
interstation request message by copying the
header and control information from the request
block, moving the actual text of the request data
items into the message, and including a
specification of the maximum allowed sizes of the
response data items.

After receiving the interstation response
message, the CWS Agent Service Process stores the
status code into the request block and moves the
text of the response data items into the memory
areas specified for them by the request block.
This transformation scheme ensures that no
redundant or extraneous information is
transmitted between master workstation and CWSs.

Communications I/0 Processor

2-26

One high-speed RS-422 channel is standard on each

workstation. This channel is used by cluster
workstations for communications with the master
workstation. Master workstations of small
cluster configurations (up to four <cluster
workstations) use this channel for communications
with their cluster workstations. Master

workstations of large cluster configurations use
one or two Communications 1/0 Processors
(CommIOPs) for communications with their cluster
workstations.

The CommIOP, which 1is added to the Multibus of

the master workstation, is an intelligent
communications processor based on the Intel 8085
microprocessor. The CommIOP serves up to four

cluster workstations on each of its two high-
speed serial lines.
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CommIOP software consists of an 8085 bootstrap-
ROM program, the main CommIOP program (which
executes in 8085 RAM), and a CommIOP handler
(written in 8086 code) which executes in system
memory under CTOS control.

Software Organization

A CTOS System Image built for a CWS differs from
a CTOS System Image built for a standalone
workstation in the (optional) exclusion of the
file management system and the disk handler, and
the inclusion of the CWS Agent Service Process.

A CTOS System 1Image built for a master
workstation differs from a CTOS System Image
built for a standalone workstation only in its
inclusion of the master workstation Agent Service
Process. The master workstation is the file
server for the entire cluster configuration.
However, this does not necessitate the use of a
different file management system from the one
used in the standalone workstations. In fact,
the file management system of the CTOS Operating
System is actually a multiuser file system, even
in a standalone workstation.

User-Written Software in a Cluster Configuration

Concurrency is the major issue concerning
application systems executing on CWSs. Preferred
programming practice dictates that the client
process of a system service always examines the
status code returned by the system service.
However, while a program that opens a file
without considering the possibility of receiving
status code 220 ("File in use") executes
successfully on a standalone workstation, such a
program fails intermittently when executed on a
CWS at the same time that a program in another
workstation is modifying the same file.

Whether user-written system services are good
candidates for supporting multiple client
processes depends on both the function they
perform and the generality with which they are
written. As an example, consider a user-written
handler for a special Multibus device. If it
used the standard format for request blocks, the
device handler could be relocated to the master
workstation. However, if it did not include
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concurrency checks, the device handler might

become confused when it received requests from
two or more workstations.

CT-NET

(To be supplied)
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3 PROCESS MANAGEMENT

OVERVIEW

The process management facility provides event-
driven priority scheduling and dynamic creation
of multiprocess tasks.

Within each task of the application system and
within the O0S itself, +the Dbasic element of
computation that competes for access to the

processor is a process. Every process is
assigned a priority. At all times, the C(CTOS
process management facility allocates the

processor to the  Thighest priority process
currently requesting it.
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CONCEPTS

Process

A process is the basic element of computation
that competes for access to the processor and
which the CTOS 0S schedules for execution.

A task has a single process associated with it
when it is first loaded. That single process can
create additional processes using the
CreateProcess operation. The additional
processes created typically share the same code
but have separate stacks. The degree and means
of data sharing are application-specific.

Processes and tasks usually have a hierarchical
relationship. However, processes can execute
code in multiple tasks. The usual relationship
of a process to the tasks of an application
system is shown in Figure 3-1 below.

Context of a Process

The context of a process is the collection of all
information about a process. The context has
both hardware and software components.

The hardware context of a process consists of
values to be loaded into processor registers when
the process 1is scheduled for execution. This
includes the registers that control the location
of the process's stack.

The software context of a process consists of its
default response exchange and the priority at
which it is to be scheduled for execution.

The combined hardware and software context of a
process is maintained in a system data structure
called a Process Control Block (PCB). A PCB is
the physical representation of a process.

When a higher priority process preempts a lower
priority process, the O0S saves the hardware
context of the preempted process in that
process's PCB. The OS 1later restores the
contents of the registers when the process 1is
rescheduled for execution; this permits the
process to continue as though it were never
interrupted. This is known as a context switch.
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Figure 3-1. Relationship of Processes, Tasks, and an Application System.

Process Priorities and Process Scheduling

Every process has a priority that indicates its
importance relative to other processes. The
priority of a process 1is assigned at process
creation. Priorities range from 0 to 254 with 0
being the highest priority.

The OS has event-driven priority scheduling.
This means that processes are scheduled for
execution based on their priorities and system
events, not on a time 1limit imposed by the
scheduler. This involves very little decision-
making for the O0S. The scheduler maintains a
queue of the processes that are eligible to
execute. Priority determines which process among
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Process States

those eligible is executed. At any time, the 0S
always allocates the processor to the highest
priority process that can be executed.

Rescheduling occurs when a system event makes
executable a process with a higher priority than
the one currently executing. In most cases, the
interval between events is determined by the
duration of the typical input/output operation.
A process never loses control involuntarily to
another process of equal priority, only to a
process of higher priority.

A system event affects the executability of a
process. Examples of system events are an
interrupt from a device controller, Multibus
device, timer, or Real-Time Clock, or a message
sent from another process. The system event
causes a message to be sent to an exchange at
which a higher priority process is waiting; this
in turn causes the 0S to reallocate the
processor.

When a system event occurs that makes a process
eligible to execute, the process receives control
of the processor until another higher priority
process preempts its execution, or until it
voluntarily relinquishes control of the
processor.

If no other process has work to perform, the null
process, which executes at a priority (255) lower
than any real process and which is always ready-
to-run, 1is given control of the processor. The
null process exists only to simplify the
algorithm of the CTOS scheduler; it performs no
other useful work.

To give multiple tasks with the same priority a
fair share of system resources, processes with
priorities in a predefined range are subject to

time slicing. Such processes with the same
priority are executed in turn for intervals of
100 ms in round robin fashion. The priority

range is a system build parameter, the default of
which is 128 (80h) to 254 (FEh).

A process can exist in one of three states:
running, ready, and waiting.
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The relationship among process states is shown in
Figure 3-2 below.

A process 1is in the running state when the
processor is actually executing its
instructions. Only one process can be in the
running state at a time. Any other ready-to-run
processes are in the ready state. As soon as the
running process waits, the highest priority
process in the ready state is placed into the
running state and the execution .context is
switched to that process's context.

A A
t
}

Figure 3-2. Process States.

A process 1s in the ready state when it could be
running, but a Thigher priority process is
currently running. Any number of processes can
be in the ready state at a time.
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A process 1is in the waiting state when it is

waiting at an exchange for a message. A process
enters the waiting state when it must synchronize
with other processes. A process can only enter

the waiting state by voluntarily issuing a Wait
primitive that specifies an exchange at which no
messages are currently queued. The process
remains in the waiting state until another
process (or interrupt handler) issues a Send (or
PSend, Request, or Respond) primitive that
specifies (indirectly in the case of
Request/Respond) the same exchange that was
specified by the Wait primitive. Any number of
processes can be waiting at a time. (See the
"Interprocess Communication Management" section
for more information on the Wait, Send, PSend,
Request, and Respond primitives.)

Table 3-1 below describes the transitions between
process states and the events causing the
transitions.

Table 3-1. Process State Transition.

Transition
From To Event

Running Waiting A process executes a
Wait but no messages
are at the exchange.

Waiting Ready/ Another process
Running sends a message to
the exchange at
which a process is
waiting.

Running Ready A higher priority
process leaves the
waiting state.

Ready Running All higher priority
processes enter the
waiting state.
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OPERATIONS: PRIMITIVES AND PROCEDURES

Process management provides the operations listed

below.

ChangePriority changes the priority of the
calling process.

CreateProcess creates a new process and
schedules it for execution.

GetUserNumber allows a process to determine

its own user number.
QueryProcessNumber

allows a process to determine
its own process number.
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ChangePriority
Description

The ChangePriority primitive changes the priority
of the calling process.

Procedural Interface
ChangePriority (priority): ErcType
where
priority is the new priority.
Request Block

ChangePriority is a Kernel primitive.
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CreateProcess

Description

The CreateProcess primitive creates a new process
and schedules it for execution. CreateProcess is
called by an application process to establish an
application system in which multiple processes
execute the same reentrant task code.

The CreateProcess primitive is also used by the
Chain and LoadTask operations to create the
initial process of a new task. (see the "Task
Management" section.)

Procedural Interface

Request Block

CreateProcess (pProcessDescriptor): ErcType

where

pProcessDescriptor
is the memory address of a Process
Descriptor Block. The format for a

Process Descriptor Block is shown in
Table 3-2 below.

CreateProcess is a Kernel primitive.
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Table 3-2. Process Descriptor Block. (Page 1 of 2)

Size
Offset (bytes) Field

0 4 pEntry

4 2 saData

6 2 saExtra

8 2 saStack

10 2 oStackInit
12 1 priority

Description

Memory address (CS:IP) at
which to begin execution
of the new process.

Segment base address to be
loaded into the Data
Segment (DS) register when
the new process is sched-
uled for execution.

Segment base address to be
loaded into the Extra
Segment (ES) register when
the new process is sched-
uled for execution.

Segment base address to be
loaded into the Stack
Segment (SS) register when
the new process is sched-
uled for execution.

Offset value to be loaded
into the Stack Pointer
(SP) register when the new
process is scheduled for
execution.

Priority (0-254, with O the
highest) at which the new
process is to be scheduled
for execution.
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Table 3-2. Process Descriptor Block. (Page 2 of 2)

Size
Offset (bytes) Field Description

13 1 fSys Always FALSE. A value of
TRUE would indicate that
the new process was a
system process and would
cause a subsequent Chain
operation to fail.

14 2 defaultResponseExchange
Identification of an
exchange that the calling
process has allocated
using the AllocExch
operation. (See the
"Exchange Management"
section.) This exchange
becomes the default
response exchange of the
new process. The calling
process must never use
this exchange again in
order to avoid possible
conflict.

16 1 fDebug Indicates whether the new
process is to be
debugged. TRUE indicates
it will be debugged, and,
therefore, is not to be
scheduled for execution;
FALSE indicates it is to
be scheduled for execu-
tion. (See the Debugger
Manual.)
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GetUserNumber
Description

The GetUserNumber procedure allows a process to
determine its own user number.

Procedural Interface
GetUserNumber (pUserNumberRet): ErcType
where
pUserNumberRet
is the memory address of a word into
which the user number of the
inquiring process is returned.

Request Block

GetUserNumber is a system common procedure.
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QueryProcessNumber

Description

The QueryProcessNumber procedure allows a process
to determine its own process number.

Procedural Interface

Request Block

QueryProcessNumber (pProcessNumberRet): ErcType
where
pProcessNumberRet

is the memory address of a word into

which the process number of the
inquiring process is returned.

QueryProcessNumber is a system common procedure.
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4 INTERPROCESS COMMUNICATION MANAGEMENT

OVERVIEW

Messages

The interprocess communication (IPC) facility
synchronizes process execution and information
transmission between processes through the use of
messages and exchanges. A  process can
communicate with another process in its own
partition or in another application partition.

A process can send a message and wait for a
message. When a process waits for a message, its
execution is suspended until a message is sent to
it. This allows processes to synchronize
execution. A process can also check whether a
message is available without its execution being
suspended.

In its simplest form, IPC provides unidirectional
transmission of arbitrary data. After preparing
a data structure (a message) that is to be passed
to another process, Process A uses the 1IPC
facility to send the address of the message to
Process B. Only the address of the message, not
the message itself, is buffered by IPC. The size
and content of the message are not constrained by
IPC. Process B must be programmed to use the IPC
facility to wait or check for the availability of
a message.

The full power of IPC is best appreciated when
pairs of unidirectional transmissions are
matched.

As a simple example, Process A sends a message to
Process B and then waits for an answer. Process
B waits for a message, performs a function
determined by that message, and then sends an
answering message. This sequence assures that
Process B does not Dbegin its function until
requested and that Process A does not resume
execution until Process B has completed its
function.

Since Process B does not send an answer until

‘after it has processed the message, the answer

can signal Process A that the message 1is no
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Exchanges

longer being used by Process B and (possibly)
that Process B has modified the message in a
manner agreed upon by the two processes.

As a more complex example, Process A continues
execution in parallel with the execution of
Process B Dbefore synchronizing execution by
waiting for the answer.

A message is sent to a system entity called an
exchange rather than directly to a process. An
exchange should be thought of as serving the
function of a post office where postal patrons
(processes) go to mail (send) letters (messages)
or pick up (wait/check for) letters (messages).

In the same way that a postal patron drops a
letter in the mailbox and then walks away
trusting that the 1letter will be delivered, a
process sends a message and then continues
executing without further regard for the message.

A postal patron who 1is expecting an important
letter can periodically go to the post office to
check whether it has arrived. If the letter is
especially important, the patron can wait in the
post office for the letter to arrive.

A process has analogous mechanisms available when
it expects to receive a message. It can
periodically check whether a message 1is posted at
(enqueued on) an exchange, or it can wait at the
exchange for the arrival of a message. Because
computers are many orders of magnitude faster
than the postal service, it 1is wusually more
appropriate to wait for a message than to check
for its arrival.

A process can send a message to a process 1in
another application partition. The destination
process allocates an exchange, then makes the
exchange known to the Operating System. The
sender process obtains the exchange number and
sends messages to the exchange. Each process
must lock itself into its partition so it cannot
be terminated.
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System Service Processes

The CTOS Operating System includes a number of
system service processes. These processes, which
are scheduled for execution in the same manner as
application processes, receive IPC messages to
request the performance of their services. Any
process, even a system service process, can use
(be a client of) a system service process.

Each system service process acts as the guardian
and manager for a class of system resources such
as files, memory, or keyboard. Because the
system service process 1is the only software
element that accesses the resource, and because
the interface to the system service process is
formalized through +the use of 1IPC, a highly
modular environment results.

This modular environment increases reliability by
localizing the scope of processing and provides
the flexibility to replace a system service
process as a complete entity.

System builders can also include their own system
service processes, which are then indistinguish-
able from Convergent ones.

Accessing System Services
CTOS system services can be accessed:
o indirectly, by a procedural interface, or
o directly, by the Request and Wait primitives.

Using the procedural interface is easier because
it automatically performs most of the necessary
housekeeping, as well as issues the Request and
Wait primitives.

Using the Request and Wait primitives is more
powerful, however, as it allows a greater degree
of overlap between multiple input/output
operations and computation.

When the processes of an application system use
the Send and Wait primitives to communicate among
themselves, they are free to structure their
messages in whatever way is most convenient.
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Filter Processes

4-4

They are also free to pair unidirectional
transmissions into bidirectional transmissions
using whatever conventions are convenient or to
use the IPC facility in a manner that does not
involve pairing.

When communicating with CTOS system service
processes, however, the rules are different. The

concept of pairing two unidirectional
transmissions into a bidirectional transmission
is formalized and enforced. Also, the format of

the message that is communicated is formalized.

The format of the message (a request block) is
designed to allow the transparent migration of
system service processes between standalone and
cluster configurations. Request Dblocks are
completely self-describing and consist of (1) a
standard header, (2) request-specific control
information, and (3) descriptions of the request
and response data items. Each data item 1is
described by memory address, size, and source
(client or system service process).

The Send primitive is not used to communicate
with CTOS system services. Rather, two other
primitives, Request and Respond, initiate the
request for a system service and its response.
This provides:

o assurance that Requests and Responds are
matched,

o) assurance that system resources are always
available to transmit responses,

o} opportunity to redirect requests for system
services to other system service processes,
and

o) opportunity to redirect requests for system
services to the master workstation of a
cluster configuration.

Requests for system services are directed to the
appropriate system service process through
reference to a table that can be modified. This
allows a system service request to be redirected
to another system service process and also allows
the implementation of filters. A filter enables
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the system builder to customize the function of a
system service without modifying or even looking
at the system service process that implements it.

As an example, a filter process positioned
between the file management system and its client
process can perform special password validation
before permitting access to a file.

Cluster Configuration

In the cluster configuration, the IPC facility is
extended to provide transparent access to system
service processes that execute in the master
workstation. In the master workstation, the CTOS
Operating System concurrently supports local
application processing and resource sharing (disk
and printer) for the other workstations of the
cluster. While some services, like file
management, queue management, 3270 terminal
emulator, and data base management migrate to the
master workstation, others, such as wvideo and
keyboard management, remain at the cluster
workstation.
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CONCEPTS

Messages

Exchanges

The interprocess communication (IPC) facility
provides process synchronization and information
transmission through the use of messages and
exchanges.

A message conveys information and provides
synchronization between processes. Although only
a single 4-byte data item is literally
communicated between processes, this data item is
usually the memory address of a 1larger data
structure. The larger data structure is called
the message, while the 4-byte data item is
conventionally called the address of the

S -=8s = ==
message. The message can be 1n any part of

memory that is under the control of the sending
process. By convention, control of the memory
that contains the message is passed along with
the message.

An exchange is the path over which messages are
communicated from process to process (or from
interrupt handler to process). An exchange
consists of two first-in, first-out gqueues: one
of processes waiting for a message, the other of

messages for which no process has yet waited. An

exchange 1is referred to by a unique 16-bit
integer.

Processes oOr messages (but not both) can be
queued at an exchange at any given instant. If a
process waits at an exchange at which messages
are queued, then the message that was engueued
first is dequeued and its memory address given to
the process; the process then continues
execution. Similarly, if a message is sent to an
exchange at which processes are queued, then the
process that was enqueued first 1is dequeued,
given the address of the message, and placed into
the ready state.
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Link Blocks

Small system data structures (link Dblocks) are
used for engqueueing messages onto an exchange.
Each 1link block contains the address of the
message and the address of the next link block
(if any) that 1is 1linked onto the exchange.
Processes are engqueued onto an exchange by
linking through a field of each Process Control
Block that is reserved for this purpose.

The relationship of exchanges, messages, and
processes is shown in Figure 4-1 below.

( oowe )
Y

Link — Link

Message 1 Message 2

G
Y

Process A - Process B

Figure 4-1. Relationship of Exchanges, Messages, and Processes.
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Exchange Allocation

Exchanges are allocated in three ways:

o Exchanges for system service processes are
allocated at system build.

o Exchanges can Dbe dynamically allocated and
deallocated using the AllocExch and
DeallocExch operations. (See the "Exchange

Management" section.)

o When a process is created, its creator gives
it a unique default response exchange. A
process can determine the identification of
its own default response exchange using the
QueryDefaultRespExch operation. (Ssee the
"Exchange Management" section.)

Sending a Message

4-8

When a message 1is sent to an exchange, the O0S
queues the address of the message at the

exchange. Thus overhead is minimized, since just
the address of the message, not the message
itself, is moved. Therefore queueing a number of

messages at the same exchange requires very
little execution time or memory.

When a process sends a message to an exchange,
one of two actions results at the exchange:

o If no processes are waiting, the message is
queued.
o If one or more processes are waiting, the

process that was enqueued first is given the
message and is placed in the ready state. 1If
this process has a higher priority than the
sending process, it becomes the running
process and the sending process loses control
until it once again becomes the ready process
with the highest priority.

After a message is queued at an exchange, it must
not be modified Dby the sending process. A
process that receives the message by waiting at
the exchange where the message was queued is free
to modify the message.
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The Send primitive transfers a 4-byte field from
the sending process to the waiting process. The
4-byte field can be interpreted as the memory
address of a data structure but this is not
necessary. The interpretation of the 4-byte
field 1is Dby agreement of the two processes
involved.

Waiting for a Message

When a process waits for a message at an
exchange, one of two actions results at the
exchange:

o) If no messages are gqueued, the process is
placed in the waiting state until a message
is sent. When a message is sent, its memory

address is returned to the process, which
leaves the waiting state and is scheduled for
execution.

o If one or more messages are queued, then the
message that was enqueued first is dequeued
and its memory address returned to the
process, which continues to execute.

Sending Messages to Another Partition

A process can send a message to a process 1in
another application partition (interpartition
communication). The destination process first
allocates an exchange with the AllocExch
operation, then uses the SetPartitionExchange
operation to make the exchange known to the 0S.
The sender process uses the GetPartitionExchange
operation to obtain the exchange number, then
sends messages to the exchange.

Each process must use the LockPartition operation
to lock itself into its partition so that it
cannot be terminated by a TerminatePartitionTasks
or VacatePartition operation.

The AllocExchange operation is described in the
"Exchange Management" section. The GetPartition-
Exchange, LockPartition, SetPartitionExchange,
TerminatePartitionTasks, and VacatePartition
operations are described in the "Application
Partition Management" section.
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System Service Processes

The CTOS Operating System includes a number of
system service processes. These processes, which
are scneduled for execution in the same manner as
application processes, receive IPC messages to
request the performance of their services. Any
process, even a system service process, can use
(be a client of) a system service process.,

Each system service process acts as the guardian
and manager for a class of system resources such
as files, memory, or keyboard. Because the
system service process 1is the only software
element that accesses the resource, and because
the interface to the system service process is
formalized through the use of 1IPC, a highly
modular environment results.

This modular environment increases reliability by
localizing the scope of processing and provides
the flexibility to replace a system service
process as a complete entity.

System builders can also include their own system
service processes, which are then
indistinguishable from Convergent ones.

Accessing System Services
CTOS system services can be accessed:
o indirectly, by a procedural interface, or
o directly, by the Request and Wait primitives.
Using the procedural interface is easier because
it automatically performs most of the necessary
housekeeping, as well as issues the Request and
Wait primitives.
Using the Request and Wait primitives is more
powerful, however, as it allows a greater degree
of overlap between multiple input/output
operations and computation.

Procedural Access to System Services
When a procedural interface is used, a request

block is automatically constructed and the
default response exchange of the process 1is
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automatically used. Except for the ReadAsync and
WriteAsync procedures, the request Dblock is
constructed on the stack of the client process.

Most procedural interfaces to system services do
not provide any overlap between computation by
the client process and execution of the system
service. Because Read and Write are the system
services for which the overlap of computation and
execution of the system service is most
desirable, Convergent has provided the procedures
ReadAsync and CheckReadAsync and WriteAsync and
CheckWriteAsync. (see the "File," "Disk," and
"Printer Spooler Management" sections.) These
procedures allow the client process to initiate
an input/output operation and then compute and/or
initiate other input/output operations before
checking for the successful completion of the
input/output operation. '

Direct Access to System Services

Execution of a system service involves the
participation of two processes (client and system
service), three kinds of Kernel primitives
(Request, Respond, and Wait), two kinds of
exchanges (response exchange and default response
exchange), and a data structure (request block).

The process requesting the system service is the
client process. Any process, even a system
service process, can be a client process, since
any process can request system services.

CTOS system services are provided by system
service processes. These processes are created
when the system 1s first loaded and execute code
that was linked into the System Image at system
build.

System services are customized at system build
through the inclusion/exclusion of Convergent-
written system service processes in the System
Image. User-written system service processes can
also be included, either to replace or to augment

the Convergent-written ones. User-written system
service processes have the same power and
flexibility as Convergent-written ones;

customizing the set of system services requires
no modification to Convergent-written code.
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A request block, a data structure provided by the
client process, contains the specification and
the parameters of the desired system service. A
request block contains a request code field, a
response exchange field, and several other fields
that are explained in the section Dbelow on
"Request Blocks."

A request code is a 16-bit value that uniquely

identifies the desired system service. For
example, the request code for the Write operation
is 36. The request code is used both to route a

request to the appropriate system service process
and to specify to that process which of the
several services it provides is currently
requested.

A response exchange is the exchange at which the
requesting client process waits for the response
of a system service. The response can be
directed to the exchange at which the client
process 1is expecting it because the exchange at
which the response is desired is specified in the
request block.

A special case of response exchange 1is the

default response exchange of a process. Each
process 1s given a unique default response
exchange when it 1is created. This special

exchange is automatically used as the response
exchange whenever a client process uses the
procedural interface to a system service.

For this reason, the direct use of the default

response exchange is not recommended. The use of
the default response exchange 1is 1limited to
requests of a synchronous nature. That is, the

client process, after specifying the exchange in
a Request, must wait for a response Dbefore
specifying it again (indirectly or directly) in
another Request.

A service exchange 1is an exchange that is
assigned to a system service process at system
build. The system service process waits for
requests for 1its services at its service
exchange.

The Request primitive is a variant of the Send
primitive. It is used to direct a request for a
system service from a client process to the
service exchange of the system service process.
Request, unlike Send, does not accept an exchange
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identification as a parameter. Rather, it infers
the appropriate service exchange by using the
request code as an index into the Service
Exchange Table.

The Service Exchange Table 1is constructed at
system build, resides in the System Image, and
translates request codes to service exchanges. A
companion table, the Local Service Code Table,
translates each request code to a local service
code to specify which of the several services of
the system service process is desired.

The Respond primitive is another variant of the

Send primitive. System service processes use
Respond to report the completion of the requested
system service. The exchange to which the

response 1s directed is not a direct parameter to
Respond but 1is obtained from the response
exchange field of the request block. Only system
service processes are allowed to use the Respond
primitive, and they must always specify as a
parameter the same request block that the client
process used to request the system service.

Interaction of Client Processes and System Service Processes

The client process initiates the transaction by
formatting a request block and issuing a Request
primitive. The client process can then continue
execution but must not modify the request
block. In order to determine when the request
was completed, the client process must issue
either a Wait or a Check primitive. The Wait or
Check primitive must specify the same exchange
that the client process specified as the response
exchange in the request block.

The Wait primitive suspends execution of the
client process until the system service process
responds (or until another message is queued at
the specified exchange).

The Check primitive does not suspend execution of
the client process; instead it inquires whether a
message is queued at the specified exchange.

The system service process waits for a request to
be queued at an exchange. Upon receiving a
request, the system service process verifies the
control information and data given it Ybefore
processing the request.
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If the request 1is invalid, the system service
process inserts an appropriate error code into
the status code field (that is, ercRet) of the
request block.

If the request is wvalid, the system service
process performs the request, places appropriate
information into the response packets described
by the request block, inserts a normal status
code into the request Dblock, and acknowledges
completion of the service by responding to the

exchange specified by the client process. It
then resumes waiting until it receives the next
request.

The interaction of client and system service
processes is shown in Figure 4-2 below.

Service
Exchange
A1 B2
Request Wait Satisfied
B1
Wait
Client Request System
Process Block Service
A Process B
Wait B3
Respond
A3
Wait Satisfied
Response
Exchange

Figure 4-2. Interaction of Client and System Service Processes.
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Filter Processes

The processing flow of client and system service
processes is shown in Figure 4-3 below.

Process Entry Point Process Entry Point
Initialize Process Initialize Process
p——-1 Compute — Wait for Request
Request Service Perform Function
Wait for Response Hespond
Client Process Service Process

Figure 4-3. Processing Flow of Client and System Service Processes.

A filter process is a user-written system service
process that is included in the System Image at
system build. A filter process 1is interposed
between a client process and a system service
process that Dbelieve they are communicating
directly with each other. The Service Exchange
Table is adjusted at system build to route
requests through the desired filter process.

IPC Management 4-15



A filter process might be used between the file
management system and its client process to
perform special password validation on all or
some requests.

The interaction of a filter process with a client
and system service process is shown in Figure 4-4

below.
Service Service
Exchange Exchange
Al B2 c2
Request Wait Satisfied Wait Satisfied
B1 B3 c1
Wait Request Wait
Client Filter System
System
Process Service Service
A Process B
Process B
A2 B6 B4
Wait Respond Wait
A3 B5 C3
Wait Satisfied Wait Satisfied Respond
Response Response
Exchange Exchange

Figure 4-4. Interaction of Filter Process with Client and System Service Processes.

Request Blocks

The format of request blocks is designed to allow
migration of

the
processes
configurations.

transparent
between

system

standalone and
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Standard Header

self-describing and consist of four parts:

1. a standard header,

2. request-specific control information,

3. descriptions of the request data items, and
4. descriptions of the response data items.

Each data item is described by memory address,

size, and source (client or system service
process).

The format of the standard request block header
is shown in Table 4-1 below.

Table 4-1. Format of a Request Block Header.

Size
Offset Field (bytes)
0 sCntInfo 2
2 nReqPbCb 1
3 nRespPbCb 1
4 userNum 2
6 exchResp 2
8 ercRet 2
10 rqCode 2
where
sCntInfo is the number of bytes of control
information.
nRegPbCb is the number of request
address/size (pb/cb) pairs.
nRespPbCb is the number of response
address/maximum size (pb/cbMax)
pairs.
userNum is a 16-bit user number that
uniquely identifies the application
system. Each application partition
has a unique user number. The
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processes in an application
partition share the same user

number. A process can obtain its
user hnumber with the GetUserNumber
operation (see the "Process

Management" section).

exchResp is the response exchange.
CAUTION: Be extremely careful in
specifying the response exchange in
the request block. Conflicting use
of exchanges, especially explicit
use of the default response exchange
of a process that conflicts with the
implicit use by procedural calls to
system services and system common
procedures, tends to cause
application systems to malfunction
in ways that are difficult to
diagnose.

ercRet is the status code (returned by the
system service process).

rgCode is a request code, a 16-bit value
that uniquely identifies the desired
system service. The request code 1is
used both to route a request to the
appropriate system service process
and to specify to that process which
of the several services it provides
is currently requested.

Request-Specific Control Information

The request-specific control information consists
of sCntInfo Dbytes that are transmitted £from
client to system service (except for ercRet,
which 1is transmitted from system service to
client). '

Request Data Item

4-18

Each request data item descriptor consists of the
4-byte memory address of the request data item
followed by the 2-byte size of the item. The
total size (in bytes) of the request data item
descriptors is six times nReqPbCb. Request data
items are transmitted from client to system
service.
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Response Data Item

Example

Each response data item descriptor consists of
(1) the 4-byte memory address of the area into
which the response data item is to be moved by
the system service, and (2) the 2-byte maximum
allowable byte count of the response data item.
The total size (in bytes) of the response data
item descriptors 1is six times nRespPbCbMax.
Response data items are transmitted from system
service to client.

As an example, consider a request to write one
sector 1into a file that has already been
opened. Assume that the client process is using
a procedural interface rather than directly using
the Request and Wait primitives. The client
process makes a function reference, that is,
erc = Write (£h, pBuffer, sBuffer, 1fa,
psDataRet), to the file management system Write
operation, 'supplying as arguments:

o the file handle returned from a previous
OpenFile operation,

o) the memory address of the first byte of data
to be written,

o the count of bytes to be written,

o the logical file address of the sector into
" which the data is to be written, and

o the memory address of the word into which the
count of Dbytes successfully written is to be
returned.

The Write function also returns a status code to
indicate whether the operation was a success.

The Write system service illustrates both a
request data item (the data to be written) for
which the client process 1is the source and a
response data item (the count of bytes
successfully written) for which the system
service process is the source.
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In this example, the procedural interface
automatically allocates memory on the stack of
the client process for a request Dblock and
creates a header containing:

o) the number of bytes of control information

(6),
o the number of items of request data (1),
o the number of items of response data (1),

o the user number (the default is 0 for the

application system in the interactive
partition),
o the response exchange (the default response

exchange of the «client process 1is used
automatically whenever a system service is
activated through its procedural interface),

o the status code (this 1is returned by the
system service process), and

o the request code (36 is the request code to
invoke the Write system service).

The control information contains:

o the file handle (2 bytes), and

o the logical file address (4 bytes).

The single request data item is described by:

o the memory address of the data to be written,
and

o the count of bytes to be written.
The single response data item is described by:

o the memory address of the word into which the
count of bytes successfully written is to be
returned, and

o the size (in bytes) of the word into which
the count of bytes successfully written is to
be returned (the number 2 is automatically
supplied by the procedural interface).
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Request Primitive

The Request primitive is a variant of the Send
primitive. It directs a request for a system
service from a client process to the service
exchange of the system service process.

The Send primitive accepts any 4-byte field as a
parameter. This is usually, but not necessarily,
the address of a message. In contrast, the
Request and Respond primitives explicitly
interpret the 4-byte field as the memory address
of a request block. Before issuing the Request
primitive, the client process arranges the data
required for the system service into a request
block in its memory.

Unlike Send, Request does not accept an
identification of an exchange as a parameter.
Rather, it infers the appropriate service

exchange by using the request code of the request
block as an 1index 1into the Service Exchange
Table. The Service Exchange Table is constructed
at system build, resides in the System Image, and
translates request codes to service exchanges.

The use o0f the Service Exchange Table allows
request codes to remain invariant among CTOS
Operating Systems with varying organizations of
system service processes. This invariance
facilitates the development of filters and 1is
critical to the transparent operation of the
cluster configuration.

A companion table, the Local Service Code Table,
translates each request code to a local service
code to specify which of the several services of
the system service process is desired.

Respond Primitive

The Respond primitive is only used by a system
service process to respond to a client process
that requested the performance of a system
service.

The only parameter to the Respond primitive is
the memory address of the request block of the
client process. That is, the system service must
use the same memory address as a parameter to
Respond that the «c¢lient process wused as a
parameter to the Request primitive. The exchange
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Wait Primitive

to which the response is directed is determined
by the response exchange (exchResp) field of the
request block.

In normal operation, sufficient resources (that
is, 1link blocks) are always available for the
successful execution of the Respond primitive.
This is because the Request primitive reserves a
link Dblock for the exclusive wuse of the
corresponding Respond primitive. Calls to the
Respond primitive must exactly match calls to the
Request primitive. That is, each Request must be
answered by a Respond, and Respond must never be
used for any purpose other than to answer a
Request.

If a malfunctioning user-written system service
were to fail to respond to a client process's
request, unmatched requests would cause all 1link
blocks to be reserved and future requests would
receive the "No 1link Dblock available" status
code.

If an application process inappropriately called
the Respond primitive, the wunmatched Respond
would cause the count of link blocks reserved to
be insufficient and might cause another call to
Respond to receive the "No link block available"
status code.

The Wait primitive is used with the Request and
Respond primitives, as well as with the Send

primitive. System service processes use Wait to
suspend execution until a client process requests
the performance of a system service. Client

processes use Wait to synchronize their execution
with the completion of the system service they
requested. In the context of Request and
Respond, the message that is queued at an
exchange is always a request block.

The Wait primitive first checks whether one or
more messages are gqueued at the specified
exchange.

If messages are gqueued, the message that was
enqueued first is dequeued from the exchange and
its memory address returned to the calling
process; the calling process then continues
execution.
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If no messages are gqueued, the- Process Control
Block of the calling process is queued at the
exchange and the process 1is placed into the
waiting state. In the waiting state, the process
stops executing and relinquishes control of the
processor. The calling process remains in the
waiting state until another process queues a
message at the specified exchange. The calling
process then 1leaves the waiting state and is
placed into the ready state. The memory address
of the message gqueued at the exchange by the
other process is returned to the calling process
and it resumes execution when it becomes the
highest priority ready process.

Interstation Communication

The interstation communication (ISC) facility is
an upward-compatible extension of the
interprocess communication facility. When a
client process requests a system service, a
request block is constructed that contains all
the inflormation necessary to describe the desired
function.

In a standalone workstation, the request block is
queued at the exchange of the system service
process that actually performs +the desired
function.

CWS Agent Service Process
In a cluster workstation (CWS), however, if the

function is to Dbe performed at the master
workstation, the request block is queued at the

exchange of the CWS Agent Service Process. The
CWS Agent Service Process converts interprocess
requests to interstation messages for

transmission to the master workstation. The CWS
Agent Service Process is included at system build
in a System Image that is to be used on a CWS.

Master Workstation Agent Service Process

The System Image used at the master workstation
is built to include a corresponding service
process: the master workstation Agent Service
Process. The master workstation Agent Service

Process reconverts the interstation message to an
interprocess request that it gqueues at the
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exchange of the master workstation system service
process that actually performs the desired
function. Note that the Service Exchange Table
that translates request code to service exchange
at the master workstation is necessarily
different from the table at the CWS. When the
system service process at the master workstation
responds, the response 1is routed through the
master workstation Agent Service Process, the
high-speed data 1link, and the CWS Agent Service
Process before being gqueued at the response
exchange in the CWS that was specified in the
request block.

The format of request blocks is designed to allow
the CWS and master workstation Agent Service
Processes to convert between interprocess
requests and interstation messages very
efficiently and with no external information.
Because request Dblocks are completely self-
describing, the Agent Service Processes can
transfer requests and responses Dbetween the
master workstation and CWSs without any knowledge
of what function is requested or how it is to be
per formed.

Interstation Request/Response Message
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An interstation request message consists of:
o a header,
o control information,

o the size and actual text of each request data
item, and

o the maximum allowed size of each response
data item.

An interstation response message consists of:
o a status code, and

o) the actual size and text of each response
data item.
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The CWs Agent Service Process forms an
interstation request message by copying the
header and control information from the request
block, moving the actual text of the request data
items into the message, and including a
specification of the maximum allowed sizes of the
response data items.

After receiving the interstation response
message, the CWS Agent Service Process stores the
status code into the request block and moves the
text of the response data items into the memory
areas specified for them by the request block.
This transformation scheme ensures that no
redundant or extraneous information is
transmitted between the master workstation and
CWSs.
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OPERATIONS: PRIMITIVES

4-26

Interprocess

communication management provides

the operations listed below.

Check

PSend

Request

Respond

Send

Wait

dequeues the message (if any)
that was enqueued first at the
specified exchange. Returns
the status code "No message
available" (14) if none are
queued.

a privileged send used by
interrupt handlers. Sends the
specified message to the
specified exchange.

requests a system service by
sending a request block to the
exchange of the system service
process.

notifies a client process that
the requested system service
was performed by sending the
request block of the client
process back to the response
exchange specified in the
request block.

sends the specified message to
the specified exchange.

dequeues the message (if any)
that was enqueued first at the
specified exchange. Causes the
calling process to be placed
into the waiting state if no
messages are enqueued.
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Check

Description

The Check primitive checks whether messages are
queued at the specified exchange. If messages
are queued, then the message that was enqueued
first 1is dequeued and its memory address 1is
returned to the calling process. If no messages
are queued, then status code 14 ("No message
available") is returned.

The Check primitive, unlike the Wait primitive,
never causes the calling process to be placed
into the waiting state.

Pfocedural Interface

Request Block

Check (exchange, ppMsgRet): ErcType

where

exchange is the identification of the
exchange to check.

PPMsgRet is the memory address of a 4-byte

field into which the memory address
of the message that was enqueued
first at the exchange, if any, 1is
returned.

Check is a Kernel primitive.
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PSend

Description

The PSend primitive, a privileged Send primitive
used by interrupt Thandlers, checks whether
processes are queued at the specified exchange.
If processes are queued, then the process that
was enqueued first is dequeued, given the memory
address of the message, and placed into the ready
state.

If no processes are waiting at the exchange, then
the message is queued at the exchange.

PSend uses a special pool of link blocks that are
reserved at system build (see the System
Programmer's Guide).

Procedural Interface

Request Block

PSend (exchange, pMsg): ErcType

where

exchange is the identification of the
exchange to which the message 1is
sent.

pMsg is the memory address of the message

(or a 4-byte field of information
whose interpretation is agreed upon
by the sending and receiving
processes).

PSend is a Kernel primitive.
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Request

Description

The Request primitive requests a Convergent- or
user-written system service by sending a request
block to the service exchange of the system
service process.

A client process uses the Request primitive
indirectly when it uses the procedural interface
to a system service or directly when it is
necessary to overlap its own execution with the
performance of the service.

The Request primitive 1infers the appropriate
service exchange by using the request code of the
request Dblock as an index into the Service
Exchange Table. The use of the Service Exchange
Table allows request codes to remain invariant
among CTOS Operating Systems with varying
organizations of system service processes. This
invariance facilitates the development of filters
and is critical to the transparent operation of
the cluster configuration.

The <client process must wuse the AllocExch
operation (see the "Exchange Management" section)
to acquire an exchange identification to place
into the exchResp field of the request block.

There must not be conflicting uses of the
response exchange specified in the request block;
such conflict can cause malfunction of the
application system that is difficult to diagnose.

Procedural Interface

Request Block

Request (pRg): ErcType
where

PRa is the memory address of the request
block.

Request is a Kernel primitive.
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Respond

Description

The Respond primitive is only used by a system
service process to respond to a client process.
After the system service process has completed
the processing of a service request, it invokes
Respond to send the request block of the client
process back to the response exchange specified
in the request block.

The Respond primitive accepts the memory address
of the request block of the client process as its
only parameter; the system service process must
use the same memory address as a parameter to the
Respond primitive that the client process used as
a parameter to the Request primitive. The
exchange to which the response 1is directed is
determined by the exchange response field of the
request block.

Calls to the Respond primitive must exactly match
calls to the Request primitive; that 1is, each
Respond must answer a Request and each Request
must be answered by a Respond.

A 1link Dblock is reserved by the corresponding
Request primitive to ensure the successful
execution of the Respond primitive.

The use of the Respond primitive within an
application system would cause catastrophic
mismanagement of 1link blocks and termination of
CTOS operation. See the discussion in the System
Programmer's Guide for a complete explanation.

Procedural Interface

Request Block

Respond (pRq): ErcType

where

PRa is the memory address of the same
request block that the system

service process received from its
exchange.

Respond is a Kernel primitive.
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Send

Description

The Send primitive checks whether processes are
queued at the specified exchange. If processes
are queued, then the process that was enqueued
first is dequeued, given the memory address of
the message, and placed into the ready state. If
such a process has a higher priority than the
calling process, it 1is scheduled for immediate
execution and the <calling process remains
preempted until the higher priority process
reenters the waiting state.

If no processes are waiting at the exchange, then
the message is queued at the exchange.

Procedural Interface

Request Block

Send (exchange, pMsg): ErcType

where

exchange is the identification of the
exchange to which the message is
sent.

pMsg is the memory address of the message

(or a 4-byte field of information
whose interpretation is agreed upon
by the sending and receiving
process) .

Send is a Kernel primitive.
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Wait

Description

The Wait primitive checks whether messages are
queued at the specified exchange. If messages
are queued, then the message that was enqueued
first is dequeued and its memory address 1is
returned to the <calling process; the calling
process then continues execution.

If no messages are dqueued, then the Process
Control Block of the calling process is queued at
the exchange and the process is placed into the

waiting state. 1In the waiting state, the process
stops executing and relinquishes control of the
processor. The calling process remains in the

waiting state until another process queues a
message at the specified exchange using the Send,

PSend, Request, or Respond primitives. The
calling process then leaves the waiting state and
is placed into the ready state. The memory

address of the message queued at the exchange by
the other process 1is returned to the calling
process, which resumes execution when it becomes
the highest priority ready process.

Procedural Interface

Request Block

Wait (exchange, ppMsgRet): ErcType

where

exchange is the identification of the
exchange at which to wait.

ppMsgRet is the memory address of a 4-byte

field into which the memory address
of the message, if any, that was
enqueued first at the exchange is
returned.

Wait is a Kernel primitive.
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5 EXCHANGE MANAGEMENT

OVERVIEW

The exchange management facility supports the
dynamic allocation and deallocation of
exchanges. ‘For more information about exchanges,
see the "Interprocess Communication Management"

section.
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CONCEPTS

Exchange

An exchange is the path over which messages are
communicated from process to process (or from
interrupt handler to process). An exchange
consists of two first-in, first-out queues: one
of processes waiting for messages, the other of

messages for which no process has yet waited. An

exchange 1is referred to Dby a unique 16-bit
integer.

Processes or messages, but not both, can be
queued at an exchange at any given moment. If a
process waits at an exchange at which messages
are gqueued, then the message that was engqueued
first is dequeued and its memory address given to
the process; the process then continues execu-
tion. Similarly, if a message is sent to an
exchange at which processes are queued, then the
process that was enqueued first 1is dequeued,
given the address of the message, and placed into
the ready state.

Exchange Allocation

Exchanges are allocated in three ways:

o Exchanges for system service processes are
allocated at system build.

o) Exchanges can be dynamically allocated and
deallocated using the AllocExch and Dealloc-
Exch operations.

o When a process is created, its creator gives

it a unique default response exchange. (see
the "Interprocess Communication Management"
section.) A process can determine the

identification of its own default response
exchange by using the QueryDefaultRespExch
operation.
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