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Manual History

Revision System Version PSR Level - Date

A 1.11 613 July 1984
B 1.1.3 644 December 1985
C 1.2.1 664 September 1986
D 1.2.1 670 December 1986
E 1.2.2 678 April 1987
F 1.2.3 688 September 1987
G 1.3.1 700 " April 1988
H 1.4.1 716 December 1988
J 1.5.1 739 December 1989

This revision reflects the following major additions and changes:

® New system attributes:

ACCOUNT_LOG _CRITICAL
ACCOUNT_LOG _MAXIMUM _SIZE

AIO _LIMIT

ENABLE _CONSOLE _BELL
ENGINEERING _LOG _CRITICAL
ENGINEERING _LOG _MAXIMUM _SIZE
FILE _SERVER _DEBUG_ENABLED
FILE _SERVER _RECOVERY_ENABLED
HISTORY_LOG_CRITICAL
HISTORY_LOG_MAXIMUM _SIZE
MAXWS_AIO _THRESHOLD
SECURITY_LOG _CRITICAL
SECURITY_LOG _MAXIMUM _SIZE
SPACE _MESSAGES_TO_CONSOLE
STATISTIC _LOG _CRITICAL

STATISTIC _LOG _MAXIMUM _SIZE
SYSTEM _LOG _CRITICAL

SYSTEM _LOG_MAXIMUM _SIZE
UNLOAD _DEADSTART_TAPE

© Removal of MAXIMUM _SEGMENT_LENGTH system attribute.

© New chapter 3, Managing Memory, describes memory attributes and includes an
overview of page streaming.

©1984, 1985, 1986, 1987, 1988, 1989 by Control Data Corporation
All rights reserved.
Printed in the United States of America.
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® Modification of MANAGE _PERIODIC _STATISTICS utility to include information
about an immediate emission set.

® New PROCESS_STORAGE command replaces EMIT _PERMANENT_FILE _
STATISTICS command.

® New ANALYZE _BINARY_LOG utility subcommands:

CHANGE _DEFAULTS
DISPLAY_DEFAULTS
POP_PAGE _HEADER
PUSH _PAGE _HEADER
PUT_NEW_PAGE

o New statistics:

OD10 Optical disk accounting
0Ss7 Service class usage
0S8 Job class usage

This edition obsoletes all previous editions.
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About This Manual

This manual contains system information and information about software tools used by
a site analyst to support, maintain, and troubleshoot operations of the CONTROL
DATA® Network Operating System/Virtual Environment (NOS/VE). NOS/VE executes as
a standalone system, or in a dual-state configuration with either the CDC® Network
Operating System (NOS) Version 2 or the CDC Network Operating System Batch
Environment (NOS/BE) Version 1.5.

Audience

This manual is written for the site analyst responsible for maintenance, support, and
problem troubleshooting at a site using NOS/VE. On dual-state systems, the reader is
assumed to be an experienced NOS or NOS/BE analyst. It is assumed that the reader
has a working knowledge of the NOS/VE System Command Language (SCL).
Conventions

The following conventions are used in this manual:

Boldface In a command or function format description, names and required
parameters are shown in boldface type.

Italics In a command or function format description, optional parameters
are shown in italic type.

Numbers All numbers are shown in decimal format unless otherwise noted.

Vertical bar A technical change is indicated by a vertical bar in the margin
next to the change.

Shading In examples of interactive terminal sessions, user input is shaded
to distinguish it from system output.
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Submitting Comments

There is a comment sheet at the back of this manual. You can use it to give us your
opinion of the manual's usability, to suggest specific improvements, and to report
errors. Mail your comments to:

Control Data

Technical Publications ARH219
4201 North Lexington Avenue
St. Paul, Minnesota 55126-6198

Please indicate whether you would like a response.

If you have access to SOLVER, the Control Data online facility for reporting problems,
you can use it to submit comments about the manual. When entering your comments,
use NVO (zero) as the product identifier. Include the name and publication number of
the manual.

If you have questions about the packaging and/or distribution of a printed manual,
write to:

Control Data

Literature and Distribution Services
308 North Dale Street

St. Paul, Minnesota 55103-2495

or call (612) 292-2101. If you are a Control Data employee, call (612) 292-2100.

CYBER Software Support Hotline

Control Data's CYBER Software Support maintains a hotline to assist you if you have
trouble using our products. If you need help not provided in the documentation, or find
the product does not perform as described, call us at one of the following numbers. A

support analyst will work with you.

From the USA and Canada: (800) 345-9903

From other countries: (612) 851-4131
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Overview 1

This chapter provides an overview of both volumes of the NOS/VE System Performance
and Maintenance manual, gives a general description of the CYBER 180 hardware, and
supplies an annotated list of important site analyst documentation.

Introduction to the System Performance and
Maintenance Manuals

The System Performance and Maintenance manuals comprise a two-volume set. In
general, the purpose of the set is to provide analyst-level configuration and
maintenance information for the NOS/VE operating system. This includes information
about how to configure and tune the operating system itself. It also includes
information about various features and utilities closely related to operating system
usage such as the Statistics Facility, the Physical Configuration Utility, the system
core debugger, permanent file maintenance, and deadstart file maintenance.

Volume 1: Performance

Volume 1 contains information about:

o CPU- and memory-related performance tuning methods.
© Job scheduler.

o Statistics Facility.

Chapter 1: Overview

Chapter 2: Adjusting System Attributes

System attributes are system variables used to define performance parameters and to
select certain system options. Each of the system attributes is described in this chapter.
This chapter also describes the SET_SYSTEM _ATTRIBUTE system core command,
which is used to control the system attributes.

Chapter 3: Managing Memory

Chapter 3 describes the MANAGE _MEMORY utility. This utility controls the
attributes used to configure NOS/VE memory.

Chapter 4: Job Scheduling and Load Leveling

Chapter 4 describes the two utilities used to control job scheduling activities in
NOS/VE: the ADMINISTER _SCHEDULING utility and the MANAGE _ACTIVE _
SCHEDULING utility.

For sites that have multiple mainframes connected by NOS/VE File Server software
and STORNET hardware, chapter 4 also describes how to configure a tightly coupled
network for automatic load leveling. Load leveling refers to the dynamic routing of
batch jobs between mainframes for the purpose of maintaining all mainframes in the
tightly coupled network at their maximum load.
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Introduction to the System Performance and Maintenance Manuals

Chapters 5, 6, and 7: Special Topics in Performance Tuning

These chapters provide a more detailed description of the processing algorithms used in
three major areas of system tuning: CPU scheduling, page aging, and job swapping.
Included in each discussion are explanations of the individual system attributes and job
scheduling attributes that influence processing performance.

Chapter 8: Performance Optimization

Chapter 8 contains a number of suggestions about how to achieve optimum system
performance. Most of the chapter is devoted to the problem of how to balance system °
performance in three major areas: the CPU, memory, and disk I/0. Achieving a good
balance between these three system resources minimizes the formation of bottlenecks
that can impede system performance.

Chapter 9: Statistics Facility

The Statistics Facility is a collection of commands and utilities that can be used to
obtain statistical reporting on virtually any area of system activity. This chapter
explains how to maintain the various binary logs to which statistical information is
written and how to obtain readable reports on information recorded in the logs. The
chapter also contains format descriptions for the statistics that are predefined by
NOS/VE.

Volume 2: Maintenance
Volume 2 contains information about:

® Maintaining the configuration of hardware storage and network devices attached to
NOS/VE.

® Deadstart file maintenance.
® Permanent file maintenance.
@ Configuring mass storage classes for optimum fault tolerance.

® Recovering from hardware error conditions.
Chapter 1: Overview

Chapters 2 and 3: Peripheral Device Configuration and Management

Chapters 2 and 3 describe the two utilities used to manage peripheral hardware devices
attached to NOS/VE. These are the Physical Configuration Utility (PCU) and the
Logical Configuration Utility (LCU). Devices controlled by these utilities include disk
and tape storage devices, network connection devices, and extended memory devices
(STORNET and ESM-II). Devices such as printers and card readers are not included;
these are considered terminals rather than peripheral devices.

Appendix E, Supported Hardware Products, should be used in conjunction with chapters

2 and 3. Appendix E contains reference information about the various hardware devices
that can be configured to NOS/VE.
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Introduction to the System Performance and Maintenance Manuals

Chapter 4: System Core Commands

Chapter 4 describes the system core commands. The set of system core commands
includes the INITIALIZE _SYSTEM _DEVICE command, used to initiate an installation
deadstart, and the SET_SYSTEM _ATTRIBUTE command, used to change the current
value of system attributes.

Chapter 5: Deadstart File Maintenance

This chapter provides information about how to create and install a deadstart file. The
information in this chapter can be divided into three types of information: a description
of the files and catalogs related to deadstart, reference descriptions of commands
related to deadstart, and step-by-step descriptions of the processes used to create a
deadstart tape and a deadstart disk file.

Chapter 6: Customizing the Operational Environment

The. Site Tailoring chapter describes several aspects of NOS/VE operations that can be
customized to fit the needs of a particular site. Examples include information about
how to customize the various prologs and epilogs that execute during deadstart,
information about how to modify the set of terminal definitions maintained by NOS/VE,
and information about how to modify certain system modules.

Chapter 7: Software Installation Utilities

Chapter 7 describes the two utilities used to install software products and batch
corrective updates (BCUs). The INSTALL _SOFTWARE utility is used to actually install
software products and BCUs. The CREATE _INSTALLATION _ENVIRONMENT utility
controls a number of permits and processes related to the task of installing system
software.

Chapter 8: Permanent File Maintenance

The information in this chapter is divided into two parts: how to maintain families on
NOS/VE, and a description of the analyst-level parts of the utilities used to back up
and restore files. For information about the operational aspects of the backup and
restore utilities, refer to the NOS/VE Operations manual.

Chapters 9 and 10: Debug and Dump Utilities

The system core debugger described in chapter 9 can be used to debug one or more
active tasks in the system. Chapter 10 provides information about the ANALYZE _
DUMP utility.

Chapters 11, 12, and 13: Fault Tolerance Configuration and Failure Analysis
The information in these chapters is provided for two purposes:

0 To provide information about how to configure storage devices to provide optimum
fault tolerance characteristics.

© To provide information about recovering from hardware or software errors as
quickly as possible.

All three chapters should be read in their entirety at the time NOS/VE is installed.
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CYBER 180 Hardware -

CYBER 180 Hardware

The mainframes on which NOS/VE executes provide central memory of up to 256
million bytes, virtual memory management, and 12- or 16-bit peripheral processor (PP)
instructions in 16-bit PPs with 12- or 16-bit input/output (I/O) channels.

Some hardware is capable of either standalone or dual-state operations, whereas other
hardware (such as a CYBER 930) is capable of only standalone operations. In a
standalone system, NOS/VE operates completely independently; no other operating
system is executing on the same hardware, and no other is required. In a dual-state
system, two independent software systems execute simultaneously on the same
hardware. When a task is loaded into the central processing unit (CPU), a flag in the
exchange package indicates whether the NOS instruction set or the NOS/VE instruction
set is to be executed.

In a dual-state system, the operating systems depend upon one another for services and
help. Unit record physical input and output may be done under the control of NOS or
NOS/BE. Terminal communications may or may not be controlled by NOS/VE. NOS/VE
does all scheduling of tasks to the central processor (including the task that is the
NOS or NOS/BE operating system), performs virtual memory management, and
monitors and interprets hardware interrupt signals.

In a dual-state system, hardware interrupts cause the NOS/VE monitor to regain
control, regardless of which operating system is executing when the interrupt occurs.
On the basis of the NOS/VE monitor's interpretation of the interrupt, the monitor may
terminate NOS/VE operations and revert to standalone NOS or NOS/BE operations, or,
for handling of the interrupt, it may pass control to either NOS (or NOS/BE) or to
NOS/VE.

Refer to the Virtual State Hardware Reference manual, Volume II, for a detailed
discussion of the theory of hardware operation and for a discussion of how the software
systems interact with the hardware.

Site Analyst Documentation Overview

This section lists the other manuals that are of greatest interest to the site analyst.
The major topic areas for each manual are also described. See appendix B, Related
Manuals, for information about how to order these and other NOS/VE manuals.

NOS/VE Software Release Bulletin (SRB)

The Software Release Bulletin is sent out with each new version of NOS/VE. The
SRB describes new features of interest to a site analyst and contains
up-to-the-minute information that could not be included in the NOS/VE manuals.

NOS/VE Installation Handbook (SMD132488)

Contains information on how to install the NOS/VE operating system. Installation
instructions are included for an initial installation, an upgrade installation, and for
product installations. The installation instructions apply to NOS/VE in a standalone
environment, as well as to dual-state systems with NOS or NOS/BE.
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Site Analyst Documentation Overview

NOS/VE Site Analyst Examples manual

Online manual that contains examples illustrating installation, configuration,
permanent file maintenance, and network management. You can copy and then
execute examples in this manual. All user names specified on the SETUP_
INSTALLATION _PROCESS command described in the SRB are permitted to access
this online manual. To access this manual, enter the following command from your
configuration terminal:

help manual=site_analyst_examples

NOS/VE Operations manual (60463914)

Describes the operator commands and how to interact with the system through the
system console or through an interactive terminal used as a remote console. Other
sections of this manual document magnetic tape usage, sending messages to
“interactive users, and system step/resumption.

NOS/VE User Validation manual (60464513)

Contains the information needed to validate NOS/VE users. It also contains
information for host (NOS or NOS/BE) validation of dual-state users.

CYBER Initialization Package (CIP) User's Reference manual

Documents installation and use of the CYBER Initialization Package (CIP)
components. These components are microcode, console drivers, and boot programs for
the deadstart of NOS/VE, and utilities for dumping the mainframe's memories to
magnetic tape.

There are six model-dependent versions of the CIP User's Reference manual:

Publication
Number CYBER Model Numbers
60000417 CYBER 180 Models 810, 830, 815, 825;
CYBER 810A, 830A
60000418 CYBER 180 Modeis 835, 845, 855;
CYBER 180 Models 840, 850, 860 with 10U
AB115A
60000419 CYBER 180 Models 845, 855;
CYBER 840, 850, 860 with IOU AT478/AT481A,;
CYBER 840A, 850A, 860A, 8704, 990, 990E, 995E
60000420 CYBER 960, 994
60000421 CYBER 962, 992
60000422 CYBER 170 Model 865, 875;

Non-Model 8XX/9XX Series
NOS/VE Terminal Definition manual (60464016)

Lists the commands used to define a terminal's capabilities for full screen usage
and documents the process of creating or updating terminal definitions.
NOS/VE Network Management manual (60463916)

Describes the MANAGE _NETWORK _APPLICATIONS utility, which is used to
define and control network applications.
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Site Analyst Documentation Overview

NOS/VE LCN Configuration and Network Management manual (60463917)

Describes how to use the MANAGE _RHFAM _NETWORK utility to manage the
network configuration and network application definitions on NOS/VE systems
supported by a loosely coupled network (LCN).

NOS/VE File Server for STORNET and ESM-11 (60000190)

Describes how to configure mainframes in a tightly coupled network using the
MANAGE _FILE _SERVER utility.

NOS/VE Security Administration manual (60463945)
Describes the system security features of the NOS/VE operating system.

NOS/VE Accounting Analysis System manual (60463923)

Written for the person responsible for customer accounting, this manual documents
the Accounting Analysis System and how to create and maintain the pricing
information used to bill customers.

NOS/VE Accounting and Validation Utilities for Dual State manual (60458910)

Describes the set of system utilities used to perform resource accounting and user
validation functions on a NOS dual-state system.

NOS/VE Diagnostic Messages manual (60464613)

Lists formatted messages that describe the status of system requests, together with
recommended user action. You can also access this manual online by entering
HELP or EXPLAIN _MESSAGE after receiving a a diagnostic message, or by
entering:

help manual=messages

NOS/VE File Archiving manual (60463944)

Describes the utilities used to archive files to secondary, low-cost storage and then
release the disk space used by those files.

Desktop/VE Host Utilities manual (60463918)

Describes the installation and configuration requirements for the Desktop/VE
interface to Apple Macintosh! microcomputers.

CDCNET Network Operations and Anaysis manual (60461520)

Describes the Network Operator Utility which is used to monitor, control, and
dynamically reconfigure CDCNET.

CDCNET Configuration Guide (60461550)
Provides the information you need to configure the network software for CDCNET.

CDCNET Batch Device User Guide (60463863)
Provides the information you need to use batch devices for CDCNET.

1. The Apple Macintosh is a product of Apple Computer, Inc. Apple is a registered trademark of Apple
Computer, Inc. Macintosh is a registered trademark licensed to Apple Computer, Inc.
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Site Analyst Documentation Overview

NOS 2 Installation Handbook (60459320)

Documents the installation and support of NOS and CYBER 170 portions of NOS
dual-state systems. Includes instructions for rebuilding and applying BCUs for the
170 code used in dual-state system operation.

HPA/VE Reference manual (60461930)

Describes how to use the Hardware Performance Analyzer for NOS/VE. HPA/VE is
a Control Data maintenance tool that processes the performance data of each active
hardware element, alerts you when a hardware element is not operating normally,

and provides information that will help you in repairing those elements.

NOS/VE-NOS/BE Dual State Preparation Guide (SMD132178)

Describes how to install a NOS/BE dual-state system. This guide is sent out to all
customers who need to install a new NOS/BE dual-state system.
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Adjusting System Attributes 2

System attributes enable you to define performance parameters and to select system
options, such as operational modes and table and file sizes. In this chapter, system
attributes are treated in the following manner:

© The DISPLAY_SYSTEM _ATTRIBUTE and SET_SYSTEM _ATTRIBUTE commands
are described. Use these commands to display the current values of system
attributes and to alter those values, respectively.

© The attributes are listed in system attribute tables that include their names, default
values, range of allowable values, and other information about when and how to
alter their values.

© FEach system attribute is described. The description may include information about
how the attribute affects NOS/VE execution, as well as how it relates to other
attributes or to other system limits or values.

System attributes are discussed elsewhere in this manual in connection with CPU
scheduling (chapter 5), page aging (chapter 6), and handling bottlenecks in the system
(chapter 8).

Commands

The SET_SYSTEM _ATTRIBUTE command lets you alter the value of a system
attribute. The DISPLAY_SYSTEM _ATTRIBUTE command displays the current value of
a system attribute. These commands are part of the group of commands known as
system core commands. You can interactively enter system core commands when
deadstart pauses with the following prompt:

Enter system core commands

The system core commands, including SET_SYSTEM ATTRIBUTE, can also be entered
automatically during deadstart by placing them in the deadstart file. For information
about how to do this, see the description of the DCFILE file in chapter 5 of the
NOS/VE System Performance and Maintenance manual, Volume 2.

Finally, you can enter the SET_SYSTEM _ATTRIBUTE and DISPLAY_SYSTEM _
ATTRIBUTE commands during normal system operation. System core commands other
than SET_SYSTEM _ATTRIBUTE and DISPLAY_SYSTEM _ATTRIBUTE are described
in the NOS/VE System Performance and Maintenance manual, Volume 2.
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DISPLAY_SYSTEM_ATTRIBUTE

DISPLAY_SYSTEM _ATTRIBUTE

Purpose Displays the current value of a system attribute.

Format DISPLAY_SYSTEM _ATTRIBUTE or
DISSA
attribute

Parameters attribute

Specifies which system attribute is to be displayed. Refer to tables 2-1,
Performance Attributes, and 2-2, Maintenance Attributes, for more
information about attribute names, default values, and ranges of acceptable
values. This parameter is required.

Remarks © You can enter this command either during deadstart (when the system
prompts you to enter system core commands) or at any time after
deadstart.

0 The use of this command requires that the SYSTEM _DISPLAYS
capability be active within the System Operator Utility session. The
System Operator Utility is described in the NOS/VE Operations
manual.
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SET_SYSTEM_ATTRIBUTE

SET_SYSTEM _ATTRIBUTE
Purpose Alters the value of a system attribute.

Format SET_SYSTEM _ATTRIBUTE or
SETSA
name
value

Parameters name

Specifies the name of the system attribute whose value is to be altered.
Refer to tables 2-1, Performance Attributes, and 2-2, Maintenance
Attributes, for information about attribute names, default values, and
ranges of acceptable values. This parameter is required. There are no
abbreviations for the system attribute names.

value

Specifies the new value for the system attribute. The value must be an
integer. However, some attributes require a boolean value, in which case
you must specify a 0 for a FALSE value or a 1 for a TRUE value. In
tables 2-1 and 2-2, the Type column indicates whether an integer or
boolean value is required for each attribute. This parameter is required.

Remarks © Some attributes can be set only during deadstart; others can be set at
' any time. Tables 2-1 and 2-2 indicate when attributes can be set.

0 Except where stated otherwise in the attribute descriptions, values
specified for system attributes are not preserved across continuation
deadstarts.

© The use of this command requires that the CONFIGURATION _
ADMINISTRATION capability be active within the System Operator
Utility session. The System Operator Utility is described in the
NOS/VE Operations manual.
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System Attribute Tables

System Attribute Tables

Tables 2-1 and 2-2 provide summary information about NOS/VE attributes. Two types
of attributes are provided: performance attributes and maintenance attributes. Table 2-1
lists the performance attributes used to tune the system for optimum performance.
Table 2-2 lists the maintenance attributes used for purposes other than performance
tuning.

In tables 2-1 and 2-2, the Type and When to Enter columns require some explanation:
Type Two types exist:

I Integer type

B  Boolean type (0 is FALSE, 1 is TRUE)

When to
Enter Indicates when you can specify the attribute:

D  You can set the attribute only at deadstart, when the DCFILE deck
of the deadstart file is executed, or when the system prompts the
operator to enter system core commands.

A You can set the attribute either at deadstart or any time during
NOS/VE operations.
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Table of Performance Attributes

Table of Performance Attributes

Table 2-1 lists the system attributes used for performance tuning. Use these attributes
to tune your system according te the needs of your particular system configuration and

workload.
Table 2-1. Performance Attributes

When

to Default Lowest Highest
Attribute Name Type Enter Value Value Value
AIO _LIMIT I A 60,000 0 5,000,000
CHECK _IDLE _ I A 15,000,000 1,000 1,000,000,000
DISPATCHING _ microseconds
INTERVAL
DEDICATE _A _ B A 0 0 1
CPU_TO_NOS
DISDELAY I A 1,000 1 100,000

milliseconds

LONG _WAIT_ I A 6,000,000 0 1,000,000,000
FORCE _SWAP_ microseconds
TIME
LONG _WAIT_ I A 6,000,000 0 1,000,000,000
SWAP_TIME microseconds
MAX _TIME _ I A 100,000,000 0 86,400,000,000
SWAP_IO_NOT_ microseconds
INIT
MAXIMUM _ I D 100 1 250
ACTIVE _JOBS
MAXIMUM_JOB_ 1 A 10 4 255
CLASSES
MAXIMUM _ I A 250 1 65,535
KNOWN _JOBS
MAXIMUM _ I A 10 4 255
SERVICE _
CLASSES
MAXIMUM _ I A 200,000,000 0 86,400,000,000
SWAP__ microseconds

RESIDENT_TIME
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Table of Performance Attributes

Table 2-1. Performance Attributes (Continued)

When

to Default Lowest Highest
Attribute Name Type Enter Value Value Value
MAXIMUM __ I A 60,000,000 0 1,000,000,000
THINK _TIME microseconds

§ MAXWS_AIO_ I A 10 0 100,000

THRESHOLD
MINIMUM _ I A 0 pages 0 100,000
SHARED _
WORKING_SET
MINIMUM _ I A 500,000 0 1,000,000,000
THINK _TIME microseconds
READ_TU _ 1 A 1 1 32
EXECUTE
READ _TU _ I A 1 1 32
READ _WRITE
SWAP_FILE _ 1 A 262,144 4,096 1,000,000
ALLOCATION _
SIZE
SWAP_JOBS_IN_ B A 1 0 1
LONG _WAIT
THINK _ I A 15,000,000 0 1,000,000,000
EXPIRATION _ microseconds
TIME
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Table of Maintenance Attributes

Table of Maintenance Attributes

Table 2-2 lists the system attributes used for purposes other than performance tuning.
These are called maintenance attributes. Generally, the maintenance attributes fall into
the following categories: attributes used for system debugging, and attributes that
perform a specific function, such as NETWORK _ACTIVATION.

Table 2-2. Maintenance Attributes

When

to Default Lowest Highest
Attribute Name Type Enter Value Value Value
ABORTED_TASK_ 1 A 20 tasks 0 2¥%47_1
THRESHOLD
ACCOUNT_LOG_ B D 0 0 1
CRITICAL |
ACCOUNT_LOG_ I D 150 1 150
MAXIMUM _SIZE megabytes
AUTOMATIC _ B A 0 0 1
UNSTEP_RESUME
COMMAND _ B A 0 0 1
STATISTICS _
ENABLED
CONSTRAIN _ B A 0 0 1
MEAPE _
SEGMENTS
DELETE _ B D 0 0 1
UNRECONCILED _
FILES
DUMP_WHEN _ B A 0 0 1
DEBUG
ENABLE _ B D 1 0 1
CONSOLE _BELL
ENGINEERING _ B D 0 0 1
LOG_CRITICAL
ENGINEERING _ I D 150 1 150
LOG_MAXIMUM _ megabytes
SIZE
FILE _SERVER _ B A 0 0 1
DEBUG_ENABLED
FILE _SERVER_ B A 0 0 1
RECOVERY_
ENABLED

(Continued)
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Table of Maintenance Attributes

Table 2-2. Maintenance Attributes (Continued)

When
to Default Lowest Highest

Attribute Name Type Enter Value Value Value
HALT_ON _ B A 0 0 1
HUNG _TASK
HALT_ON _ B A 0 0 1
PROCESSOR _
MALFUNCTION
HALT_ON _ B A 0 0 1
SWAPIN _FAILURE
HALTRING I A 0 0 15

¢ HISTORY_LOG_ B D 0 0 1

. CRITICAL

. HISTORY_LOG_ I D 150 1 150
MAXIMUM _SIZE megabytes
IGNORE _IMAGE B D 0 0 1
JOB_RECOVERY_ I D 0 0! 3!
OPTION
MANDATORY_ B A 12 0 1
DUALSTATE '
MAXIMUM _ I A 262,144 16,384 2,147,483,647
ALLOCATION _ bytes
SIZE
MAXIMUM _ I A 150 1 65,535
OUTPUT_FILES :
NETWORK _ B D 1 0 1
ACTIVATION
PROCESSOR _ I A 10 errors 0 2**+47_1
DUE _THRESHOLD
RECOVER _AT_ B D 0 0 1
ALL_COSTS

i SECURITY_LOG_ B D 0 0 1
CRITICAL

1. The only values you can specify for this attribute are 0 and 3.

2. This attribute applies only to dual-state mode; it has no effect on a NOS/VE
standalone system.

(Continued)
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Table 2-2. Maintenance Attributes (Continued)

Table of Maintenance Attributes

When

to Default Lowest Highest
Attribute Name Type Enter Value Value Value
SECURITY_LOG_ I D 150 1 150
MAXIMUM _SIZE megabytes
SPACE _ B A 1 0 1
MESSAGES_TO _
CONSOLE
STATISTIC _LOG _ B D 0 0 1
CRITICAL
STATISTIC _LOG_ I D 150 1 150
MAXIMUM _SIZE megabytes
SYSTEM _ B D 1 0 1
ACTIVATION
SYSTEM _DEBUG_ I A 0 0 15
RING
SYSTEM _DEBUG_ 1 A 0 0 4,095
SEGMENT
SYSTEM _ERROR_ I A 6 0 1,000
HANG_COUNT
SYSTEM _LOG _ B D 0 0 1
CRITICAL .
SYSTEM _LOG_ I D 150 1 150
MAXIMUM _SIZE megabytes
UNLOAD _ B D 1 0 1
DEADSTART_TAPE
VALIDATE _ B D 0. 0 1

ACTIVE _SETS
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System Attribute Descriptions

System Attribute Descriptions

The following sections describe the system attributes in alphabetical order.

ABORTED _TASK _THRESHOLD

Specifies the number of tasks that can abort in a given CPU before the system
attempts to discontinue the use of that CPU in a multiple-CPU environment or
attempts to execute a STEP_SYSTEM command in a single-CPU environment. Use this
system attribute when detected uncorrected errors (DUEs) are encountered in NOS/VE
job mode. See table 2-2 for the allowable values and default value for this system
attribute.

ACCOUNT_LOG _CRITICAL

Specifies the action NOS/VE takes when it is unable to record an entry in the account
log. If the value of this system attribute is 1, NOS/VE terminates any time the system
is unable to record an entry. If the value of this system attribute is 0, NOS/VE
discards the entry and informs the operator by way of a message in the critical display
window. See table 2-2 for the default value for this system attribute.

ACCOUNT_LOG _MAXIMUM _SIZE

Specifies the maximum size, in megabytes, of the account log. See table 2-2 for the
allowable values and default value for this system attribute.

AIO _LIMIT

Specifies a limit used to prevent a task from flooding the system with I/O requests. If
a task causes a page to be read from disk when the task's job has reached the
specified limit of active I/0 requests, then the task is forced to give up the CPU (task
switch). This allows another task to execute. If the new task needs to initiate I/O, it
can do so because the I/O queues are not filled by the first task.

This system attribute is effective in controlling tasks that initiate numerous write I/O
requests by modifying pages of a large file sequentially. The modified pages are
removed from the working set and written to disk as new pages are added to the
working set and modified. The result is that the job working set never reaches its
maximum. See table 2-1 for the allowable values and default value for this system
attribute.

NOTE

By default, the value for this sytem attribute is set to a large number. If you
experience problems because of excessive I/0, we recommend setting the value to 30.
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AUTOMATIC _UNSTEP_RESUME

AUTOMATIC _UNSTEP_RESUME

Specifies automatic or manual mode of system resumption. When set to automatie, the
system automatically resumes operations after an environmental condition has caused
system suspension. When set to manual, resumption of operations is left up to the
operator or analyst. For further information about system suspension and resumption,
see the NOS/VE Operations manual.

If the value of this system attribute is 1, the system is set to automatic. If the value
is 0, the system is set to manual. See table 2-2 for the default value for this system
attribute.

CHECK _IDLE _DISPATCHING _INTERVAL

Specifies the interval at which the system checks whether any dispatching priority
queues are idle (nondispatchable) and whether any previously idle dispatching queues
are now dispatchable.

A dispatching priority queue is considered idle if the dispatcher has not tried to
dispatch any tasks of that dispatching priority in the length of time defined by the
IDLE _DISPATCHING _QUEUE _TIME scheduling attribute (described in chapter 4, Job
Scheduling). The dispatcher does not attempt to dispatch tasks of a certain dispatching
priority if tasks with a higher dispatching priority are CPU-bound. All jobs in an idle
dispatching priority queue are swapped out.

If a dispatching priority queue was previously idle and is now dispatchable, jobs of that
dispatching priority that were swapped out will be swapped back in.

The interval defined by this system attribute is checked within the NOS/VE memory
manager, which is called at intervals established by the PERIODIC _CALL_INTERVAL
memory attribute (described in chapter 3, Managing Memory). Accordingly, the value of
the CHECK _IDLE _DISPATCHING _INTERVAL system attribute should always be
greater than the value of the PERIODIC _CALL_INTERVAL memory attribute. See
table 2-1 for the allowable values and default value for this system attribute.

COMMAND _STATISTICS _ENABLED

Specifies whether the command resources statistic (CL2) can be activated and collected.
(The CL2 statistic is described in chapter 9, Statistics Facility.)

If the value of this system attribute is 1, the CL2 statistic can be collected; if its value
is 0, the CL2 statistic is not collected. See table 2-2 for the default value for this
system attribute.

NOTE

Activating the CL2 statistic generates a large amount of data; the resulting overhead
can degrade system performance.

60463915 J Adjusting System Attributes 2-11




CONSTRAIN_MEAPE _SEGMENTS

CONSTRAIN _MEAPE _SEGMENTS

Specifies whether to allow any MEASURE _PROGRAM _EXECUTION task to continue
processing after it has filled one segment with collected data. The MEASURE _
PROGRAM _EXECUTION task is documented in the NOS/VE Object Code Management
manual.

If the value of this system attribute is 1, the MEASURE _PROGRAM _EXECUTION
task aborts at the point where it requests its second segment. If the value of this
system attribute is 0, the MEASURE _PROGRAM _EXECUTION task is allowed to
open and write data to as many segments as are necessary for completion. A program
being measured requires more than 3,000,000 calls to fill up one segment if the
MAXIMUM _SEGMENT_LENGTH system attribute is 150,000,000. See table 2-2 for
the default value for this system attribute.

DEDICATE _A _CPU _TO _NOS

Specifies whether CPU 0 (the NOS or NOS/BE CPU) of a dual-processor mainframe is
to be dedicated to NOS or NOS/BE activity. This system attribute is valid only for
dual-state systems, it has no effect on standalone systems.

If the value of this system attribute is 1, no NOS/VE jobs run on CPU 0. If the value
of this system attribute is 0, NOS/VE jobs are allowed to run on CPU 0. See table 2-1
for the default value for this system attribute.

DELETE _UNRECONCILED _FILES

Specifies whether NOS/VE deletes catalogs and permanent file cycles that are known
either to permanent file management or to device management, but not to both, during
the permanent file recovery phase of a continuation deadstart. This system attribute
applies to all mass storage sets that are active at deadstart time.

If the value of this system attribute is 1, NOS/VE deletes unreconciled catalogs and
permanent file cyecles during permanent file recovery. If the value is 0, catalogs and
file cycles are not deleted as a result of being unreconciled.

If this system attribute is set to 1, it is possible that more disk space will be available
following deadstart than if the attribute were set to 0. Set this system attribute to 1
only when all disks in the set are set to ON and can be accessed through channels and
controllers that are also set to ON; otherwise files or catalogs may be lost. If you set
the DELETE _UNRECONCILED _FILES system attribute to 1 when a catalog volume
is missing, you delete all catalogs subordinate to the missing catalogs and all files
described by the missing catalogs and deleted catalogs.

If you do a continuation deadstart following a system crash that did not recover the
memory image (see the IGNORE _IMAGE system attribute), there may be catalogs and
permanent files that are known to device management but not to permanent file
mangement. This is more likely to happen if the system crashes while attempting to
deadstart without recovering active jobs (see the JOB_RECOVERY_OPTION system
attribute). If this situation occurs, you may want to delete these catalogs and
permanent files by setting the DELETE _UNRECONCILED _FILES system attribute to
1 at the next continuation deadstart. See table 2-2 for the default value for this system
attribute.
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DISDELAY

DISDELAY

Specifies how often the system refreshes the system console displays. See table 2-1 for
the allowable values and default value for this system attribute.

DUMP_WHEN _DEBUG

Specifies whether the automatic dump command list is to be executed when the system
core debugger is called into a task because of an error condition. If the value of this
system attribute is 1, the automatic dump command list is executed. The NOS/VE
monitor initiates the normal action for the fault when the dump completes. If the value
of this system attribute is 0, no dump is initiated. See table 2-2 for the default value
for this system attribute.

ENABLE _CONSOLE _BELL

Specifies whether to enable the bell at the system console. If the value of this system
attribute is 1, NOS/VE enables the console bell. If the value of this system attribute is
0, NOS/VE turns the console bell off. See table 2-2 for the default value for this
system attribute.

ENGINEERING _LOG _CRITICAL

Specifies the action NOS/VE takes when it is unable to record an entry in the
engineering log. If the value of this system attribute is 1, NOS/VE terminates any time
the system is unable to record an entry. If the value of this system attribute is 0,
NOS/VE discards the entry and informs the operator by way of a message in the
critical display window. See table 2-2 for the default value for this system attribute.

ENGINEERING _LOG _MAXIMUM _SIZE

Specifies the maximum size, in megabytes, of the engineering log. See table 2-2 for the
allowable values and default value for this system attribute.

FILE _SERVER _DEBUG _ENABLED

Normally, this system attribute should be set to 0. It is used primarily as a debugging
aid to test the file server. If the value of this system attribute is 1, detailed messages
are displayed at the system console or written to the job log when significant or
unusual events occur concerning the file server. If the value of this system attribute is
0, no file server related messages are displayed or logged. See table 2-2 for the default
value for this system attribute.

NOTE

When this system attribute is set to 1, the NOS/VE monitor halts if file server related
errors occur that are considered unrecoverable or critical.
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FILE_SERVER_RECOVERY_ENABLED

FILE _SERVER _RECOVERY_ENABLED

Specifies whether jobs using the file server should attempt to recover following a client
mainframe failure. If the value of this system attribute is 1, jobs using the file server
attempt to recover. In this case, the server mainframe saves any files that were
attached by jobs on the client mainframe. Access to these files continues when the
connection from the client mainframe to the server mainframe is reestablished. If the
value of this system attribute is 0, jobs using the file server do not attempt to recover.
In addition, no file server recovery takes place if the JOB_RECOVERY_OPTION
system attribute is set to 3 (do not recover active jobs) or the image file is

% unavailable. See table 2-2 for the default value for this system attribute.

HALT_ON _HUNG _TASK

Specifies whether a hung task causes the NOS/VE monitor to halt. This system
attribute is used primarily for debugging software problems.

If the value of this system attribute is 1, a hung task causes the NOS/VE monitor to
halt. If the value of this system attribute is 0, the NOS/VE monitor sends the hung
task a signal that causes it to go into an infinite wait loop. Unless you are debugging
system problems, set this system attribute to 0.

The status field on the VEDISPLAY ACTIVE _JOBS display for the job shows *H,
indicating a hung task. The job, however, does not terminate. Therefore, all resources
being used by the job (such as files and tapes) remain assigned. See table 2-2 for the
default value for this system attribute.

HALT_ON _PROCESSOR _MALFUNCTION

Specifies whether the NOS/VE system terminates when a processor has a hardware
error that cannot be corrected. This system attribute is used primarily for debugging
hardware problems.

If the value of this system attribute is 1, the system terminates when an uncorrectable
error occurs. If the value of this system attribute is 0, the system retries tasks and
terminates those tasks that are affected by the hardware error. See table 2-2 for the
default value for this system attribute.

HALT _ON _SWAPIN _FAILURE

Specifies whether bad swap file descriptor data causes the NOS/VE monitor to halt. If
the value of this system attribute is 1, bad swap file descriptor data causes the
NOS/VE monitor to halt. If the value of this system attribute is 0, the NOS/VE
monitor kills the job associated with the corrupt swap file descriptor data, and the
monitor continues to run. In addition, a message indicating that the job is dead is sent
to the critical display window of the NOS/VE console, the job is swapped out of
memory, and the memory associated with the job is freed. See table 2-2 for the default
value for this system attribute.
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HALTRING

HALTRING

Specifies a P register ring number. A broken task or MCR fault occurring in a ring
with a ring number less than or equal to the value of this system attribute causes the
NOS/VE mecnitor to halt. (For more information on broken tasks and MCR faults, refer
to appendix D, NOS/VE Processing of Job Mode Software Errors.) Broken tasks
occurring in rings with ring numbers greater than the value for the HALTRING
system attribute cause a monitor fault to be sent back to the task in job mode. This
system attribute is used primarily for debugging software problems.

Do not change the default value for the HALTRING system attribute during normal
NOS/VE operations, including deadstart. If you change this value, the system may
abort due to an error it would normally tolerate. Change the value of HALTRING only
when producing a memory dump for a particular failure and only at the direction of a
site analyst. See table 2-2 for the allowable values and default value for this system
attribute. :

HISTORY _LOG _CRITICAL

Specifies the action NOS/VE takes when it is unable to record an entry in the history
log. If the value of this system attribute is 1, NOS/VE terminates any time the system
is unable to record an entry. If the value of this system attribute is 0, NOS/VE
discards the entry and informs the operator by way of a message in the critical display
window. See table 2-2 for the default value for this system attribute.

HISTORY_LOG _MAXIMUM _SIZE

Specifies the maximum size, in megabytes, of the history log. See table 2-2 for the
allowable values and default value for this system attribute.

IGNORE _IMAGE

Specifies whether NOS/VE disables the process that recovers modified pages from a
memory image during a continuation deadstart. This system attribute is used only
during deadstart.

If the value of this system attribute is 1, the system disables the recovery of modified
pages from a memory image during a continuation deadstart. If the value of this
system attribute is 0, the system uses the memory image during a continuation
deadstart. See table 2-2 for the default value for this system attribute.

JOB _RECOVERY_OPTION

Specifies whether the system is to recover active jobs at continuation deadstart. Active
jobs are those jobs that are initiated before the system terminates. You can specify one
of two values for this system attribute: 0 or 3.

0  Recover active jobs. Jobs that are initiated before the system terminates are
recovered on this continuation deadstart. Recovered jobs continue execution from
the point at which they were left when the system terminated.

3 Do not recover active jobs. Jobs that are initiated before the system terminates are
discarded on this continuation deadstart. The job name of each discarded job
appears in the system log.

60463915 J Adjusting System Attributes 2-15



LONG_WAIT_FORCE_SWAP_TIME

See table 2-2 for the default value for this system attribute.
All jobs are unrecoverable under any of the following conditions:
® The system fails and a recovery without image is pefformed.

® An active mass storage volume is disabled at the time a TERMINATE _SYSTEM
command is executed.

© A deadstart is performed using a different version of NOS/VE than was in use
when the system last went down.

© The operator has disabled job recovery via an operator command during deadstart.
® The system page size has been changed since the last deadstart.
A single job is unrecoverable under any of the following conditions:
® Inconsistencies exist in NOS/VE data structure job descriptions.

o The system is performing critical operations (for example, task initiation, task
termination, or permanent file attaches).

. © The job has opened a magnetic tape file and a tape unit is currently assigned to

: the job. A job that has tape units reserved but not assigned is recoverable. Also, a
job that has opened a magnetic tape file but is waiting for a tape to be mounted is
recoverable.

® A permanent file that the job was using prior to the system failure cannot be
reattached. (A permanent file that was deleted while it was attached does not
prevent recovery of a job.)

o The system was running in dual-state mode and the job was using interstate
communications before failure, and the system is brought up in standalone mode
after the failure occurred.

¢ The JOB_RECOVERY_DISPOSITION parameter for the job has a value other than
CONTINUE. This parameter is controlled by the CHANGE _JOB _ATTRIBUTES,
CHANGE _JOB _ATTRIBUTE _DEFAULT, LOGIN, JOB, and SUBMIT_JOB
commands. With the exception of CHANGE _JOB _ATTRIBUTE _DEFAULT
(described in the NOS/VE Operations manual), these commands are described in the
NOS/VE Commands and Functions manual.

LONG _WAIT_FORCE _SWAP_TIME

Specifies an ultimate time limit for jobs to remain in memory when all tasks in the
job are in wait state (that is, when they are in a timed wait or queued for certain
resources) and when the expected wait time is less than the value specified by the
LONG _WAIT_SWAP_TIME system attribute. If the time since the job was last

~ executed exceeds the value set by LONG _WAIT_FORCE _SWAP_TIME, the job is

¢ swapped out. However, job swapping does not occur if the SWAP_JOBS_IN _LONG_
WAIT system attribute is set to 0 (FALSE). See table 2-1 for the allowable values and

i default value for this system attribute.
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LONG_WAIT_SWAP_TIME

LONG _WAIT_SWAP_TIME

Determines whether a job's expected wait time causes it to be swapped out. That is, a
job is swapped out if the time it is expected to wait exceeds this value.

The following are instances of how a job goes into wait state:

e After issuing a call to procedures PMP$WAIT or OSPSAWAIT _ACTIVITY_
COMPLETION.

® After issuing an SCL WAIT command.

© When, in an interactive session, the terminal is waiting for input. This is also
referred to as think state. In this case, the job is always in long wait.

See table 2-1 for the allowable values and default value for this system attribute.

MANDATORY_DUALSTATE

Specifies whether a mainframe is permitted to run in standalone mode if CPU 0 fails.
This system attribute is valid only for dual-state systems; it has no effect on
standalone systems.

If the value of this system attribute is 1, NOS/VE standalone operations are not
permitted. If the value of this system attribute is 0, NOS/VE standalone operations are
permitted. If CPU 0 fails, the NOS or NOS/BE system is eliminated, and NOS/VE
reverts to standalone mode. See table 2-2 for the default value for this system
attribute.

MAX _TIME _SWAP_IO _NOT_INIT

Specifies the maximum amount of time a job swapped out for long wait remains in real
memory without swapout I/O taking place after it has exceeded its estimated think
time. Estimated think time is described in the MAXIMUM _THINK _TIME system
attribute description later in this chapter.

Until the time specified by this system attribute elapses, the job is logically swapped
but remains memory-resident. After the time specified by this system attribute elapses,
the job is written to disk. Its memory is not freed, however, until it has exceeded its
estimated think time by the value set by the MAXIMUM _SWAP_RESIDENT_TIME
system attribute.

The job is swapped to disk and its memory freed anytime the number of free and
available pages falls below the value specified by the MINIMUM _AVAILABLE _PAGES
memory attribute (described in chapter 3, Managing Memory). See table 2-1 for the
allowable values and default value for this system attribute.

MAXIMUM _ACTIVE _JOBS

Specifies the maximum number of jobs that can be active in memory at any one time.
If this limit is reached, no additional jobs are started or scheduled for execution until
an active job terminates or is swapped out of memory. See table 2-1 for the allowable
values and default value for this system attribute.
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MAXIMUM _ALLOCATION _SIZE

MAXIMUM _ALLOCATION _SIZE

Specifies the maximum allocation size, in bytes, assigned to new files. A file creation
request (for example, REQUEST_MASS_STORAGE) that specifies an allocation size
greater than the current value of the MAXIMUM _ALLOCATION _SIZE system
attribute is automatically reduced to the value of this system attribute.

Whenever a file overflows to a new volume, NOS/VE requires that the new volume
supports the allocation size defined for that file. The default file allocation size is
16,384 bytes (16 kilobytes), for which all disks support overflow with no wasted space.

All disks support overflow with some wasted space for file allocation sizes of 32, 64, or
128 kilobytes. For file allocation sizes of 256 kilobytes, 512 kilobytes, or a full cylinder,
not all disks can be used for overflow. A file can overflow to any disk that supports an
allocation size equal to or greater than the file's allocation size. A file cannot overflow

to a disk that has a cylinder size less than the file's allocation size.

If your site has model 844 or 834 disk units along with other types of disk units, you
may want to change the value of the MAXIMUM _ALLOCATION _SIZE system
attribute to 131,072 bytes. This allows the 844 and 834 disk units to be used for
overflow of files from other disk types.

To minimize overflow conflicts, NOS/VE limits a file's maximum allocation size to the
current value of the MAXIMUM _ALLOCATION _SIZE system attribute. This
attribute's default value of 262,144 bytes maximizes I/O performance for a file with a
large allocation size while minimizing overflow conflicts. If the MAXIMUM _
ALLOCATION _SIZE system attribute is set to a value greater than the cylinder size
for a particular disk device, the system considers the maximum allocation size to be
the cylinder size for files on that disk. See table 2-2 for the allowable values and
default value for this system attribute.

MAXIMUM _JOB _CLASSES

Specifies the maximum number of job classes that can be defined. For information on
defining job classes, refer to the CREATE _CLASS subcommand of the ADMINISTER _
JOB _CLASS subutility in chapter 4, Job Scheduling. See table 2-1 for the allowable
values and default value for this system attribute.
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MAXIMUM_KNOWN_JOBS

MAXIMUM _KNOWN _JOBS

Specifies the maximum number of simultaneous jobs. This maximum is the total
number of active batch jobs, batch jobs that have been queued for execution, interactive
jobs, detached jobs, and jobs destined for QTF (Queue File Transfer Facility) or NTF
(Network Transfer Facility). Interactive jobs submitted after this limit is reached are
rejected by NOS/VE, causing one of the following error messages (depending on the
job's network access method) to be issued to the terminal:

® NAM issues the following message:
ILLEGAL APPLICATION

¢ INTERCOM issues the following message:
CONNECTION TO VEIAF REJECTED

¢ NAMVE/CDCNET issues the following message:
The job resources are temporarily unavailable

Batch jobs submitted to NOS/VE from NOS (or NOS/BE) remain queued under the
control of the initiating system. See table 2-1 for the allowable values and default
value for this system attribute.

MAXIMUM _OUTPUT _FILES

Specifies the maximum number of output files that can be queued for transfer to the
batch transfer facility on NOS/VE standalone systems, to NOS (or NOS/BE), and/or to
QTF on dual-state systems. An output file is either a file that contains the output and
log files from a job, or a file routed with a PRINT_FILE command. If this maximum
is reached, additional PRINT_FILE requests are rejected. However, the system routes
output and log files as soon as the number of queued files falis below the maximum
specified. :

See table 2-2 for the allowable values and default value for this system attribute.

NOTE

Setting the value of this system attribute too low can severely degrade system
performance.

MAXIMUM _SERVICE _CLASSES

Specifies the maximum number of service classes that can be defined. For information
on defining service classes, refer to the CREATE _CLASS subcommand of the
ADMINISTER _SERVICE _CLASS subutility in chapter 4, Job Scheduling. See table 2-1
for the allowable values and default value for this system attribute.
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MAXIMUM_SWAP_RESIDENT_TIME

MAXIMUM _SWAP_RESIDENT _TIME

Specifies the maximum amount of time a job in long wait remains in real memory
with a swapped-out status (the job is written to disk and a copy remains in real
memory) after it has exceeded its estimated think time (estimated think time is defined
under the MAXIMUM _THINK _TIME system attribute description in this chapter).
After the time specified by this system attribute elapses, the job is removed from
memory.

The job's memory is freed anytime the number of free and available pages falls below
the value specified by the MINIMUM _AVAILABLE _PAGES memory attribute
(described in chapter 3, Managing Memory). See table 2-1 for the allowable values and
default value for this system attribute.

MAXIMUM _THINK _TIME

For interactive jobs, think time is the amount of time it takes a user to enter the next
input. While the job is waiting for input, the job is in long wait.

The system calculates a new estimated think time whenever a job comes out of long
wait. It is calculated as follows:

1. The think time is set equal to the time the system waited for terminal input.

2. The think time is then compared with the values specified by the MINIMUM _
THINK _TIME and MAXIMUM _THINK _TIME system attributes.

o If the think time is less than the MINIMUM _THINK _TIME value, the previous
think time is used. This happens, for example, if the user used the type-ahead
feature. If this is the first calculation of think time and there is no previous
think time, the MAXIMUM _THINK _TIME value is used.

o If the think time is greater than the MINIMUM _THINK _TIME value and less
than the MAXIMUM _THINK _TIME value, the think time is not changed.

¢ If the think time is greater than the MAXIMUM _THINK _TIME value, the
think time is set to the MAXIMUM _THINK _TIME value.

The next time a job goes into long wait, the system calculates when it expects input
from the user (estimated ready time). The estimated ready time is the current time
. Pplus the think time.

estimated ready time = current time + last estimated think time

Jobs that are in long wait are swapped out. If enough memory is available, the jobs
remain memory resident and are queued according to when the system expects the next
input for the job. Refer to the MINIMUM _AVAILABLE _PAGES memory attribute
(described in chapter 3, Managing Memory) for a description of when jobs are allowed
to remain memory resident.
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MAXWS_AIO _THRESHOLD

If an active job needs more pages of real memory and not enough pages are available,
one of the memory resident jobs may be freed and its pages made available. The job to
be freed is selected as follows:

1. If a job's estimated ready time has elapsed and the additional time specified by the
THINK _EXPIRATION _TIME system attribute has also elapsed, the job with the
oldest estimated ready time is freed.

2. Otherwise, the job with the most distant estimated ready time is freed.

See table 2-1 for the allowable values and default value for this system attribute.

MAXWS _AIO _THRESHOLD

Specifies a limit used to prevent a task from flooding the system with I/O requests
when the task's job reaches its maximum working set size. If a task causes a page to
be read from disk when the task's job has reached the specified limit of active I/O
requests and the job's working set is at the maximum size, then the task is forced to
give up the CPU (task switch). This allows another task to execute. If the new task
needs to initiate I/0, it can do so because the I/O queues are not filled by the first
task.

This system attribute is effective in controlling jobs that read large files and cause
numerous disk reads.

MINIMUM _SHARED _WORKING _SET

Specifies the minimum number of pages to which the task service shared queue can be
reduced as a result of page aging. The system will not release shared pages (as a
result of page aging) when the number of shared pages is at or below the value
specified for this system attribute. This system attribute does not prevent task service
shared queue pages from being released as a result of a close file request or job
termination. The system will age pages below the number specified by this system
attribute if the system is performing aggressive aging (see the AGGRESSIVE _AGING _
LEVEL and AGGRESSIVE _AGING_LEVEL _2 memory attribute descriptions in
chapter 3, Managing Memory).

For most systems, use the default value of 0. Do not set this system attribute to a
value higher than approximately half the memory available to user jobs after deadstart.
See chapter 6, Page Aging, for more information about how this system attribute
applies to page aging. See table 2-1 for the allowable values and default value for this
system attribute.

NOTE

We recommend you use the MINIMUM _SIZE attribute of each shared queue rather
than the MINIMUM _SHARED _WORKING _SET system attribute. See the CHANGE _
SHARED _QUEUE _ATTRIBUTE subcommand in chapter 3, Managing Memory, for a
description of the MINIMUM _SIZE attribute.
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MINIMUM_THINK_TIME

MINIMUM _THINK _TIME

See the MAXIMUM _THINK _TIME description in this chapter for a description of the
MINIMUM _THINK _TIME system attribute. See table 2-1 for the allowable values and
default value for both system attributes.

NETWORK _ACTIVATION

Specifies whether the system automatically attempts to activate the NOS/VE network
during execution of the ACTIVATE _PRODUCTION _ENVIRONMENT command.

If the value of this system attribute is 1, the system attempts to activate NAM/VE; if
its value is 0, no attempt is made to activate NAM/VE. See table 2-2 for the default
value for this system attribute.

PROCESSOR _DUE _THRESHOLD

Specifies the number of nonfatal detected uncorrected errors (DUEs) that a NOS/VE job
mode task can encounter in a given CPU before the system removes that CPU from
the set of processors on which the task can execute. In a multiple-CPU environment,
the task executes on another CPU. In a single-CPU environment, the task aborts and
the system attempts to execute a STEP_SYSTEM command. For additional information,
: see the description of the ABORTED _TASK _THRESHOLD system attribute in this

i chapter.

READ _TU _EXECUTE

The following description applies to both the READ _TU_EXECUTE and the READ _
TU _READ_WRITE system attributes.

For NOS/VE Version 1.4.1 or later, the system automatically reads multiple pages for
each page fault in a segment that is being referenced sequentially. Therefore, the
importance of system attributes READ _TU_EXECUTE and READ_TU_READ _
WRITE is greatly reduced. The appropriate value for both of these system attributes is
simply the number of pages to be read in for each normal (nonsequential) page fault.

Y We recommend that these system attributes be left at their release values of 1.

. However, those sites that have increased one or both of these values prior to installing
NOS/VE Version 1.4.1 or a later version may find it useful to set both system
attributes to 2.

¢ The value of these system attributes must not exceed the number of pages that make

up a transfer unit (16K bytes of data). In versions previous to NOS/VE 1.4.1, values
greater than that had little effect, but now larger values inhibit the automatic
detection of sequential page faults and thus degrade performance.

The NOS/VE hardware divides all segments into transfer units (TU). A transfer unit
consists of 16,384 bytes. If your page size is 4,096 bytes (the default), you have four
pages per transfer unit. If your page size is 8,192 bytes, you have two pages per
transfer unit. (The page size is selected through the CYBER Initialization Package
(CIP) at deadstart.)
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READ_TU_READ_WRITE

With these system attributes you can specify the number of pages the system attempts
to read into memory when it needs a page. The word attempt is used because the
system cannot read beyond a transfer unit boundary. For example, if you specified a
value of 3 for the READ _TU _EXECUTE system attribute and a read request is made
for page 7 in a segment, pages 7 and 8 are read into memory as shown in the
following figure. The system cannot read page 9 since it cannot cross the transfer unit
boundary. This situation assumes a page length of 4,096 bytes.

Segment

Page
Page
Page
TU | Page

Page
Page
Page

TU | Page }Pages Accessed

VClooONOUI] PWN -

Page
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Increasing the value of this system attribute may reduce the number of disk accesses
for read/execute data, but more memory is used. See table 2-1 for the allowable values
and default value for this system attribute.

READ _TU _READ _WRITE

See the READ _TU _EXECUTE description in this chapter for a description of the
READ _TU_READ_WRITE system attribute. See table 2-1 for the allowable values
and default value for this system attribute.

RECOVER _AT_ALL _COSTS

Specifies whether to ignore certain errors during a recovery deadstart. During a
continuation deadstart, NOS/VE may fail with any of the following errors:

ERR=VEOS1100- <recorded_vsn> log starts incorrectly
ERR=VEQS1100- <recorded_vsn> log check byte missing
ERR=VEQS1100- <recordec|_vén> invalid log entry
ERR=VEOS1100- Invatlid DAT change.

ERR=VEQS1100- Invalid DFL change.

These errors indicate that the transaction log for the specified mass storage device has
become corrupted or that errors have been encountered while trying to apply changes
to system tables. This can occur due to a recovery without image. The system's
inability to make these changes means that the tables may be inconsistent, causing
user tasks to terminate.
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SECURITY_LOG _CRITICAL

Specifying a value of 1 for this system attribute instructs the system, during a
recovery deadstart, to ignore any transaction log that has become corrupted or that
contains any change considered invalid. See table 2-2 for the allowable values and
default value for this system attribute.

NOTE

As an alternative to using this system attribute, remove the device from the
configuration and restore any lost cycles. Refer to the NOS/VE System Performance
and Maintenance manual, Volume 2.

SECURITY_LOG _CRITICAL

Specifies the action NOS/VE takes when it is unable to record an entry in the security
log. If the value of this system attribute is 1, NOS/VE terminates any time the system
is unable to record an entry. If the value of this system attribute is 0, NOS/VE
discards the entry and informs the operator by way of a message in the critical display
window. See table 2-2 for the default value for this system attribute.

SECURITY_LOG _MAXIMUM _SIZE

Specifies the maximum size, in megabytes, of the security log. See table 2-2 for the
allowable values and default value for this system attribute.

SPACE _MESSAGES _TO _CONSOLE

Specifies whether to display the number of volumes low message and the number of
volumes out message at the critical display window of the system console. If the value
of this system attribute is 1, NOS/VE displays these messages regarding mass storage
space. If the value of this system attribute is 0, NOS/VE does not display these
messages. See table 2-2 for the default value for this system attribute.

STATISTIC _LOG _CRITICAL

Specifies the action NOS/VE takes when it is unable to record an entry in the statistic
log. If the value of this system attribute is 1, NOS/VE terminates any time the system
is unable to record an entry. If the value of this system attribute is 0, NOS/VE
discards the entry and informs the operator by way of a message in the critical display
window. See table 2-2 for the default value for this system attribute.

STATISTIC _LOG _MAXIMUM _SIZE

Specifies the maximum size, in megabytes, for the statistic log. See table 2-2 for the
allowable values and default value for this system attribute.
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SWAP_FILE _ALLOCATION_SIZE

SWAP_FILE _ALLOCATION _SIZE

Specifies the number of bytes per allocation unit for swap files. This system attribute
may have an effect on system swapping performance.

If your site has faster swapping devices, you may want to increase this value.
However, the value should not exceed the cylinder size of the swapping device. In
addition, the value should be a power of two. See table 2-1 for the allowable values
and default value for this system attribute.

SWAP_JOBS _IN _LONG _WAIT

Specifies a boolean value that turns long-wait job swapping on or off. If you specify a
value of 0 (FALSE), jobs in long wait are not swapped out, regardless of the values
entered for the LONG_WAIT_FORCE _SWAP_TIME and LONG_WAIT_SWAP_TIME
system attributes. If you specify 1 (TRUE), job-swapping occurs according to the values
entered for the LONG_WAIT_FORCE _SWAP_TIME and LONG_WAIT_SWAP_TIME
system attributes.

We recommend that you leave this system attribute set to TRUE. You can control
swapping to disk to some extent by using the MAX _TIME _SWAP_IO_NOT_INIT and
MAXIMUM _SWAP_RESIDENT_TIME system attributes. See table 2-1 for the default
value for this system attribute.

SYSTEM _ACTIVATION

Specifies whether system activation is automatically performed (through execution of
the ACTIVATE _PRODUCTION _ENVIRONMENT command) during system initiation.
System activation refers to making the system available to users at the end of the
deadstart process. The ACTIVATE _PRODUCTION _ENVIRONMENT command is
described in the NOS/VE Operations manual.

If the SYSTEM _ACTIVATION system attribute is set to 0 (FALSE), the system
prompts you to determine whether the system should be activated or whether
installation work (file reloading, file upgrading, and installing deferred files) should
first be performed. If this system attribute is set to 1 (TRUE), the system is activated
without manual intervention. See table 2-2 for the default value for this system
attribute.

SYSTEM _DEBUG _RING

Specifies a P register ring number. This system attribute is used primarily for
debugging software problems.

Any error that occurs in any task with a ring number less than or equal to the ring
number you specify causes the NOS/VE monitor to interrupt the task and call the
system core debugger. You can then use the system core debugger to examine the task
environment as outlined in the NOS/VE System Performance and Maintenance manual,
Volume 2. If you enter the system core debugger subcommand RUN, the NOS/VE
monitor takes its normal action for the specific fault. See table 2-2 for the allowable
values and default value for this system attribute.
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SYSTEM_DEBUG_SEGMENT

SYSTEM _DEBUG _SEGMENT

Allows use of the system core debugger to be limited to NOS/VE operating system
segments only. If an error occurs that meets the criteria for the SYSTEM _DEBUG _
RING system attribute, the P register segment number is compared to the current
value of the SYSTEM _DEBUG _SEGMENT system attribute to determine whether the
system core debugger should be called.

The debugger is called if either of the following is true:
® The value of the SYSTEM _DEBUG_SEGMENT system attribute is 0.

® The P register segment number is less than or equal to the value of the SYSTEM _
DEBUG_SEGMENT system attribute.

See table 2-2 for the allowable values and default value for this system attribute.

SYSTEM _ERROR _HANG _COUNT

Specifies the number of broken task errors allowed in any given task before that task
is considered a hung task. For more information on broken tasks, refer to appendix D,
NOS/VE Processing of Job Mode Software Errors. See table 2-2 for the allowable values
and default value for this system attribute.

SYSTEM _LOG _CRITICAL

Specifies the action NOS/VE takes when it is unable to record an entry in the system
log. If the value of this system attribute is 1, NOS/VE terminates any time the system
is unable to record an entry. If the value of this system attribute is 0, NOS/VE

¢ discards the entry and informs the operator by way of a message in the critical display
. window. See table 2-2 for the default value for this system attribute.

SYSTEM _LOG _MAXIMUM _SIZE

i Specifies the maximum size, in megabytes, for the system log. See table 2-2 for the
: allowable values and default value for this system attribute.

THINK _EXPIRATION _TIME

For a description of this system attribute, refer to the MAXIMUM _THINK _TIME
system attribute. See table 2-1 for the allowable values and default value for this
system attribute.

UNLOAD _DEADSTART_TAPE

Specifies whether to rewind and unload the deadstart tape or just rewind it at the
completion of a tape deadstart. If the value of this system attribute is 1, the deadstart
tape is rewound and unloaded. If the value of this system attribute is 0, the deadstart
tape is rewound only. See table 2-2 for the default value for this system attribute.
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VALIDATE_ACTIVE_SETS

VALIDATE _ACTIVE _SETS

Specifies whether file and catalog management validation processes are performed
during a continuation deadstart. If the value of this system attribute is 1, the
validation processes are performed. If the value is 0, the processes are not performed.

This system attribute causes the following file and catalog management validation
processes to occur for all mass storage sets that are active during a continuation
deadstart:

o  Breaking file attachments. This process resets the interlocks that were set by jobs
in the system prior to an interruption. The interlocks are maintained in the parent
catalog of each file.

If the value of the VALIDATE _ACTIVE _SETS system attribute is 0, file
attachments are broken when the file is first attached after a continuation
deadstart, rather than during deadstart.

© (Catalog validation. This process validates catalog integrity by recalculating and
comparing checksums on individual objects in each catalog. The system discards any
catalog object that does not validate, provided the system attribute DELETE _
UNRECONCILED _FILES is set to 1.

If the value of the VALIDATE _ACTIVE _SETS system attribute is 0, catalog
validation is not performed.

© Catalog reorganization. This process rebuilds the data structure associated with each
catalog to conserve mass storage space. This process also automatically moves
catalogs if mass storage class membership has changed or if a rebuilt catalog
cannot be rewritten without error.

If the value of the VALIDATE _ACTIVE _SETS system attribute is 0, catalog
reorganization and catalog movement are not performed.

® Recovery of overflowed files. When a permanent file overflows from one mass
storage volume to another, the catalog is updated to identify the additional
volume(s) when the file is detached. A system interruption prevents the overflow
update operation.

If the value of the VALIDATE _ACTIVE _SETS system attribute is 0, recovery of
overflowed files occurs when the file is first attached during or after a continuation
deadstart.

NOTE

NOS/VE automatically sets the value of the VALIDATE _ ACTIVE _SETS system
attribute to 1 when one or more of the following events occur:

© A continuation deadstart is attempted without a memory image.
® The system device is initialized.

o The $SYSTEM master catalog is recreated because the volume on which it resides
is missing or unavailable during a deadstart.

See table 2-2 for the default value for this system attribute.

60463915 J Adjusting System Attributes 2-27







Managing Memory 3

Memory Attributes ... ..o e 3-1
Table of Memory Attributes ........ ... .. i e 3-1
Shared Queue AttribULES .. ...ttt e e 3-3
Page Streaming Overview ....................... .. .0 e 3-3
Page Streaming Process .............c.oiiiiiiiiiiiiii i i i e 3-3
Initiating Prestream Mode ...ttt ittt 3-5
Initiating Page Streaming Mode .......... . ... . i, 3-5
Terminating Page Streaming Mode ............ ... .o iiiiiiiiiiiiiiiiiinn... 3-5
Managing Disks for Streaming .......... ... oo 3-6
Configuring Disks for Sequential Files .......... .. ... ... it 3-6
Increasing Allocation Size .............iiiiiiiiiiiiie e et 3-6
Increasing Transfer Size .......... ... ittt 3-8
Using the FREE _BEHIND Parameter .............cccoiiiiiiiieieirinnannn.. 3-8
MANAGE _MEMORY Commands and Subcommands .................. ... ... 3-9
MANAGE _MEMORY Command ..........ccouiiiimineeiemeerneenenneennaneeans 3-10
CHANGE _MEMORY_ATTRIBUTE Subcommand ...............cooiiieeeinnn.. 3-11
CHANGE _SHARED _QUEUE _ATTRIBUTE Subcommand ..................... 3-13
DISPLAY_MEMORY_ATTRIBUTE Subcommand ..................c.ccoiiinn... 3-16
DISPLAY_SHARED _QUEUE _ATTRIBUTE Subcommand ...................... 3-18
QUIT Subcommand .............. ittt 3-19
SET_TO _DEFAULT Subcommand ...........c.cuouetuituiinnnnnronninnnninnnnannns 3-20
Memory Attribute Descriptions .............. ittt i 3-21
AGE _INTERVAL _CEILING and AGE_INTERVAL_FLOOR ................... 3-21
AGGRESSIVE _AGING _LEVEL .. ... . e 3-22
AGGRESSIVE _AGING_LEVEL _2 ... ... ... . ittt 3-22
AGING _ALGORITHM .. ... e e e et e eens 3-23
JOB_WORKING_SET_AGE _INTERVAL ....... ..., 3-23
MINIMUM _AVAILABLE _PAGES . ... . i i s e 3-24
PAGE _STREAMING _PRESTREAM ...t 3-24
PAGE _STREAMING _RANDOM _LIMIT ...t iiieeeenn.. 3-25
PAGE _STREAMING _READS ... .. e 3-25
PAGE _STREAMING _THRESHOLD ... . ...ttt 3-25
PAGE _STREAMING _TRANSFER _SIZE .. ... .. i, 3-25
PERIODIC _CALL _INTERVAL . ... . e 3-26
SHARED_WORKING_SET_AGE_INTERVAL ...... ... ... .. ... cciiiiiie... 3-26
SWAPPING _AIC . e e e 3-26

60463915 J







Managing Memory 3

This chapter describes the MANAGE _MEMORY utility. This utility lets you display
and change the values of various attributes that affect the management of memory in
NOS/VE. These attributes are divided into two subsets: memory attributes and shared
queue attributes.

Memory Attributes

Most of the memory attributes define limits and timed intervals that directly impact
the management of memory. The page streaming attributes enable a site to fine tune
page fault processing to improve the effective disk transfer rate for files that are
accessed sequentially. The memory attributes are as follows:

AGE _INTERVAL _CEILING

AGE _INTERVAL_FLOOR

AGING _ALGORITHM

AGGRESSIVE _AGING _LEVEL
AGGRESSIVE _AGING _LEVEL _2

JOB _WORKING _SET_AGE _INTERVAL
MINIMUM _AVAILABLE _PAGES

PAGE _STREAMING _PRESTREAM
PAGE _STREAMING _RANDOM _LIMIT
PAGE _STREAMING _READS

PAGE _STREAMING _THRESHOLD
PAGE _STREAMING _TRANSFER _SIZE
PERIODIC _CALL_INTERVAL

SHARED _WORKING _SET_AGE _INTERVAL
SWAPPING _AIC

Table of Memory Attributes
Table 3-1 lists the attributes you can manipulate under the MANAGE _MEMORY

utility. The table shows the default value, possible range, and recommended range for
each memory attribute.
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Table of Memory Attributes

Table 3-1. Memory Attributes

Attribute Name

Default Value

Possible Range

Normal Range!

AGE _INTERVAL _
CEILING

AGE _INTERVAL _
FLOOR

AGING _
ALGORITHM

AGGRESSIVE _
AGING_LEVEL

AGGRESSIVE _
AGING_LEVEL_2

JOB _WORKING _
SET_AGE _INTERVAL

MINIMUM _
AVAILABLE _PAGES

PAGE _STREAMING _
PRESTREAM

PAGE _STREAMING _
RANDOM _LIMIT

PAGE _STREAMING _
READS

PAGE _STREAMING _
THRESHOLD

PAGE _STREAMING _
TRANSFER _SIZE

PERIODIC _CALL_
INTERVAL

SHARED _WORKING _
SET_AGE _INTERVAL

SWAPPING _AIC

10

10 pages

18 pages
8,000,000
microseconds
400 pages

4 page faults
3 page faults
3 transfer units
65,536 bytes
0 bytes ‘\\"
1,000,000

microseconds’

8,000,000 ,
microseconds \

1

1 to 255
1 to 255
0 to 100
0 to 65,535
0 to 65,535

1,000,000 to

999,999,999
0 to 65,535

1 to 255

1-to 255

1tob

0 to-
99,999,999

0 to
4,194,304

500,000 to
10,000,000

1,000,000 to
999,999,999

0 to 10,000

"~ See footnote

5 to 50

2 to 20
0to8

8 to 200

10 to 400
1,000,000 to
20,000,000
200 to 1,000

1 to 10

1-to 10

2 to 3

32,768 to
1,000,000

N

500,000 to
8,000,000

1,000,000 to
20,000,000

1 to 10

1. The normal range given in this table is not the normal range on any one system.
Rather, it is a range large enough to normally satisfy all sizes of systems, different
CPUs, large and small amounts of real memory, and different page sizes. A value
outside of the normal range is not recommended on any system unless unique

circumstances warrant it.

2. This memory attribute should be 0 unless you are testing the effects of changing the
transfer size. See the PAGE _STREAMING _TRANSFER _SIZE memory attribute
description for more information.
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Shared Queue Attributes

Shared Queue Attributes

Each page of the shared working set is assigned to one of six shared queues based on
the type of file to which the page belongs. Each shared queue has its own set of
attributes that define the aging 1nterval and queue size. The six shared queues are as
follows:

Queue Description

Task services Contains task services code (system code).

Executable files Contains shareable permanent file segments that are executable.
Nonexecutable Contains shareable permanent file segments that are not

files executable.

Device files Contains device file segments.

File server Contains file server segments.

Other Reserved for future use.

The following shared queue attributes define the aging interval and size of each shared
queue. Together, these attributes define how NOS/VE ages the pages of the shared
working sets.

AGE _INTERVAL _CEILING
MINIMUM _SIZE
MAXIMUM _SIZE

These shared queue attributes are set using the CHANGE _SHARED _QUEUE _
ATTRIBUTE subcommand of the MANAGE _MEMORY utility.
Page Streaming Overview

Page streaming is a form of page fault processing where multiple pages are read from
disk in response to a page fault. Page streaming works only with files that are
accessed sequentially. If your workload includes jobs that access large files sequentially,
page streaming can improve overall disk throughput by reducing the number of
individual disk requests and disk seeks thus, improving the effective disk transfer rate
for sequential files.

Page Streaming Process

Figure 3-1 shows a flow chart of the page streaming process.
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Page Streaming Process
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Figure 3-1. Page Streaming Process
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Initiating Prestream Mode

The following memory attributes control page streaming.

PAGE _STREAMING _PRESTREAM
PAGE _STREAMING _RANDOM _LIMIT
PAGE _STREAMING _READS

PAGE _STREAMING _THRESHOLD

Initiating Prestream Mode

When the page fault processor detects sequential page faults, it initiates the prestream
mode of page fault processing. In prestream mode, the page fault processor satisfies
additional page faults by reading in several pages at a time without attempting to
stream pages from disk. The PAGE _STREAMING _PRESTREAM memory attribute
specifies the number of sequential page faults required to initiate prestream mode.

Initiating Page Streaming Mode

The page fault processor continues to process sequential page faults in prestream mode
until a predetermined number of data bytes is read. When this threshold is reached,
the page fault processor initiates the page streaming mode of page fault processing.
The PAGE _STREAMING _THRESHOLD memory attribute specifies the amount of data
required to reach the threshold that initiates page streaming mode.

When operating in page streaming mode, the page fault processor reads a set number
of transfer units at one time. The size of the default transfer unit is 16,384 bytes. If
your page size is 4,096 bytes (the default), you have four pages per transfer unit. If
your page size is 8,192 bytes, you have two pages per transfer unit. (The page size is
selected through the CYBER Initialization Package (CIP) at deadstart.) The PAGE _
STREAMING _READS memory attribute specifies the number of transfer units read at
one time in page streaming mode.

Terminating Page Streaming Mode

When a segment is being processed in page streaming mode, a page fault is considered
to be a random page fault if it is not within the same page streaming transfer unit or
the next page streaming transfer unit as the last page fault. Random page faults cause
a temporary suspension of the page streaming mode for that segment. If the count of
random page faults reaches the specified limit before sequential page faults are
detected again, the page streaming mode terminates. Later, sequential page faults may
again cause the page fault processor to initiate prestream mode and then page
streaming mode for the segment. The PAGE _STREAMING_RANDOM _LIMIT memory
attribute specifies the number of random page faults required to terminate page
streaming mode.
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Managing Disks for Streaming

Managing Disks for Streaming

¢ This section describes ways to increase the probability that an application will stream.
. The ability of an application to stream is determined by the amount of CPU time it
. consumes, its CPU scheduling priority, and the transfer rate of the disk.

Configuring Disks for Sequential Files

Streaming improves the performance of all applications that access files sequentially.
Most sites can benefit from page streaming without changing the way they manage
their disk drives. However, if your site runs applications that have a very high I/O to
CPU ratio, you can benefit even more by designating certain disks to be used
specifically for sequential files. You can do this in the following ways:

® Set up a disk volume with a special mass storage class that can be accessed with
the REQUEST_MASS_STORAGE command. For more information about device
assignment, refer to appendix D, Assigning Files to a Specific Device, documented
in the NOS/VE System Performance and Maintenance manual, Volume 2.

® Set up one or more volumes as a mass storage set. Establish a special family on
that set to be used for streaming. Set the default allocation size for these volumes
to a large value using the LOGICAL_CONFIGURATION _UTILITY subcommands
CHANGE _MS_VOLUME or INITIATE _MS_VOLUME. The Logical Configuration
Utility is described in the NOS/VE System Performance and Maintenance manual,
Volume 2.

Increasing Allocation Size

Allocation size is’' the number of bytes that are assigned physically contiguous on a disk
volume. A large allocation size has the following advantages:

® Larger amounts of data can be read from disk without repositioning the heads.

® Multiple I/0 requests issued by the page fault processor encounter sequential data
on disk.

. e When accompanied by a large transfer size, the CPU requires less overhead to read
files sequentially.

® It takes less memory to describe the file's allocation.
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Increasing Allocation Size

If you use large allocation sizes, we recommend that you do not mix allocation sizes on
a particular disk volume. Because mixing allocation sizes increases the data
fragmentation of the device. You can specify large allocation sizes for files in the
following ways: ‘

© Use the ALLOCATION _SIZE paramenter on the LOGICAL _CONFIGURATION _
UTILITY subcommands CHANGE _MS_VOLUME or INITIALIZE _MS_VOLUME.
This ensures that all files assigned to the disk volume have large allocation sizes
by default.

@ Use the ALLOCATION _SIZE parameter on the REQUEST_MASS_STORAGE
command. This allows a single file to benefit from a larger allocation size.

© Use the ALLOCATION _SIZE parameter on the RESTORE _PERMANENT_FILES
utility subcommand SET_RESTORE _OPTONS. This allows you to place groups of
files with large allocation sizes on the same disk volume.

You may want to set the allocation size to a very large value if all your permanent
file devices are the same type. This allows users of the REQUEST_MASS_STORAGE
command to request allocation sizes up to a cylinder size.

If your site uses a mixture of device types, set the MAXIMUM _ALLOCATION _SIZE
system attribute to a value that ensures that files can overflow to all devices that are
candidates for the overflow.

Whenever a file overflows to a new volume, NOS/VE requires that the new volume
support the allocation size defined for that file. Since large allocation sizes may waste
space on a device, there is a tra<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>