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its Physical File Descriptor.

L
2 . . : ’
3 Temporary File - A temporary tile Is one for which a description
4 ot lts loglcal and physical .characteristics exlsts only In
5 the File Control Blocky, the Physical File Descriptor and
6 other internal system tables. - -

"IPLOS Storage Management provides the mechanlsm through 8 Permanent .File - A permanent flile Is a mass storage file for
which a user of the system  can create, organize .and manage - 9 “which the description of its fogical and physlical

- Storage Structures.. - . - : 10 ‘characteristics has been recorded in a catalog.

=7 ' ) ) 11 . ‘ i -

This section specltles the IPL Storage System®s external 12 Sector - The smallest addressable block of: storage on a
interface, describes the design conslderatlons leading to it and 13 mass~storage device. Standard IPL sector sizes are 512, 1K
glves an overvlen of the supportlng Internal structure. i 2Ky 4K and 8K bytes. page_frames are not supported initlally

15 by IPL®'s Central Processors).

An IPL L user® s’ programs and da?a' partially forming a Job 16 : . -

(see chapfers &4 and: 9), are contained within an Address Space. 17 Real -Address - An address generated by an IPL processor In real
- Its _ extent 1s- ‘deilnlated by a Segment_Qescriptor_Tables 18 addressing mode (see Model Independent  Processor-Memory
'.Confrol_PoInfs deflne the number of . potentially parallel- 19 GDS). . -

executlons of code within this Address Space. - Datas, Program, 20 .

Job, Storagé, etc., Management procedures of Task Servicesy 21 " Real Memory -~ Real Memory, or:Just memory, or real: storage, or

within the Address_Space, assist the user, and each othery with 22 maln " memory ls memory addressable by an IPL processor via a

organizing, controlling and managing a Job, with Interfacing to 23 real address. ’ .

System/Subsystem/User: Jobs and with the controlled sharing of 24 ’

Storage Structures within and among separate Address_Spaces. 25 - Page Frame - A page frame Is a block of real memory. Real memory

. . R 26 -is managed In units ot.page frames. Standard IPL page frame
"System/Subsystem Jobss In conjunction with System Monitor, 27 sizes are 512, 1K, 2Ky 4K, 8K and 64K bytes (64K slized
manage and control User Jobs and schedule the system®s resources 28 page_frames are not supported Initlally. by IPL's Central
to accomplish worky and hence, to complete User Jobse. 29: Processors). ' ’
. - 30 :
: . : 31 External Storage - Storage Space not addressab&e by an 1IPL.
1.1 BASIC CONCEPTS AND DEFINITION OF TERMS 32 processor as real memorye. .
: 33
. 34 Physical Record - A physical ‘record is the smallest unlt of data
File = A tile Is a named entity consisting of an ordered set .of 35 transfer between memory, and external storage. Sector and
elements, The Storage System Is only aware of flles stored 36 page- tframe are examples of physical records. .
on direct access mass-storage (disk, drum) devlces. 37 - -
38 Block = A block Is the logical ‘unit ot transfer between memory
File Control Block - A Flle Control Block 1Is a symbolically 39 and the mass storage space allocated to a tile., Standard IPL
addressable table that contains a description of the logical 40 block slzes are 2*%*N multipies of the minimum page frame
properties of a files 41 . slze. . E .
42 - :
Physical File Descriptor - The Physical Flle Descriptor 1Is an 43 “Input/Output Subsystem - The hardware/flrmuare/software
Internal system table that contains a description of the 44 components of the peripheral configuration.
physical properties of a flles 45
46 Device Driver = Device Drivers manage the Interface between IPLOS
Physical Space Map - A Physical Space Map represents the storage 47 and other members of the Input/Output Subsystem.
space allocated to a mass~-storage flle and is recorded within

NCR/CDC PRIVATE REV 06/23/75
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Block Manager - Block Management procedures provide a relatively

NCR/CDC PRIVATE REV 06/23/75

the tirst time Is cleared to Null within real memory and the

1
device Independent Interface between elements of IPLOS and 2 corresponding pagel(s) eventually wriltten to external storage
Device Drivers., . 3 due to normal paging operations. Direct Segments can be
I3 assocliated with Permanent or Temporary Flles. Paging 1s
Address Space = Cefey 1.2 ] performed directly between real memory and the assoclated
‘ 6 flie*s storage-space. '
Segment = Cefey 1.2 7
) 8 Mapping - -‘Mappling Is a technique used to associate virtual
Virtual Address = cefey 1.2 9 address and real address. - Virtual Memory Mechanism 1ls the
. ) ‘ . 10 . system feature (software and hardware) which accoupllshes
Virtual Memory Mechanism - VMM is a system feature of IPL which - 1ii mapping.
changes " @ virtual address Into a real memory address, and 12
performs dynamic access control, during an executlon of an 13 Fetch Pollcy - The Fetch Pollcy determines when intformation is to
“instructlion. : 1; © be loaded into real memory from external storage. :
‘Page’ - A page Is a fixed length block of Instructions, data or 16 ‘Replacement Policy - The Replacement Pollcy determines which
bothy, that can be ftransferred between -real storage and 17 1ntormatlon ls removed from real memory to external storages
external storage. : i8 ’
o 19 Placement  Policy ~ Placement Policy determines which unallocafed
Paging - Pagling Is the process of transferring pages between real 20 - reglon -of memory will contaln the Incoming information.
memory and external storage. It 1Is the method of IPLOS® 21 ’

“memory management and the standard method for ‘accessing a 22 Page'Table - Page Table Indicates whether a page is In real -
tflle*s storage space. A user.can request that the storage 23 storage and correlates virtual with real 'storage addressese.
‘'system performs all transfers In groups of pages equal to the 24 There ls one Page Table in an IPL .System.

“file®s block size or In multiple pages equal to the system's 25 )
current page frame size. 26 "Thrashing - Thrashing Is a phenomenon . which occurs In a

) 27 multiprogramming system when memory is overconmltted.

Paging Storage - External Storage Space suballocafed and managed 28 '
by the Storage System. 29 FPagMentatlon - Fragmentatlion occurs when a system suffers from a

) 30 loss of usable storage.

Direct Segment - A mass-storage file made directly addressable as 31
a segment, within an Address Space. The file®s block-slize 32 POO' File - Paglng Storage is specltled to the Storage System as
must be a power of two mul tiple of the minimum IPL page slze 33 ‘‘one or more Pool Files. The Storage System subal locates the
(512 bytes)e. The segment®s ‘virtual address range Iis 34 external storage space, represented by a Pool Flie®s Physical

-associated with the storage space, represented by the flle‘s 35 Space Map. A Storage System Initiated paging operation is
Physical Space Mapy on a continuous byte-to-byte basls. 36 performed as per- a Pool Flle's Physical. Flle_Descrilptor.
Storage space is allocated dynamically, on a one-to-one basis 37 Theretore standard Block Management and Devlice Driver
without gapssy to the corresponding virtual address range, up 38 interface conventlons apply. A Pool Flle can be temporary or
to and Including the highest block accessed, which must be 39 permanent, shared globalty, or local to an Address Space.
within the currently defined tile size. Address of the last 40
block written 1is recorded by Block Manager within the b1 Temporary Segment - A Temporary, or Transient, Segment cannat
Physical Flle Descriptor., All Intervening blocks (eegey 42 ’ survive beyond the <creating Address Space's existence.
blocks between the last written and the currently accessed 43 - Several Temporary Segments can be associated with a file

"one) are initlalized to Null (l.eey all 2zeroes) by the 44 - (eegey a Pool_File). Storage . System maintains the
Storage System. Since this Is a relatively high overhead 45 'segment-to-file storade space maps within - its Internal
operatlion, Direct Segments should be accessed initially and 46 * tables. Storage space Is allocated dynamlcally, on a
altocated storage space oniy sequentlaliys In this cases, no 47 " block=by-block basisy whenever the corresponding virtual .
extra output transfers are generated. A block accessed for 48 "memory ls accessed for the first time. Each new block Is

NCR/CDC PRIVATE REV .06/23/75
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recorded as a separate entry within the Segment Control
“ Table. Temporary Segment's storage space can contain ‘gaps*®
and thus 1t Is not necessarlily allocated contlnuously up to
the hlghest block accessed. Temporary Segments provide a
- convenlent, low overhead mechanism for- allocating and
- managlng storage for temporary data structures, .l.e.,

Stacks

Working Storage

Heaps

Binding Segment

Object Module: Code Segments
Local LNS Segments

Etc.

00000 O0O0

B Y Temporary Segment can not be saved and made -permanent, Ilke
‘a  Temporary File, since no Fllie Control Block Is defined
'uhlch contains the descrlptlon of.lts logical attributes.

Physical Tables Heap - PTH 1Is :a one-per-system- segment which
contains Internal system tables, used and managed by the Flle
and Storage Systems It has Read/Hrite access in the Systenm
Job's Address Space and Read only access In all other Address
Spaces.

Transient Segment - See Temporary Segment.

Segment Control Table - A SCT ls a table In-the Physlcal Tables
Heap that contalns the description of: the physical
properties, or attributes, assoclated with the segment .

Segment. Descriptor Tabie - Sof tware name for fhe Process Segment
Table. It defines the Address Space of a Job and contalns
its segment descriptorse. (See Model Independent
Processor-Memory GDS).

Indirect Segment - A Direct Segment whose modifled pages /bl ocks
- are held within Paglng Storage. _An: expiiclt SC#Map_ out
"request (Cefey 6e1e2.1.4) must be made to the Storage System

before any data Is ftransferred to the assoclated file's
storage spaces Indirect Segments enable a user to exercise
preclse control over flle updating, even while it |is being
used/modified In paralle! by several tasks/)obs. However,
more table space ls reguired by Indirect Segments than
Temporary or  Direct onese.
generate additlonal I/0 transfers,. over and  beyond those
required by normal paglng oaperatlions. For these reasons,
they should only be used when- the Increase In:- system

NCR/CDC PRIVATE REV .06/23/75
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reslllency warrants the extra overhead incurred.

Buffer Segment - A Temporary Ségment whose assoclated
page-frames, In real memory, are used by Block Management
procedures to transfer data to/from§

Non standard flles

Archival devices (magnetlic tape |lke)

Remote devices (via communication links)
Unlt=-record. devices,

Mass-storage 'devices not conforming to IPL
standards, .

o etce.

00000

" Page of -a Buffer Segment Is locked into real memory while any
Block . Manager - Initiated transfers. are In progress, and/or
: outstanding, for the page-frame occupled by that page. At
all other times the page®s memory/paging-storage residency is
controlled by the standard Fetch/Repl acement Pollcles.
Page-frames occupled by a Buffer Segment®s pages are not
allocated contiguously 1In real memory. The Input/Output
Subsystem provided scatter-read/gather-write capability Is
utilized to malntain uninterrupted data transfers across
- physical records. )

‘Storage Structure - ALl ldentlfiable entitles known and
controiled by the Storage System are called Storage
Structurese. Pages, Segments, Segment_Control_Tables,
Physlcal_File_Descriptors, Segment_Descriptors and

- Segment_Descriptor_Tables are examples of Storage
Structures.

Working Set - WS Is the set of pages currently  belng actively
used by cooperating Tasks wlthin one Address_Space.

“Validation. Level = Valldation Level ls the ring number of the

Argument_Pointer_Register (A6) on .entry into a
processor of the Storage System.
Processor-Memory .GDSy 2¢601+2) ¢

request
(See Mode! ‘Independent

Memory Reglon - IPL .processors have two memory ports and thus
might be connected to a reglon of an installation®s memory
which ls not accessliblie by all the processors.of the system.
System ~“and subsystem jobs can reguest speclfic assignment of
segment pages to page frames of a Memory .Reglone.

NCR/CDC PRIVATE REV .06/23/75
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1.2 STORAGE SYSTEM'S FUNCTIONS

The primary ~functlon of +the -IPL Storage System - Is to
Aimpiement Job Address_Spaces. : .
: The Address Space of a real processor-in-an IPL system Is a
Segmented Address Space. A segment Is an entity deflined by

o A Name which uniquely Identifles fhe segment.

o A Descriptor which describes the proper?les or attrlbutes
assoclated with the segment.

o A Body which Is an array of consecutive elements. The

: Body of a segment is an-ordered set of elements, called
bytes  (or cells In SHL: terminology)s each of which ls
identlified within the segment body by an. integer 1, Ifts
index. The number of elements In the body ls called the
tength of the segment.

A Job's Address Spacey or virtual memory, is an ordered set
of . as many as 2%%12 segments each conslstlng of as many as 2¥¥31
bytes.

The IPL hardware Interpretable virtual address Ils a palr of
integers consisting of a segment number and a locatlon within
that segment. In order:for a program to execute a reference to
data, it must have an address of this form. Hence, It Is the

-Storage_System®s responsibility to map files, which are stored on

direct access Mass Storage devices (disksy drums, etc.)
into/out-of the hardware Address Space so that. the Job owned
tasks can address them directlys In additlon to transforming a

symbol lc reference Into a machine address, the .Storage System.

must be concerned with moying data from external storage into
memory In order -for It to be directiy referenceable.

In most contemporary systenms on-line Iinformations, stored on-

mass  storage devices, ls generally accessed as copies of flles
thru buffers locked into real memory. In.contrasts all on-lline
information In . an IPL system can be directly referenced via the
segmented virtual memory mechanism. Al! on-line information can
be now controlled and managed by the Storage System. As far as a

user ls concerned, data transfers to/from  off-iine devices are

intofout-of the System®s Storage Space and-pnei his own local
memory. Resldency of a user®s code and data, . in real or external
storage, or between Jgvels of the storage hierarchy (cache =>
Blpolar Memory -> MOS Memory -> Magnetic -Bubble -Memory =-> Flxed

NCR/CDC PRIVATE REV..06/23/75
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Head Disks => Moving "Head Disks =~> Tape Llbrary -> Off-line
Devicese¢s o)y 1ls goverened by usage and scheduling requlrements on
a global level. The globally managed Storage Space has to be
utitized In- a uynjform manner by both the system and 1its
users. The distinction between traditional mass-sitorage files.

mmmwuﬂmamw

managed by the yser h
ng.u_almsl.ﬂ.sauﬁum_

Non on-line archlval {(magnetic tape llke!), unit-record,
remote (vla communication links) and mass storage devices not
conforming to IPL: standards are addressed via Buffer Segments.
Buffer management software within user Address_Spaces wili
control the allocatlon and useage of buffers In Buffer Segments,
howevery physlical memory Is only locked down during the duration
of the explictly inlitlated transterss At all other times, the

System -controls the butfers memory/mass~storage
residency. : .

As - far. as posslble, loglcal control and management of data

‘is performed withln user Address Spaces. . Physical data-container
and data-flow functlons ot the operating system are processed
c__Address _Spacess to malntaln a well controlled

fire-wall between: misbehaving elements of -the .software/hardware
complexe Another important reason for .the separation between
logical/physical elements of the operating system ls the global
schedullng environment. Since resource control has to be
performed globallyy, effective system  utilization can only be

guaranteed by separating out and exactly definling necessary.

control Information.

The Operating System functions lilsted below are major users
ofy or used extensively by, the Storage System. Internal 'system
Interface conventions, data and control-flow are also documented
within the following subsectlions.

o Interpretive access to data for direct, indirect or buffer
segments, ls controlled by QCedures.

"o Data transfer between real meaofy,and peripheral devices
: Is managed by Block Management and Device  Drivers In a
System Job. .

"0 Device or . Volume_Set allocation and  all.

resource/job
scheduling Is performed by Job Management .

0 Volume (tape, disk)
processing Is the responsibliity of Mount Control within a
System Jobe It Is functioned by requests via signals from

NCR/CDC PRIVATE . REV 06/23/75
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other jobs. 1 o Manage the allocatlion of space to segments on external
v . 2 storage (Space Control).

. Storage System conslsts of two major divislons which are 3 ’ . :
responsible for Segment Management and Memory Management, 4 o Organize page HWorking-Set swapping and move Job-Prlvate
respectivelye. The major function of each division Is described - 5 Storage and System Tables to/from external storage (Swap-
below. . 6 Control).

7. .
v 8 o Organize the movement of System-Global Storage_Tables
1+.2+.1 SEGMENT MANAGEMENT FUNCT IONS 9 between memory and external storage according to usage and
%ﬂv scheduling considerations (GST Control).
Segment Control is responsible for the following storage 12 o Assist System Monltor with the creation and deactivatlion
structuress 12- of Address_Spaces (Address_Space Control).
1
o Directy, Indirect and Temporary Segments 15 o Organize the migration of storage structures between
: 16 levels of the storage hlerarchy (Migration.Control).
o Buffer Segments, for buffering files nof accessed via the 17 ' : . Lo
virtual memory mechanism of IPL. 13’ o . Support the shared  usage of storage structures (Share
Control). '
‘Access to segments ls controlled by hardware. Segment Control 20 :
checks all expliclt requests directed at Buffer Segments fors 21 o Perform primary level error recovery, In case of memory
- 22 parity errorsy and asslst in. memory .reconfiguration:
o Access rights 23 (Recovery Control).
- 24
o Buffer residency 25" o Maintain Storage System restart Information (Recovery
26 Control). '
27 . )
and assists Block Management by performing} 28 "0 Provide a set of procedures for the management of Storage
Co - 29 System Tables (SST Control).
o Retrleval from external-storage pages of Buffer-Segments 30
' when a Virtual-Buffer ls not present In memory 31 . .
: 32 1.2.2 MEMORY MANAGEMENT FUNCTIONS
o Conversion of Process Virtual Into System Virtual and/or. 33 . C
Real Memory Address . o 34
35 The unit of memory management is a page_frame. Page-frame
o Locking Pages for duration-of peripheral transfers 36 size Is set at System Deadstart and can vary between a minimum of
37 512 bytes and maximum of 64k bytes.
o Keeping account of outstanding <data transfers, 38
into/out-otf Address_Space.local Buffer Segmen?s, on a-per- 39 Page Control Is responsible for the management of real
Control_Point basise. :2. memory according to usage and scheduling requlirements.
b2
Segmen _Eunctionss (In addition to Block Management 43 Eagg_cgnlngl_ﬁyngllgni_
assistance) . 44
‘45 . o. Maintaln a record of the status of each page in memory and
o  Assist the File System in the Creatlon,: Deletiony . 46 - process any requests involving the allocation, locking and
Label ling and Cataloging of Segments/Files held on . 4T fixing In real storage, release or change in status of
‘"mass~storage and archival devicese. 48 memory page frames.. : :
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1.0 INTRODUCTION 1.0 INTRODUCTION
1.2,2 MEMORY MANAGEMENT FUNCTIONS 1.3 GENERAL STRUCTURE = .
o Maintain Jobs*® page Norklng Sets (WS) tor Job ‘Scheduler i
and Swap Control. 2
. 3
o Control "memory occupancy based on usage and schedulling 4
requirements. . : 5
6
o Process all requests for movement of pages from real 7
memory to external storage and vice-versa In segment 8
dependent block size (block slze must be 2**N multiple of 9
minimum page frame size). 10
R 11
o Perform second level error processing, In conjunction with 12

Block Management, In. case of errors due to paging
operatlionse.

o Perform second level error processing in case of memory.

parlty errorse.
1.3 GENERAL STRUCTURE

Page Control and most of  Segment Control functlion as
procedures within a System Job. (See Chapter 39, Flgure 1.2-1)%
Most ot Page Control procedures are permanentiy memory resldent.

User and Data Management Interface functions of Page and
Segment Control are performed by request processors within Task
Services of the requesting Job.

Standard means of communication between Storage Management
proceduresy within a System Joby and other Jobs is- via signalse.
Task Services level reaquest processors are provided for creating
and routing slgnals to the System Job, therefore, request
processor Intertaces can.conform to SWL calling convensionse.
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2.0 PAGED MEMORY AND SCHEDULING IMPLICATIONS

Paging 1Is a memory management scheme that organlizes memory
Into fixed size blocks callfed page__frames and organizes the

address space into fixed size blocks called pages. Any page of
an address space can potentlally reslide. In any -page frame In
memory. ’ :

Paged virtual memory Is a feature of IPL. Virtual memory,

or storage, -consists of at least two levels} to be ‘accessible to
the: processors, informatlon musf reside In the hlghest {fastest),
or real storage/memory.

IPLOS will use a varlant of what Is known as demand _pagaing
in whlch a‘page/block Is brought Into memory only when needed, a
poticy which under certaln circumstances (seildom satistied In
real systems) is optimale The operating system®s
schedul klng/memory management routlnes accept advice requests from
users on Intended future virtual memory usage and block=sWap a
Job®s pages on terminatlon or start of a malor_time slice.

The page placemaent policys which is how to select the page
trame In which to place an Incoming page, is simple under demand
paginges If fhere Is an empty page frame, use It} If not, remove
page (according to the rgpjacement policy) trom memory, and
use the page frame thus made avallable.. Every time an attempt ls
made to access a page which Is not .In memory, a page_interrupt is
sald to occury and this page Is brought Into memorye. A page
interrupt 1Is costly In terms of lost processing time, since the
processor must execute the page replacement and page placement
pol lcy algorithms, and then may often have to walt (l1f there is
no other task to run) while ¢that page ' iIs fetched. It Is

desirable therefore, and the objective of a paging algorithmy, to
minimize the number of page interrupts. The paging algorithm
under a demand paging policy 1Is equivalent to the page

replacement policy.

2.1 PAGING "ALGORITHNS

Most paging algorithms, with respect to the amount of memory’

space per task/job they assume, fall Into two classest
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1 PAGING ALGORITHMS
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1) Assume that the amount of space a program has ls flxed;

o Random (RAND)
o First_In_first_out (FIFOQ)
o Least_recently_used (LRU)
‘o Least_Frequently_Used (LFU)
o MIN
2) Tne remaining algorithms all allow the number:of page frames
used by a given program In a mulflprogramnlng environment to
varys
o  Muttics
o CP-67:
o Page Fault Frequency (PFF)
o HWorking=Set (HS)
o Damped-Working-Set (VHOS - Unlvac)
o 1IBM 0OS/vS2-1
"o Burroughs® B6700 (not frames but space varles)
These ~“algorithms also differ substantially 1In their
effectiveness and iIn- their "difficuity of Implementations, for

exampley, FIFO and RAND
white LRU and Working Set, which
costly to Implement.

are relatively. efflcient but

Generally, paging supervisors maintain a pool of free page
frames. Hhenever the number of free page frames falls below a
predetermined value, the paging supervisor replenishes the free
page queue by taking pages from a programe
are the

Among the above

algorlithms the
followings :

more Important

LRU (Least-Recently-Used) - Remove the page from.memory that has
not been referenced for the iongest amount of time.

Multics = Thls algorlithm uses a polnter:that rotates through the
page frames iIn memory. MKWlth every frame ls assocliated a use
blty which Is turned on when the page frame Is referenced.
When a page frame Is neededy the page frame polnted to by
the polnter Is examineds -If the use bit ls on, the bIit Iis
turned off, the pointer is advanced and the page frame now
pointed to ls examineds If It [s off, the page In that page
frame 1Is removed and the new page s placed In there.
Multics® algorithm can be viewed parametricalty such that at
one extreme It has a page removal! strategy of FIFO and at
the other .extreme -a removal - strategy . of LRU. The CP-67

NCR/CDC PRIVATE REV 06/723/75
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operating system uses almost the same algorithme.

IBM__0S/Y¥S2-14 HWIith every page frame Iis associated a used and

modl fled bit. Page frames are selected for reclaiming
according to the settings of the used and modified blts.
There 1Is an active page queue tfor each possibie

configuration of the used and modified bits.

o The page has not been used since the last Inspectlony, and
has not been modifled.

o The page has not been‘dsed since the last lnspectlon, but
was modifled at some previous time.

o The page has been used since the
" not been moditfled.

last inspection, but has

o The page has been .used since the last Inspection, and has .

been modifled.

Each queue 1Is malntalned iIn-a first=in, first-out order,
thus preserving a record of the comparative Ilongevity for
each pages The use and modify bits are set automatically by
the CPUs Since the pages are constantly belng referenced
and changedy, the bit settings may not be the same when
Interrogated as when the page frame was first placed on a
‘particular - queue. As the paging routine serially searches
the queuesy It steals those page frames whose status
remained unchanged. Those page frames whose status has
changed are moved to the appropriate queue.

To prevent too much time spent In pagingy a condition  known
as thrashings a task dlsablling algorithm Is periodically
Ilmplementeds At predetermined Intervals, the paging routine
compares the number of Read I/0 operations generated by
paglng requlrements agalnst an Installation. dependent high
and low paging and reclamation thresholds. If too much
paging and reclaiming has been done during the last
Interval, one of the lower prilority active tasks |Iis
disableds If more pagling and reclalming should be allowed
during the next Intervaly a previously disabled task Is
reactivated.

Damped-Horking-Set (DWS) - The DWS algorithm has two parameterse
Ty the working set parametery, and M, a multlipler less than
1. The working set algorithm is Itself a
ONS In which M=1.

speclal case of
This algorithm functions as follows?
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o Any page not referenced within the preceding T
program/task execution time ls removed from memory.

o At the time of a page Interrupty, If the time since the
last reference to the least recently used page iIn memory
Is greater than M X T (M less than 1), then replace the
least recently used page by the new pagey otherwise
Increase the number of allocated page frames by onee

Page=-Fault-Freguency (PFF) - If the program®s execution time
since - the Vlast page Interrupt by the currently Interrupted
task/program is less than Ty assign an additlional page frame
to the task from the free page pooles If there are no page
frames free, deactivate a task, and free Iits page frames.
If the time since the last page Interrupt Is greater than T,
‘free " all page frames not used by the Interrupted
task/program slnce the last page Interrupt and asslgn one of
these now free frames (iIf any) to the new pages If there
are no frames freed In this way, obtaln a frame In the same
manner ‘as If the time since the interrupt was less than T,

2.2 PAGING ALGORITHM®S EFFECTIVENESS.

As a general rule, it can be sald that those algorithms
which allow ¢the space occupled by a program to vary (e.g.s PFF,
DWS) do better than those operating with a fixed number of page
frames allocated (eegey FIFOy LRU)

Hhen page replacement .algorithms were first .used for memory
management, they were applled globally across the - memory.’ This
means, whenever a replacement decision must. be madey the
replacement algorlthm 1Is 'applied to all pages In memory,
irrespective of the task/program to which they belong (e«gey
Multicsy CP-67, IBM 0S-VS2/1). This kind of memory management
can lead to severe performance degradations In facty, every
global replacement algorithm may eventually lead to an unduly
high page fault frequency since there Is no way to. guarantee that
a task has been asslgned enough page frames to run efficlently,.

If a program®s page references were randomly dlstributed
over . all pages according to a uniform distribution, 1t would not

matter what page is chosen for replacement. The page fault
frequency would only depend  on the number of:allocated page
frames. However, programs tend to reference pages unequally}

they tend to
intervals.

cluster references to certaln pages In short time
This property is exhibited to a varying degree by all
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practical programs and commonly known as *locallty"® 1 taske In the latter casey, It may even be necessary to deactlivate
: - 2 a task/job to satlisfy the peak demand. The DWS algorithm
The Working-Set model of program behavior Is based on the 3 corrects the peaking behavior of WS.
assumptlion that practical programs behave according to the 4
“locallity*® oprinciple and takes Into account the varyling memory 5
requirements. Those pages are kept In memory that have been 6 2.3 IPLOS® PAGING CONSIDERATIONS
accessed during the last T references. The performance of the WS -7
algorithm still depends on the gorrect choice of the working _set 8
Te A strict implementation would require a setting of 9 IPLOS® "Page Management Is based on PFF for the folliowing
‘a flag at this point$} that Is, an indication that t he 10 reasons:
corresponding page frame can be used for ‘a different page of any i1
tasks Another problem Is to detect the exact time when a page 12 o PFF is an effliclient algorlfhm In execution time, control table
has not been referenced during the last T msec. Hence, it ~ 13 slze and minimlzes memory space-time products.
‘appears to be rather expensive to implement the WS algorithm in 14
‘Its. pure form. 15 0 . Memory 1Is -allocated according to the dynamically changing
: 16 memory requlrements of a program.
Correct choice of the working set parameter .-requires ftuture 17 :
knowledge of a program®s behavior which Is Impossible to do in a 18 o. No prior knowledge of program behavior is required and it can
practical implementation. He require an adaptlve replacement 19 be applied to programs of different types and slzes.
algorithm which is targely lndependent of program behavior and - 20 -
input data, and Is simple to Implements Page-Fault-Fregquency 21 o Using a PFF algorithm in a multiprogramming :environment, the
(PFF) algorithm satlsfies the above requlrements. 22 © system scheduler has control over the efflciency and memory
. 23 requlirements of all tasks/jobs.
PFF memory management policy uses the page fault frequency 24 - ’
(the  frequency of those Instances at which an executing program 25
requlres a page that is not In main memory) as an adaptive 26 - To statlsty IPLOS® reauirements extensions ace made to PFE
parameter to control the decision process of .the replacement 27 in rhe tollonwing areass
algorithm. Since the page fault frequency retflects the actual 28
memory requlrements of a program at execution:time, the PFF 29 o Compensate for the peaking behavlior during changes of locality
algorlthm can be applled to arbitrary programs without prior. 30 by ad]usting ageing rate according to page-fault-trequency.
knowledge about program behavior. 3t
’ 32 o PFF is a program/task local page replacement algorithme IPLOS
There 1Is one difflculty with both the WS and PFF algorithms 33 is designed to permit sharing of code and data among tasks of
which up till now has not been mentioned. Occasionally during 34 a Job and between separate jobs. The °*global® usage pattern
the executlon of a program, a sudden change of locality will 35 requlres that shared pages be removed from memory according to
occury esgey when a large subroutine Is called or between 36 a "global® policy. 1Its Llmplementation should be such that the
different phases of a compiler. The problem Is that when such a 37 global pollcy only applies to shared pages without
change of locality happens, a time Interval must. -elapse before 38 interference with the program/task. local management ot Its
the pages belonging to the old locallty are completely flushed. 39 private pages.
In the meantime, a number of pages belonging to the new locallity 40
have been brought into memory. Thls peakling behavior Is also a 41 o PFF only frees pages while a page fault is belng serviced. A
characteristic of the Multics and 0S-VS2/1 algorithms which under . 42 compute bound program mlght go without a page Interrupt for
some clrcumstances would tend to steal excessive number of pages 43 tong time lIntervalsy while some pages could  leave its
from other tasks ~when locality changes. PFF. Is the worst YA working-set and should be removed from memory.
offender in  this regard, since it would be far .slower to flush 45
the pages pelongling to the old locallty than would WS. The extra 46
page-frames used to satisfy the peak demand must elther be taken 47 -
from a pool ‘of free pages, or are frames belonging to another: 48
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2.4 IPLOS® MEMORY MANAGEMENT CNVIRQNMENT

Memory management is performed within IPLOS® Storage System
Hierarchy (tor detalls see 3.0). Pages owned by Active Jobs, and
shared segments, are managed according to IPLOS* Paging
Algorithme Memory management, as applied to Inactive/deferred
Jobs, Is pre-empt/resume strategy on a J0B (not Task) basis,
Simitarly, Page_Control maintalins Job HWorcking-Sets based on the
assumption that the contalned tasks® work Is closely related
within the same areas of locallity ot the virtual address space.
Not closely related *work® should be performed by separate jobs.
A jJob can easliy submit other  Jobs, share segments/files/private

disk-packssy etc., and exchange messages/signals. A submited ]Job.
is' scheduled Independently, according to its own resource .

requlirements.

A running Job is dellneated by 5 Segmeﬁt_Descrlptor_Table
defined Address Space and entrles within various system tables,

- le@agd

o System Monltor entries

Running_Job_Ordinal_Table_Entry
Control_Point(s) :

Signal Buffer(s) -

Timing_Signal Selection(s)

Etce

o Segment_Control entrles

Physical File Descriptors
Active Segment Control Tables
Pool_Flle Allocation Map(s)
Etc. .

[ |

24441 JOB WORKING SET SHAP

Within a Job several tasks can be simultaneously executed by
the multlprocessing system controiled processors. Perlodicly,
when a Job®s tasks used a certaln amount of system resources (CPU
time, memory spacey channel time, etc.) the. Job Scheduler
Iinstructs Segment_Control, via System Monitor, to:inactlivate and
swap -to a Swap~-Flles
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o All private pages in the Job’s HWorking-Set.
o All éurrenfly used execute and globally read only pages.
(For a detailed descriptlion of Working-Set-Swap conditlons, see
Chapter 9y 2.10.1.1.3).
2.4.2 JOB SHAP
An inactive Job mlight 'be turther ‘*deferred® for the
followlng reasonst '
o One of Its tasks goes Into a *long walt® (l.e.» walts for
terminal -Inputy new tapes/disk to be assigned or queues for
the exclusive use of an Interlocked file/segment) and all

the other tasks are also waiting.-

‘0 Used Its share of system resources for the current

*schedule cycle® in the Running Job Mix.

o Too many running jobs in Inactlive state {inactive )Jobs tle

down locked memory by thelr respective entrles In system
tabies).
o Etc.
On a‘ Defer_Job request, Overseer and Segment Control

transfer to the Swap_File an Inactlve job®s owned:.
o Content of entries in System Monitor Tables.

[ Prlvafe

Physlcal File Descriptors and Segment Control
Tables. Shared Physical Flle Descriptors and Segment
Control Tables - are *aged® from system tables and

eventually removed by Segment
one-per-system Shared_Jescriptors_Catalog. -

Segment_Control requests the allocatlon of contiguous space

on rotatingy direct access mass storage so that a swap operatlion
can be streamed wkith minimal movement of the recording heads.

NCR/CDC PRIVATE REV 06/23/75
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2.5 PAGE CONTROL FUNCTIONS 2.5.1 SYSTEM MONITOR®S RESPONSIBILITIES
2.5 PAGE CONTROL _FUNCTIIONS 1 signal for ‘exact values.)
2
3 o Obtalns LPIT from RJOT.
Page Control .iIs activated by a signal. The followlng can- 4
cause an actlvatlon signals . 5 o Calculates Age_Interval_Increment (AII)S
6 . :
o. Task servicesy on.an Advlce, Locky etce request. 7 AILI = (STET-LPIT)/PATT
' . 8 . ) -
o System Monitor, following a Page_Table_Search_Without_Find 9 o Calculates Page_Fault_Frequency (PFF)3
page interrupte. . 10 C : ’
. T ) 11 PFF = 1111/ (STET-LPIT msec) page intferrupt/sec
o System Monitor, on a Memory Mal function Interrupt. 12 .
’ : ‘ 13- o Records STET as LPIT .In-RJOT.
o Job-Schedulery to Instruct re-evaluatlion. of a Jjob°'s 14 .
. Working-Set and initlate possible stealing of Inactive pages, 15 . ‘0o Sends a signal :to Page_Control which containst
. 16 '
o System Overseery to Initiate page stealing from a job which . 17 o Control Point Identifler
* has not had a page Interrupt for a certain time Interval. 18 . -0 Page Identlfler
19 - o AII (rounded)
20 ‘o PFF
2.5.1 SYSTEM MONITOR®*S RESPONSIBILITIES 21
. . 22"
23 - 2.5.2 PAGE QUEUES
The functlons and parameters supported by Sysfem Monl tor for 24 -
Page Control consists ofs 25
' - 26 Page Control malntalns several page frame queues according
o TET - Task_Execution_Time. CPU time wused by a tasky 27 to .usage and status. These are the followingt
normal ized to PO time, is maintained within Its 28
Controi_Point. 29 o Job_Working Set Queyes. ° Page - frames belonglng to a job are
30 . malntained in approxlnate LRU order (see Scan below).
o LPIT - Last_Page_Interrupt_Time. On a page interrupt System 31 :
© Monltor calculates the approximate sum of the job°*s 32 ) [ §naggg_gggg_nygug. When a-task Interrupts to a page within a
Task_Executlon_Times and records it as LPIT in the -~ 33 shared segment It ls counted as belng part of the Interrupted
Running_Job_Ordinal_Table (RJOT). . 34 jobs working set. After belng used for a certain time period
' ’ 35 : it*s valld and used bits are clearedy it ls taken from the

o PATT - Page;Age_Tlck_Tlme. A parameter set by . Job Scheduler 36

Job_HKWS and placed into the Shared Page Queue.
Iin- RJOT, determines the aglng-rate of pages belonging to a - 37

Job®s Working Set. - : 38 . o Free Page_Queues. HWhen a page Is removed from the active
39 : ©  queues Its page-frame Is' placed Into one of the Free Page

: 40 - Queues. Any page which has not been modifled Is linked to the
On a Page Interrupt Page_Interrupt_Request_Processor. Is 41 -, Avallable_Free Queuey any page which has been modified Is

actlvated within System Monitor. It pertorms the following 42 linked to the Modifled_Free Queue. Modlfled pages must be.

-
o

w WWRNANNN NN N R s e B
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actlonss 43 written to mass storage before the page frame can be used.

: : 44 :

o Sums the Task_Execution_Times (STET). Tasks belonging to the ~ 45 Hhenever a page Is °stolen® from.a ]Job®s HWorking Set or the
same Job could be running In parallel on othar processors and 46 ‘Shared Page Queuey its valld bit Is reset and the page is linked
only the last recorded TET's can be obtalneds (The other 47 to.the approprlate Free Page Queue.
processors would have to be interrupted and Interrogated by a 48 - .
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PAGE QUEUES :
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When a free page Is required to satisfy a page Interrupt,
Page_Control always trles to take a page frame first from the
Avaltable_Free_Queue. When the number of entries In the
Avalilable_Free_Queue drops below some thresholdy, pages in the
Modifled_Free_Queue are renwritten to their respective home
positions on Mass Storage. Tnus, the write operation does not
have to be performed while some task Is walting for the page.

Before a page-frame can be reallocated, all processor®s Map

‘Buffer entries pointing to the contalned page must be cleared.
—Butfer epn

trless corresponding to page frames In the Free
Queuesy also have to be ou ache_Is__by
Real Memory Address (RMA) an -Address (SVA).
A processor always checks its Map Buffer before the Cache Buffer
Is "accesseds Since no entry can correspond In the Map to a page
not in memory, there Is pno _conflict untll an §
reyseds . An- RMA is immedlately reused when a page frame is
allocated to a new page. Actlive Segment Identifiaers are only
reused Infrequentiy, and then all Cache Maps are ctleared (See
ASID management in 4.0 below).

Page Control time stamps the page when it 1Is placed Into
elther free queues. All processors are perlodically Interrupted,
the respective maps cleared by System Honltor and the tlime
recordede. Page_Control compares the page-frame's time-stamp fo
the last Buf fer_Filush_Time=-s (there could be several
processors!) and if It Is older than the least recent one the
page frame can be reused.’ Otherwisey Page_Control requests
System Monitor to have the buffers cleared of entries
corresponding to the current Free Queue®s pages. On return from
System Monltor Page_Control. can now assume .that all free page
frames are avallable for reuse. Frequency of . Buffer_Flush_Time
depends on paglng_rate/Minimum_Free_Queue_Size ratloy, thus, the
scheduler can make the CPU versus ldle-memory overhead tradeoft
(for detalls see Replenish_Free_Queue operation in 4.0 below).

Page Table locatlons corresponding to Free_Queue entries are
only cleared on actual reassignment of a page frames e«gesy Just
before a page ls read from mass-storage or when a page is set to

alt zeroes. Page_Control always looks first in. the  Page Table

when 3 page interrupt is being serviced and retrieves a still
useable entry from the Free_Queues or Shared_Queues.

NCR/CDC PRIVATE REV 06/23/75
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2.0 PAGED MEMORY AND SCHEDULING IMPLICATIONS
2.5.3 USED BIT SCAN ROUTINE (SCAN)
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245.3 USED BIT SCAN ROUTINE (SCAN)

In order -to determine the recency of use of a Jjob’s pages
and to take away from it any pages which are not being usedy the
used b its of all pages which belong to the Job and have their
vallid blt set are examined (at times indlicated below). The Scan
routline®s Input parameters are the followings

o AII (from Page_Interrupt_RP)
‘o Age_Interval_Ceiling (AIC) -
o Age_Interval_Floor  (AIF) -

AIC and AIF are obtalned by Page Control from a statlic table
(Job Scheduler can change 1t according to global scheduling
consideratlon, see 24546 and 5.0 betow) sy called
Unused_Age_Interval_Tabley which 1s maintalned by Job_Scheduler.
It relates PFF to AIC/AIF,.

Scan performs the following actionss

"0 Use Blt On - The page has been used recently. The used
bit is turned off and the Age_Count fleld set to zero
wlthin the corresponding Memory_Map entry.

o Use Bl¥ Offt - Age_Count 1Is Incremented by AII. The
: magnitude of the Age_County since the use_blt has been
offy determines the speclific actiont

de Age_Count > AIC

The page has been  unused for more than AIC time
Intervals thus, it Is no: longer considered as
belonging to the Job"s HWorking_Set. It Is removed
from the HWorking_Set by having its valld_bit turned
off and belng tinked to the Free_Frame_Queue. It*s
page table entry ls only deleted (set to all zeroes)
when the page frame ls actually reusede If the page
Is re-accessed before the page_frame is reused, a mass
storage read operation Is avoided.

be AIF < Age_Count < AIC

The page has been unused long enough to be ellgible to

be taken from the Job®s Horking Set and -ilts page frame

Is reused by a new page of the Joby . 1If required.

During the scan:processs the pages are chained into an:
hlghesf

approximate’ LRU 1lst, the one with the
NCR/CDC PRIVATE . REV .06/23/75
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2.5.3 USED BIT SCAN ROUTINE (SCAN)
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Age_Count at the head of the Iist.

Ce Age_Count < AIF

The page has not been unused long enough and may not’

be taken from the jobe Once a page is given to a job,
it Is Drotected.for’afvleast the AIF .time lnterval.

2+45.4 PAGING ALGORITHM

IPLOS® Paging Algorlthm Is based on PFF with extenslons from
DWS. System Monltor's Page_Interrupt_RP - calculates
Page_Faul t_Frequency and Age_Interval_Increment. PFF s used by
Page_Control to obtaln values for Age_Intervai_Celling and
Age_Interval_Floor from the Unused_Age_Interval_Table.

The following sets of actlons comprise the algorithmt
1. COmparerAIc to the Age_Count of the Jobs LRU paget
ae Age_Count 2> AICS

Take a page from the Free_Queue

Initiate Page_Pull Sequence.

If no page on Free_Queuey, use job®s LRU page and clear
processor maps accordingly.

0 Place LRU . page on Free_Queue when not used.

o ExXit to Step (2).

©c oo

be AIF < Age_Count < AIC:

o Take a page from the Free_Queue.
o Inlitiate Page_Pull Sequence.
o Exit to Step (2).

- If there Is no page on the Free_Queues

Take LRU page.

Clear Processor Maps.
Initlate Page_Pull Sequence.
Exit to Step (2).

0000

Ce Age_Count < AIFS

o Take Page from Free_Queues.
o Initiate Page_Pull! Sequence.

NCR/CDC PRIVATE REV.06/23/75
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o Exlt to Step (2).
- If there Is no page on the Free_Queues and AII > 13}

0 Scan jobs HWorking_Set.
o Set AII = 0
o Repeat Step (1).

- When AII Is zero and there are no pages on the
Free_Queues?

o Reschedule processing of this page Interrupt.
o Schedule Repienish_Free_Queue Operation.

- If the Free_Queue 1Is successfully refilledy, the page
Iinterrupt is processed agaln, otherwlise Job__S¢
netitled. :

2e If AII > 1 Scan job®s Working Set and Exlt to Step (3).

3. Change

Controi-Polnt_Status when page
avallable.

2.5.5 SHARED PAGE MANAGEMENT

When - a task interrupts to a shared page It Is counted as
belng part of the containing job*s Working Sete Its actlve age
within the Horking Set is maintained by Page Control as a count,
the Actlve_Age_Count ., " This is updated by the
Used_Blt_Scan_Routine whenever It is actlvated for the respective
Address Space. After belng used for a certaln length of timey
the Active_Age_Limit perlod, its valld and used blits are cleared,
It Is taken from the Job®s HWorking Set and placed iInto the
Shared_Paged_Queue. On a subsequent page interrupt, Lt Is agaln
placed/replaced Into the Working Set of the Interrupting task®s
Address Space and thus, an actlve page is moved from Working_Set
to Horking_Set of the Jobs sharing lt. Jobs are charged for the
amount of real memory utlliized by thelr Working Sets and, since

shared pages are moved around perlodicallys It . Is now possible to

asslign a shared page®s usage time equltably.

While a shared page 1Is wlithin an Address Space's HWorking
Sety it Is aged by .the Scan routine Just ltlke a non-shared one;
howevery the Page Fault Frequency used for retrlieving Iits
respective AIC/AIF values from the Unused_Age_Interval_Table Is a
functlion of both the. containing Job®s PFF and the System®s

NCR/CDC PRIVATE REV .06/23/75
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245.6 PAGING STRATEGY CONSIDERATIONS

2.0 PAGED MEMORY AND SCHEDULING IMPLICATIONS

2.5.5 -SHARED PAGE MANAGEMENT

Shared_PFF. Shared_PFF ls maintained by System Monitor. It is

NCR/CDC PRIVATE - REV .06/23/75
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o 20 0 20 0 0 2 0 20 0 0 o0 o0 0 0

1. the PFF at an optimum level.
the average PFF of page interrupts to shared pages vs. total CPU. 2
t ime accumulated by the - currently active jobse. The 3 Optimum PFF Is conflguration and usage pattern dependent.
*evictlon-rate® -of shared pages from real memory Is thus a 4. Maximum paging rate of a system Is Influenced byt
function of the global usage pattern. 5
- ) <. : 6 0 Memory slzey, e«gey multliprogramming tevel.
. Active_Age_Count of shared pages within the Working Set of 7
I/0 bound. Jobs might never reach the Actlve_Age_Limit. Page 8 o I/0 Channel®st Data Rate
* Thrashing Monlitor In System Monltor®s Overseer compensates for 9 Number .
thls anomaly by actlivating SCAN whenever the Shared_PFF falls 10 Memory Access Interference
below a Job Scheduler set minimum threshold. SCAN attempts to 11 o
take .. Shared pages from the jobs® Working Sets, .and place them - 12 o. Number of simultaneoust Transters
into the Shared_Page_Queue, until Shared_PFF rises above the 13 Seek-overlaps
. prescribed threshold. - : 14
’ 15 o CPU overhead incurred in Page and Block Controls
. . . L 16 . ) . )
245.6 'PAGING STRATEGY CONSIDERATIONS 17 Differing patterns of use (l.e., transaction, Interactive,
) 18- batch) require optimization fors
: i19. :
IPLOS* Paglng Strategy 1Is a comblnation:of PFF and DWS. 20 o Minimum response time to transactlons.
Unreferenced pages are automatlcally "evicted® from memory after. 21 o Job thru® put.
the elapse of: a time-interval, Age_Interval_Celling (AIC)s An 22 o CPU utllization.
approxlimate Age_Count indlicates how long a. page has not been 23
referenced. AIC. 1Is simitar to T, the Working-Set Parameter. 24 Generally it Is possible to trade-off CPU- overhead for
When AIC is set too high memory becomes under-utillzed and the 25 response timej however, this can.only be achleved dynamically
multiprogramming=-tevel Ilimited. A too low vatue for -AIC can 26 within a continuously balanced paging system.
result In thrashling, pages to be used soon could be removed fraom 27
memory and then Immedlately reloadede Age_Interval_Floor sets 28 On Flgure 2-1 *possible® Age_Celling/Floor curves are shown
the lower Iimit to an unreferenced page's right to stay In memory. 29° as " a function of PFF. An optimum PFF of 20 is assumed. At high
since there 1Is a high probabliity that it will be referenced 30 paglng rates pages are protected for shorter +tlme periods and
agalin during this Intervale HWhen a Job needs a pagey one with an 31 become candidates for reasslignment earilier. Since the algorithm
age greater than AIC Is a .good candidate for replacement. 32 trles. to *steal® pages from  the page-faulting }Job first, non
However, pages wlith ages between AIC and AIF should only be used 33 regular ‘thrashing® programs are naturally limited In thelr rate
whens 34 of .expanslion. System Overseer perlodicly examines Individual
35 RJOT entrles which contalnt
o A program 1Is 1In steady state and new code or data pages are 36 . :
only required occaslionalily. 37 o- PFCI =~ Page_Interrupt_Count_Increment. Number of page faults
' 38 since last examinatlion.
o. A program ls moving to a different locality (eegey - 39 ’
HWorking=-Set) and the old pages should be rapidly flushed from 40 o PIAS - PICI_Accumuiation_Start time In Job execution times
memory. 41 -
42 From the above parameters System Overseer deducts If the
The *linstantaneous® page-fault-frequency is . used by IPLOS ~ 43 job®s paging rate ls below the desired minlmum and. Instructs Page
Paging Algorithm to differentliate between the above conditlons. L . Control to actlivate Scan.
Values of AIC and AIF are constant for an exact lmplementatlion of . : 45
DKHS. PFF - does not take Into consideration the-relative age of 46 Age_Interval  vs. PFF curves should - be constructed
unreferenced pages. In IPLOS AIC and AIF .are a function of the 47 emplrically by observing system behavlor during a set of.
Page_Fault_Frequencys and chosen In such a way, as. to maintain- 48 benchmarks.: Job Scheduler malntalins the Unused_Age_Interval_List
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2.0 PAGED NEHDRY AND SCHEDULING IMPLICATIONS
24546 PAGING STRATEGY CONSIDERATIONS:

2.0 PAGED HEMORY AND SCHEDULING IMPL ICATIONS

2.5.6 PAGING STRATEGY CONSIDERATIONS

o - —

which contains tabulated values of AIF and AIL vs. PFF. PATT,
Page_Age_Tick_Times Is also set by Job-Schedulerj  thusy it can
control how often should a job*s Working-Set be aged. Accuracy
of WS_Size evaluatlion should be nelghed agalnst the overhead of

the more frequent evaluatlon.
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3.0 DESIGN CONSIDERATIONS i completely alters the feasabiilty -and desirablility of
§ automatically managed memory hierarchles. ’
4 IPL*s Storage System will ‘inciude the capabillty of managing
5 and functloning within a three level storage hilerarchy (e.g..
6 mass-storagey paglng storage and real memory). The design of
7 this feature 1Is being iInfluenced by the followling maln
The following topics had such a significant Influence on the 8 objectives? :
general deslgn of the Storage System that are judged sufficlently 9.
Important to Justify thelr ‘appearance In this GDBS. 10 o A user should be able ‘to control where In the Storage
1; ’ Hlerarchy his data Is.
3.1 STORAGE ‘HIERARCHY » 13 o Elements of the Storage Hlerarchy should be
: 14 managed/controlled simllarly to any other mass storage
15 ) device.
As computing grows lIncreasingly more data orlented, the 16 :
speed of data handling, and . especlally of storage functions, 17 . o Storage Hierarchy*s Control Sof tware should be
becomes the limiting factor In the overall performance of modern 18 removed/included at System Generation as an option.
computers. Storage systems typlcally use several:  technologiesy 19
which are linked together with the objective of effectively 20 - The next release of this GDS will Inciude a detalled
ufl#:zlng the advantages of each technology (high speedy, low gg : description of the Paging Storage Management/Contro! algorithms.
cost).
. 23
The early memory hlerarchy designs attempted to Integrate 24
the speed/cost characteristics of electronic and 25

electro-mechanical storage with rather disastrous result. The 26
slow access times of drums, and/or fixed head disks, resulted In a7 .
a silgnificant . degradation of the CPU performance when a large 28
number of references to ‘auxillary storage were made. To 29 - -
compensate for such disparity In access time, the maln memory had 30
to contain nearly complete programs and their worklng storage. 31
In . additlony, the cost/performance characteristics of the three 32
level disk/drum/electronic-memory hlerarchy has been rather poor . 33
due to the high costy, low capacity and slow access time of drum 34
Iike devices. To datey hlerarchy has been used successfully only 35
In.the main memory system where the speed/cost characteristics of 36
different electronicy and not mechanlicaly storage fechnologles 37
have been Integrated (eegey blnolar cache vs MOS memory)e. : 38

There are a number .of technologles being currently pursued 40
that can lead to storage devices falllng between the traditional . 41
high costy high pertormance main storage and |ower cost, low 42

performance electo-mechanlical storage. Many of these 43
Intermediate storage appr oaches have been: successfully 44
demonstrated and the most . promising ones shuld be In full. 45

praduction before the first . IPL system Is dellivered.s These new 46
devices are of electronic nature with the resul tant . 47
cost/performance and reljiability benefits. - Their development 48 .
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The relevant requests, their sharing and usage optlions plus
a detailed description of the Individual request®s Internal
operation is described In 6¢1.2.4 and 6elelbe

3.2 SHARING_ IMPLICATIONS

A major -design objective of the IPL system ls to provide for
the sharing of data structures within directly addressable
segments. IPL hardware®s Virutal Memory Mechanlsm and the
Storage System supported data structures accomplish the sharing
of an execute, read-execute or read-only segment In a relatlively
straight forward manner. The only requirement is to establish a.
Segment 'Descriptor within the ‘accessing job®s Segment Descriptor 10
Tabte for the respectlive segment, manage its Dagas ln memory and 11 .
transport them to/from mass storage. 12

WeNOVE N

Howevers support for . concurrent, In. place,y, updating and 14
simultaneous reading of arbitrary data structures places some 15
additional requlrements on the Storage Systems These are the 16

followling? . 17
: 18

1) Provide for the locking of arbitrary data structures for 19
excluslve update., 20

: 21

2) . Prevent concurrent update of Inter-locked data structures. 22
‘ 23

3) " Permit slmultaneous, shared reading of data structures, 24
inter~locked for exclusive update, In the ir original, 25

non-modiflied form. 26 -

. 27 .
4) . Provide queuing logic to permlit proper  sequencing of 28
: contlicting demands. 29
30

5) Detect an exlsting deadl!ock. ) 31
32

6) Provide for the automatic roll-back of the effect of a set of 33
" updates to remove a ‘deadlock or correct a system or user 34

errore. : - 35

o 36

7) Provide the above faclllitles for controlled, slimultaneous 37 -
: access to data structures within a set of segments. 38
: ' 39

8) - Provide the above faciiitlies without excesslve overhead and 40
with minimum penalty to those users who do not . subscribe - to 41
thelr use. : . 42

Requirements (1), (2)y, (3), (6), and (8) naturally follow b4l -
from the basic structure ot the Storage System. To meet 45
requirements (4), (5), and (7) -additional code-and table space 46
has to be utilized within the Horklng Set ot those Jobs which 47
subscribe to this service. 48
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3.3 RECOVERY AND RESTART

Storage Management is responslible for managing the residency
of a job®s codey, working storage and data segment®s pages/blocks
within 1IPL's Storage Hlerarchy. It performs the respective
functions automatical ly, without Its wusers expliclit knowledge,
and thus It must be also responsible for guaranteeing the
validity of the Information entrusted to Its caree. Internal
design of the Storage Management must refiect thls requirement,
within the cost/performance constralnts (e.gsy real memory and
processing time overheads, additlional external storage space
usedy etc.) Imposed on IPLOS.

Storage Management will have the following capabliitles In
support of the system reslllenpy requirementss

o Integrity of a Deferred Job®s code, working:storage and of

data segments local to it*s Address Space are guaranteed
over System Restarts.

o In case of a system power outage, It will dump sufficient
number of Its tables and data pages to provide fort

- 1Identlfying the affllcted Jobs and pages/blocks of
shared data segments.

- Memory resldent pages of ‘crifical® data segments
(Coefes 6ele2.1e1 Usage (Critical) parameter) are
saved.

o A Recovery Subsystem Is provided which attempts to salvage
the Storage System®s tables from a System Dump and assits
other elements of IPLOS with thelr  respective
recovery/restart responsibilities after a system outage.

NCR/CDC PRIVATE REV 06/23/75

WOoONOCOWVNSE NN

e
FUNPO

N
RPOOVENOW

nnN
wnN

N NN
oonse

N
~

WUWNWNWNWWWNN
NoOnMFWNNEOW®

FEETNW
WO

Se&Es
~Nows

=
o



: 4-1
" ADVANCED SYSTEMS LABORATORY . CHO704

IPLOS GDS - Storage Management

~ -~ ~ e - B el B o
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4.0 STRUCTURE

This sectlion is belng continuously revised and <contains
implementation detalise. An up-to-date copy can be obtalned by
listing the flle R7, under User Number MAD, within ASL®s SES
System.
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5.0 JOB SCHEDULER AND DATA MANAGEMENT INTERFACE
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5.0 JOB SCHEQULER AND QATA MANAGEMENT INTERFACE

To be supplied when the internal design of the Storage

System is completed.
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6.0 USER INJERFACZ AND FACILITIES
This section contains -descriptions of the Storage System

requests. These are grouped into the following categoriess

o Segment Control Requests!

Initiate/terminate Segments
Manipulate Segment Descriptor Table Entries
Control Segment Attrlibutes
Control sharing of Segments

o Page Control Requestss

- Predlict memory usage
= Manage memory

o System Interface Requestst
= Assist other elements of the Operating System

- Define tables/parameters to be wused by the Storage
System procedures

The following
descriptions?

conventlions are used in the request

o Requests follow standard operating system conventlons, as
specified In Structure Overview section of this GDS
o0 Requests are specifled as SHL macroes

o On return from the Storage_System_Request_Processorsy the
Request_Status parameter Is always immediately avalilable.

- It the request was accepted, the requestor can
determine If it was complieted or just inltliated

- It the request was
determine the reasons

rejectedy, the requestor can

Flelds In the reduest status provide information about the
conditions of completion or :initlationy speclfy parameter

NCR/CDC PRIVATE REV 06/23/75
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6.0 USER INTERFACE AND FACILITIES
errors or reasons for rejection. Examplesy No available

memorys Installation threshold has been reached, tables

are fully etce.
Option fleld speclifles variants of a standard request and,

In case of error conditions, provide instructions for
alternate actlion.
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6.0 USER INTERFACE AND FACILITIES
6.1 SEGMENT CONTROL REQUESTS
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6.0 USER INTERFACE AND FACILITIES
6.1.1 SEGMENT CONTROL AND ACCESS RIGHT CONVENTIDNS

6.1 SEGMENI CONTRQL_REQUESTIS é 6+.1.1 SEGMENT CONTROL AND ACCESS RIGHT CONVENTIONS
. 3
Segment Control Redquests are used to create, manipulate and 4 The following oblectlves Influenced the design of the
control Storage Spaces which are made addressable via IPL's 5 segment access and ownershlp control procedures supported by
Virtual Memory Mechanisms They are grouped Info the following 6 Segment Controlt .
categoriesst . : 7 )
. . 8 o A user's control over hardware features should only be
A. Segment Creatlon/Termination requestss g ’ limited by system integrlity and prilvacy .consideratlions.
. 1 .
o SC#Initiate_Segment 11 o Provide for the controlled sharing ot dilrectly addressed
o SC#Terminate Segmenf 12 segments, within and among separate Address Spaces)
o SC#Map_In 13 without the requirement that only permanently cataloged
o SC#Map_0Out i; Direct Segments can be shared globalty.
Be Segment Descriptor Table Manipuiatlion requestss 16 o Permit the Operating System provided ®access monitor*®
. 17 - procedures llke Program, Job and Data Management to-
o SC#Expand_SOT 18 exerclse control ' over thelr specific areas of
o SC#Contract_SDT 19 responsibility without preventing a user - from explicitiy
o SC#Reserve_SDT_Entry 20 controlling his own environment,
o SC#Return_SDT_Entry 21 :
o SC#Change_Access 22 o Use only a minimum of software and system table space to
23 achieve the above objectlives.
Ce Segment Attribute manipulation requestss g;.
o SC#Set_Max_Length 26 “6.1:1.1 Seament Control Riaht Conventions
o SC#Expand_Segment 27 :
o SC#Contract_Segment 28 : .
o SC#Truncate_Segment 29 Program and Job Management procedures create actlve entlities
o SC#Release_PVA 30 ‘tike :
o SC#Status_Segment 31
32 o Address Spaces = Jobs
D. Segment sharing requests! gz o Control Polnts - Tasks, Programs
o SCé#Make_Global 35 nhose direct access to each other .and to elements of the virtual
o SC#Make_tocal 36 Address Space Is <controllied by hardware. Segment Descriptor
o SC#Create_Transactlon_List 37 Tables detine a Job®s Address Space, ring/key combinatlions deflne‘
o SC#Remove_Transaction_List 38 task/program accessable segmenfs wlthin this Address Space.
o ‘SC#Reglster_Transaction_Set 39 .
o SC#Start_Transactlon 40 The key/lock mechamism Is used by Segment Control to define
o SC#Exit_Transaction_Set . 41 and ldentify a set of:. related segments (e.g., owned and/or
o SC#Lock_PVA_Range - 42 controlled/used by .the same entity within one Address Space) via
: 43 their . Segment Descriptors. A limited set of ownershlp and usage
44 control Informatlon ls maintained within Segment Descriptors, In-
45 . additlon, to the hardware enforced access control data. These
4o . Control_Attributes are encoded Into the respective Segment.
47 . Descriptor®s Type fleid (See 4.0 for.. detalls)e. The Control:
48 Attributes can be specifled by. the SC#Inltiate_Segment and
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Passt Pass Attribute, with respect to a Segment

TERFACE AND FACILITIES
ment Control Right Conventions

- — -

ange_Access requests (Cefey 6+41e62¢1e1 and 6e1e2¢245)

A Segment®s Control_Attribute can be at one of the following
ol_Levelss

Owner

Pass

Copy

Use
wners Owner Attrlbute can be glven to an entlty over a
Segment Descriptor (SD) In the followling casess

1. It 1s the initial Segment Descriptor Table entry of
the newly created segment by the entity.

- It is the Flle Access Procedure, as defined by
Filte Control Block of a Direct/Indirect Segment.

the

3e It Is the owner of the Direct/Indirect Segment, as
recorded within its Flle Control Block.
' Requestor®s Valldation Level s that of Task

Services.

Owner of an SD (e.gsy the requestor®’s key matches that in-
the SD and it has Owner Attribute recorded within its Type
Fleld) can change 'ifts access rilght flelds or Initlate a
new SD with the following attributess

o Lower/hligher access rights,
o In any Address Space,
o With any Control Attributes

Descriptor,
can be glven to an entlty by lts owner or another entlty
with Pass right,.

Pass righty, with respect to a Segment Descriptor, enables
an entity to change lts access right flelds or initiate a
new SO with the following attributess

o Lower/higher access rights,
o In the current Address Spacey
o With Passy Copy or Use Attributes.
Copyt Copy Attribute; with respect to a Segment Descriptor,

enables .an entity "to change Its access right flields or-

NCR/CDC PRIVATE REV .06/23/75
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6.0 USER INTERFACE AND FACILITIES

6.1.1.1 Segment Control Right Conventlons

Use?

~——

Initiate a new SD with the following attributess

o Lower or hlgher access rights,
o With the same key/locky,
o MWith Copy or Use Attribute.

Use Aftribute, with respect to a Segment Descriptor,
enables an  entity 'to change its access right flelds, or
Initiate a new SD with the following attributess

o Lower or same access rights,
o HWith the same key/locke

6.1.1.2 Access Control Conventions

IPL
initiatized/modified by Segment Control

A Segment Descrlptor®s (for detalls see Model Independent
Processor/Memory GDS) Access_Control Flelds are
according to the set of

conventlons detalled belows

A

Be

The following restrictions apply when . a requestor's
Vatidation Level is that of Task Services or greater (e«gey
the call iIs 1f from a higher, less capable ring)s

0 A Global_Privileged segment can only be created from
within a System Job®s Task Services.

o A segment can only be Inltiated with an Execute Attrlbute
when 1Its write ring (RLl) -1s greater or equal to that of
the requestor®s Valldation Level. This restriction
prevents a wuser from directly creating an executable
segment which can execute wlthin more privileged rings.

The following additional
requestor®s Valldation
Services}

restrictions apply when a
Level Is greater than that of Task

i. General Restrilctions

o No Segment with Execute Attribute of

Local_Privlleged can be initliated. :

o No Segment with the Read Atftribute of Binding
Section can be inltlated. This restriction prevents
a user from directly creating inter segment |inkages
which might by-pass gated -entry polints Into more

NCR/CDC PRIVATE REV.06/23/75
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6e1s1+2 Access Control Conventlons
privileged rings.
o A segment, Initiated with execute attributey
inherits -its Initliator®s Global/lLocal Flags and

2

keys This restrictlon permlts Segment Control to
malntaln the. intra Address Space isolation firewalls
provided by the Key/Lock feature.

must be the same as that within

o ‘A requestor's key

the Segment_Descriptor specifled by a Storage System -

request when one of the following actions |Is

requesteds?

- Initlate a new SD per specifled one,

= Change its access control or
attributes,

- Use It In any Page Control requests.

ownership

o When an exlisting global segment Is made accessiblie

by a new Segment Descriptor and the requesting
entity has no Owner rights than: the new access
attributes must be definable by the followlng
transformationst

Read/Write -> Execute/Read =-> Execute

The above rule prevents damaging a globally shared
Read/Execute only segment .

When an existing flle is made directly accessable as a
Direct Segment the following flelds of the
Flle_Control_Block (See sectlion IV, Appendix A)  might
restrict accesss

o fapring - The Initlated segment®s wrlite ring (R1)
and read ring (R2) must be the same as the
fapring when. a Flle_Access_Procedure 1Is
defind.

o acclevel - must permit Segment Level -accesse.

0 HWrite ring - defines the highest write ring (e:ges
R1 max)e. If it Is Nuliy and no FAP Is
deflned, user -speclfied ring Is used.

0 Read ring - defines the highest read ring (e.g.s R2
max)e. If it 'Is Nully and no.FAP Is defined,
user speclifled ring is used.

NCR/CDC PRIVATE REV.06/23/75
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6.1.1.2 Access Control Conventions
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o User Identiflier - when this field iIs not that of the
user iInitliating a new Segment Descriptor then
Its Control Attribute can be -only of Use
type.

. NCR/CDC PRIVATE REV..06/23/75
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640 USER INTERFACE AND FACILITIES
6.142 REQUEST DESCRIPTIONS

6+142 REQUEST DESCRIPTIONS

The following subsection contains a descriptlon of requests
accepted by Segment Control: Segment Control requests
execute serially with respect to the requestor. -An exception is
always noted within the Individual request descriptlon.
~ Request Status codes, which are set
each request, and request
6e1¢3 and 6e1lely respectivelye

before returning from
processlng are described In section

6+.1.2¢1 Segment Initiation/Termination Reguests

These requests inltliate/create or terminate/destroy Direct,
Indirecty Temporary or Buffer Segments. The created segment's
physical attributes are recorded within the - one-per-segment
Segment_Control_Table. One-or-several Segment . Descriptor(s),
within Segment Descriptor Tables of those Address Spaces where
this  segment has been Initlatedy point to its Segment Control

Tables. Segment Descriptors contaln hardware enforced access
control attributes of +the segment and the Segment Control
used/enforced ownership attributes. A unique ldentifler Is

assigned to the Segment on its creatlon (e«3gey when the first
SC#Initiate_Segment request led to the buliding of Ilts Segment
Control Table).
Recordy while Its descriptors exist within the Storage System.

NCR/COC PRIVATE REV. 06/23/75
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6. 1.2 1e1 SC#INITIATE_SEGMENT
6el.2.1¢1 SCHINITIATE SEGMENT
The purpose of this request iIs to make an. exlsting segment
Known by a new process segment number, or- enable direct
addressing of an exlisting flle as a Direct Segment, or create a

new Direct, Temporary, or Buffer Segment wlithin a .Job®’s segmented
Address Space.

The macro format Is as follons$

SC#Initiate_Segment (Seg_Noy Seg_Speclfier, Controls Access,
Job_Idy Usage, Scopei Attribute, Supervlsor. Status)

Seg_Not (Input, Output) - The Seg_No parameter is a varlable
of “Cell type. It specifles elther the Segment Number to
be wused for the Initlated segment or, when It is set to

Nil ‘inltlally, a pointer to the newly allocated segment
(with byte number of =zero and ring number set to the
callers validatlion tevel) Is returnede A non Nil Seg_No

parameter must correspond to a segment number reserved by
a previous SC#Reserve_SDT_Entry (Cefey 6e1e2+2+3) request
or by the Reserve_Option of an SC#Terminate_Segment (c.f.,
6+s1.242) request. '

Seg_Speciflert (Input) - The Seg_Specifler parameter 1ls a
variable of ynjon (Descriptor, Seg_PVA, FCB_Name, Fcbid)

types
Descriptor parameter is a pointer varlable of Locator
type. A Physlcal_Flle_Descriptor®'s or
Segment_Control_Tables’s position within the
one-per-system Physlcal_Tables_Heap Segment ls deflined by
that particular descriptor®s Locator record (see 4.0 for
detalils).
Seg_PVA parameter Is a polnter varjiable of -~Cell type. It

must speclfy a cell within an
requestor®*s Address_Space. :

varlable of “LNS_Name
defined as per the

FCB_Name parameter 1Is a pointer
types A Flle_Control_Block s
specifled LNS_Name.

varlable of
It must specifty a

Febid parameter ls a.
Filte_Control_8Block_Identifler type.
deflined Flle_Control_Block.

NCR/CDC .PRIVATE REV 06/23/75
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6.0 USER INTERFACE AND FACILITIES

6e1le2s1.1 SCH#INITIATE_SEGMENT

The

1.

2.

3.

'S

Seg_Specifler parameter Is used to speglfy thatt
elither
A new Temporary_Segmenf Is to be créated;
o Descrlﬁfor = Nil 1Is speclfled (the assoclated

Pool_Flle is speclfied by the Attribute
parameter).

o1

An existing mass-storage flle is to be made directly
addressable as a Direct Segment;

o A valld Descriptor is speclfled.
Notet Only Task Services® procedures are permitted to
use thls form of the Seg_Specifler paramefer.
(This is the standard method for initlating a
Direct Segment by the Flile System and Program
Management).
or
An exlsting Direct/Indirect/Temporary/Buffer Segment
is to be made accessible via a new segment number and
access attributes?
o Seg_PVA Is specifled.
orC
A new File_Control_Block (FCB) ls to be deflnedy the
corresponding temporary mass-storage flle created and
made directly addressable as a Direct Segment$
o The new FCB*s LNS_Name Is specifled.

Notet Flle System requests are used by the Storage
System tos

o Define and merge parameters into the FCB

o Create a temporary mass-storage file as per
the defined FCB.

orC
NCR/CDC PRIVATE REV.06/23/75
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6.0 USER INTERFACE AND FACILITIES
6ele2e1el SCH#INITIATE_SEGMENT
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Se A flley, specitied by a Flle_Control_Block_Identifier
(Fcbid)y Is to be created (when the FCB Ils not locked,
e«gsy NnO corresponding flle exists) and/or made
directly addressable as a Direct Segment}

0 An Fcbid is specifled.

uglgl Flle_System requests are used.by the Storage
System?

o To merge parameters Into a non locked FCB

o Create a temporary mass-storage flle as per
the defined FCB.

An  FM#Save_Flie requst can be used to convert a
temporary flle to a permanent file and record
Its attfributes In the Flle Catalog of the
appropriate Volume_Set. An FM#Attach_Flle
request refrieves a pemanent file and
inltlallizes the corresponding FCB so that a
subsequent SC#Initiate_Segment request can make
it: directly addressable (for detalls, see
Sectlion V of this GDS).

Controlt (Input) - The Control parameter is a variable of
Seg_Control = (Owner, Passy Copy, Use) type. It 1Is wused.

to specify the Control Rights of the entity ldentlfled by
the key fleld of the Segment Descriptor created by this
request. (See 6e.1e1 for detalled specification of Segment
Access and Control Right Rules).

Accesst “(Inputs, Optional) - The Access parameter Is a

varlable of “Access_Descriptor type. An Access_Descriptor
record ls defined by the follolng SHL structures

type

Access_Descriptor =

Rl ¢ De..15, "Hrite_Ring"

R2 8 0e¢15, *“Read_RIng"™

By_Pass_Cache 8 Booleany "True for cache bypass"

Execute 8 (Not_E; Execute, Local_Privileged_Execute,
Global_Privlleged_Execute)

Read ¢ (Not_Rs No_Key_Control_Read, Key_Control_Read,
Binding_Section)

Write 1 (Not_W, No_Key_Control_Hrite, Key_Control_Krite)

Key/Lock 8 0,463,

NCR/CDC PRIVATE REV 06/23/75
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Global_Flag & Booleany, "True for global key/tock®™
Local_Flag 3 Boolean “True for local key/lock"
cecends .

The Initlated_Segment®s Segment_Descriptor Entry (for
detalls see Model_Independent IPL Processor/Memory GDS) s
initialized by Segment Control according to the flelds of
the Access_Descriptor record and the access rules defined
by 6elel.

An Access = NIiI parameter Is assumed to specify that
standard system default values are to be used. These are
the followlng?

o R1 $= Requestor®'s Valldation_Level.

0o R2 t= R13} e«gey hoth R1 and R2 ring numbers are set to
the callers validation level.

o By_Pass_Cache 1= Falsesy e«gey the cache is not
by-passed (Segment Descriptor®s VL fleld 1s set to
10).

o Execute 3= Not_Ey esgsey the Initlated segment 1Is not
executable (Segment Descriptor®s XP flield Is set to
00).

o Read $= No_Key_Controly e.g.y reading of the Initlated
segment is not controlled by Key/Lock and reading lis
permitted (Segment Descriptor®s RP field 1Is set fto
10). ’ :

0 HWrite t= No_Key_Control, e¢gey writing of the Initiated
segment Is not controlled by Key/Lock and It Is
permitted (Segment Descriptor®s HP fleld Is set to
10).

o Key/Lock 3= Requestor®s Key/Lock, e.gk, the Initlated
segment *s Key/Lock becomes that of the Initiator.

o Global_Flag 3= Falses e.gey no global lock.

o Local_Flag $= Falsesy esgey No local locke

Job_Id § (Input, Optional) - The Job_Id parameter ls an

integer variable of Job_Identifier type. The new Segment
Descriptor. Is to be entered within the Segment Descriptor
Table of the Address Space specified by this parameter.

NCR/CDC PRIVATE REV 06/23/75
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6ele2.1e1 SCHINITIATE_SEGMENT
Job_Id = Null 1Is assumed to specify that the Job_Id is

that of the requestor.

Only System Job(s) are permitted to create Segment
Descriptors directly withln Segment Descriptor Tables of
other Address Spaces (e«Qey wWith a Seg_No = Nilt
parameter). User and Subsystem Jobs must expllicitly
cooperate}

o The target Address Space must expllcitly reserve an
entry within its own Segment Descriptor:Table.

o Notlfy the Address Space making thls request.

o The reserved Segment Descriptor®s Seg_No ls specifled
by the requestor In the SC#Inltlate_Segment request.

Usage & (Input, Optlonal) - The Usage parameter ls a varlable

of Seg_Usage = Set of (Blocky Serlal, Locks Non-mlgrate,
Criticaly Rellabley Publicy Buffer) type. It Is used to
specify the wusage environment of a newly created segment.

Block parameter specifles that pages within a block of the
segment should always be returned together to external
storage. Flle updating Is thus guaranteed to take place
on a block-by-block basis. (Note3 A block®s pages are
always fetched as a unit)e. Overuse of this optlon can
result In larger job HWorking Set slze then.otherwise since
inactive pages of a block can not be removed Individually
from real memory. '

Serlal parameter speclfles that the segment 1Is to be
accessed serijally. Storage System retrieves one more
block then the one interrupted to and returns the previous
block (when modifled) to external storage thus bypassing
the normal paglng aligorithme The extra block®s pages are
only made valid In the page table when they are also
interrupted tos therefore the “*circular_buffer_scheme®
(eeges of memory page_frames) can be repeated and the
segment®s blocks fetched ahead of use.

Lock parameter speclflies that the segment®s pages should be
locked Into real memory Immediately after retrieved from
external storage. The locked down pages are bypassed by
the paging algorithmy, however, they are swappable when
owned by an Address Space local segment. An SC#Advise_Out
request can remove the lock and return them to external
storagee. It Is used by Storage System to control its own
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“internally used segments.
Non-migrate parameter specifies that the segment®s pages

should not be migrated to paging storage. Storage System
mlgrates frequently used pages of a segment to/from fast
paglng storage (e«ges Drum, Micro-Bit Memory, etce.) when
available and specifled to do so at System Deadstart or,
on a Job-to-Jjob basisy by Job Scheduler (see 3.1 for
details).

Critlcal parameter specifies that the
space should be Immediately updated when one of Its
modifled pages leaves a job*s Working Set. This optlon
guarantees regular updating of critlical.data bases even
while lts more frequenly used pages are migrated to paging
storage. Careless wuse of thls option :.can:cause needless
output transfers. g

Segment *s storage

Rellable parameter spcifies that page-frames within highly
rellable zones of memory should onty be allocated to pages
of this segment. System. or Subsystem Jobs are only
permitted to use this option.

Public parameter specifies that this segment
accessed from several Address Spaces and thus 1Its paging
storage space must be suballocated from a globally shared
Pool Flles

might be

Buffer parameter specifies that a newly created Temporary
Segment Is to be used as a Buffer Segments This option is
only accepted when the requestor®s valldatlion level |Is
that of Task Services.

When $Seg_Usage (1 ls specitied, the Storage System assumes
that standard default condltions apply. These are the
tollowings

individual ly by the

o . Pages are treated

algorithme

pagling

o No pre-fetching of blocks Is performed.
o Pages are not locked into memory on Initlal access.

o Frequently used pages are to/from

storagee.

migrated paglng

o No automatic updating ot storage space.

NCR/CDC PRIVATE REV 06/23/75
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o Page_frames are allocated as available.

o Job's Local Pool Flle Is used for .paging storage.

o Newly created Transient Segments are non Buffer type.
Scopel (Input) - The Scope parameter 1Is a variable of

Segm_Scope = (Localy Global,y System, Default) type. It [s

used to speclfy the Initial usage scope of a newly created

segmenty ee¢Qgey

o It Is to be
Address_Space?

used only within the creating

o It Is to be shared among Address Spaces?

Local parameter speclfies that the newly created segment is
to be accessed wlthin the creating Address Space (ee«gey it
is not shared Initially among Address Spaces). A local
Segment®s Segment Control Table Is Immediately removed
from memory +to external storage whenever the containing
Address Space assumes Deferred State.

Global parameter speclfes that the segment is to be shared
by several Address Spacess A segment®s Scope can only
become Global when It was created with Usage (Public)
attributes HWhen a segment Is Initlated (ee«gey Made_known)
in more than one Address_Space lts Scope is automatically
changed to Globale It can only be made to revert to Local
status by the SC#Make_Local request (Cefey 6ele2e442)0
Segment Control Table of a Global Segment can only be
removed from memory to external storage when It 'Is not
known by any of the currently Running Jobse.

System parameter specifies that a speclal global segment is

to be created. A System Job can only Initiate a segment
with this attribute, 1Its segment Control Table Iis
permanently .locked Into real memory. Segments owned and

used by the Storage System have this attribute.

Default parameter must be specif&ed when this request is
used fo re-iniflate an already existing segment with a new
segment number.

Attributet (Input, ‘Optlonal) - The Attribute parameter ls a
variable of “Attribute Descrlptor type. - It Is used to
specify . the " physical atributes of a new segment. An
Attribute_Descriptor record is .defined by the following

NCR/CDC PRIVATE REV 06/23/75
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SWL structures

voe

Attribute_Descriptor = record
Block_Size 3 iInteger,
Max_Length 3. integer,

Memory_Reglon 3 (Default, Areal, Area2s, “e++y" Area?)
Pool_File ¢ Flleld:

cecends’
Block_Slze parameter specifies the segment®s block size iIn
bytes. It must be 2**N multiple of the minimum page frame

slze (512 bytes). .

Max_Length parameter speclfles the segment®s slize In
bytese It must be a3 muitiple of Block_Slze. Storage
space 1ls automatically allocated, when referenced, up to
and including this size. Segm_Length_Error On_Condition
Is ralised within the erring Control_Point *s stacks when
virtual memory ls referenced beyond Max_Length. No new

storage space Is asslgned, unless the segment 1Is a
Stack_Segments In this case, the following procedure Iis
fol loweds

1) Error Is not from ring of Task Services}$

o Dynamic Space Pointer (A0) Is retrleved from the
offending Control_Point®s Exhange Package.

o AD Iis set to Max_Length (e.g.y, when larger).

o An extra block or 1024 bytes (which ever Is
greater) worth of storage space Is allocated to the
segment, so that trap processing can be Initiated.

o Page Control is signalled
Control _Point. Page Control will
Segm_Length_Error On_.Condition.

within the
cause the

2) Error from Task Servicesj Follow special System Error
Recovery procedure (cCefey Belolbel)

Memory_Region parameter speclifles the memory area to be
used for allocating page_frames to this segment®s pagese.

This parameter can only  be set to Detault (eegey
speclfying the default area) within User Jobs. System or
Subsystem Jobs can request other. memory areas. Storage
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system Is provided with the memory_area_ordinal vs.
address range llst on System Deadstart.

Pool_File parameter specifles the Fileld of the file which
should be used In place of the job*s Pool_File for paging
storage. The user must have block level access to this
files HWhen set to null, the default Pool File Is used.

When Attrlbute = NIl 1is specified the Storage System
assumes that standard default conditions apply. These are
the following?

o0 Max_Length 3= <System Default Value>,
o Block_Slze 3= <System Default Value>,
o Memory_Reglon 3= <Default Area>,

o Pool_Flle 8= <Job®s Pool_File).

Supervisort (Input, Optional). - The Supervisor parameter Is a
varliable of “Segm_Supervisor types The Segm_Supervisor
record Is defined by the following SHL construct}
ivoe
Segm_Supervisor =

d
Supervisor_CP & Control_Polnt_Address,
Queue t qcb_polinter

recends
Control_Point speclfied by the above record’s
Supervisor_CP fleld Is notified of atl error or

access-violatlon events assoclated with the supervised
segment via standard signalling mechanism. Signails are
enqueued Into the queue defined by the Queue field.

Supervisor = NIl Is assumed to specify that the segment Is
not to be be supervised.

Supervisor_Event Signal List}
To be deflned.
Statust (Qutput) - The Status parameter speclties a polnter

to a standard status record. It must always be speclifled
or the request Is not accepted for processing.
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6el1e2s142 SCRATERMINATE SEGMENT ; be terminated.

The purpose of this request Is elther to remove one or all 3 Drop_Scope t (Input) - The Drop_Scope parameter ls a varlable
Segment Descriptors assoclated with a Dlrect, Indirect, 4 ot Segm_Drop_Scope = (Singley Groupy Joby All) type.
Temporary, Buffer Segment from the reguestor®s Segment Descriptor S
Table or unconditionally terminate a Segment Control Table and 6 Single parameter specifles that only the Segment Descriptor
thus sever Its association with the Segment Descriptors wlthin 7 defined by the Seg_PVA parameter is to be removed from the
the requestor®s or: - all other Address Spaces. Local Segment 8 requestor®s Segment_Descriptor_Table. The requestor’s
Descriptor®s are Immediately removed on terminating the 9 Control Attribute must be of Use Level or hlgher, or the
assoclated Segment Control Table. Segment Descriptor®s within 10 request®s Valldation Level must be that of Task Services
other Job®s (e«gey wWhere the global segment is known) are also 11 otherwlse the request ls re)ected.
removed when those jobs assume Running Status. Thlis request can 12
also delete a temporary flle, or detach a permanent file when 13 Job parameter specifies that all Segment Descriptors
they are affillated with the segment belng terminated. Segment 14 assocliated with the segment specified by Seg_PVA,
termination procedures execute asynchronously with respect to the 15 Descriptor or via the FCB_Name/Fcbid parameter are to be
requestor (see Queue parameter). 16 removed from .the requestor's Segment_Jescriptor_Table.

. 17 The requestor®s Control Attribute must be of Pass Level or

The macro format Is as followss i8 higher, or that of Task Services, otherwlse the request ls

‘ i . . 19 rejected.
SC#Terminate_Segment (Seg_Speciflery ODrop_Scope, Drop_Mode, 20
Queue, Reserve,; Status) . 21 Group parameter specifies that all Segment Oescrliptor's
: 22 whose- Key/lLock fleld Is that of Seg_PVA should be removed
Seg_Speciflier:3 (Input) - The Seg_Specifler parameter 1Is a 23 from the requestor’s Segment _Descriptor_Tablee. The
variable of unjon (Descriptor, Seg_PVA, FCB_Name, Fcbid) 24 requestor®s Control Attribute must be of Copy Level or
type. 25 greatery, or that of Task Services. Otherwlse the request
26 is rejected.
Descriptor parameter 1Is a polnter varlable of Locator 27 )
type. A Physical_Filile_Descriptor's or 28 All parameter specifies that the segment 1Is- to be
Segment_Controi_Table®s positlon within the one-per-systenm 29 unconditionally made unknown in all Address Spaces and the
Physlical_Tables_Heap Segment Is defied by that particular 30 respective Segment Descriptors removed system wlde. The
descriptor®s Locator record (See 4.0 for detalls). Task 31 requestor®s Control Attribute must be of Owner Level or
Services*® procedures are permitted only to use this form 32 that of Task Services otherwise the request Is rejected.
of the Segm_Specifier parameter. - 33 Forced_Seg_Terminate On_Condition will be caused by the
34 Storage System in all other Jjobs ({e.gey where the
Seg_PVA parameter ls a pointer variable of “Cell type. It 35 specified segment ls currently known) but that of the
must specify a cell within an existing segment of the 36 requestor. :
requestor®s Address Space. 37
. 38 When Seg_Speclfler $~% Descriptor, or Seg_Speclfier 3173
FCB_Name parameter 1Is a polnter variable of “LNS_Name 39 FCB_Names, or Seg_Speclfler 3=8 Febid is speclifled
type. It must specl fy the LNS na me of a 40 Drop_Scope should be set to Job or All otherwise the
File_Control_Block within the requestor's Address_Space. 41 request Is rejected.
’ 42
Fcbid parameter is a varlable of 43 - Drop_Mode 8 (Input) - The Drop_Mode parameter is a varlable
Flle_Control_Block_Identifier  type. It must speclfy a Ly of Segm_Drop_Mode = Set of (Pages, Segment, Flile) type.
File_Control_Block within the requestor®s Address_Spaces 45
46 Thls parameter . Is lgnored unless the reguestor®s Control
The Seg_Specifler parameter 1s used to specify which 47 Attrlbute statlisfies one of the following conditlionss

Segment Descriptor is to be removed and/or the segment to 48
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o It is of Use or higher Level and the Segment 1Is only

known by one Segment Descriptor.

o It s of Copy of higher Level, Drop_Scope (Group) Is
specifled and the segment ‘is only known by Segment
Descriptors whose Key/Lock filetd Is that of Seg_PVA.

o It Is of Pass  or higher Levél, Drop_Scope (Job)
parameter -is specifled and the segment is only known In
the requestor®s Address_Spaces

o It is of Owner Level or the requestor®s valldation
Level is that of Task Servicese.

Pages parameter Is used to specify that all. pages of the
segment should be deleted from real memory and paging
storage without updating the segment®s storage space In
external storage. The requestor should nave write access
to the segment otherwise the request Is rejected.

speclfy that the
the segment, should be

Segment parameter is
Segment_Control_Table,
terminated.

used to
and hence

Flle parameter Is used to specify that the flle
nwith a Direct Segment shouild be detetedy when it is a
temporary flley or detached from the requestor*s
Address_Space when it Is a permanent file.

affillated

When $Segm_Drop_Mode [Segment]l is speclifled and a Direct or
Indirect Segment is being terminated, then the storage
space of the associated flle Is automatically updated from
memorye. All modified pages are also copled from paging
storage, including pages directly controlled by the
SC#Map_Out request (see 6+.1,2.1.3)s In case the requestor
does not want to return the modified pages of an Indirect

Segment, then these should be released by a previous
SC#Release_PVA request (Cofey BelsleS5)e The ‘*Page*
parameter should be used with care since it also deletes
those pages nwhich are stlll In paging storage but have
been removed from the requestor®s direct control by a
SC#Map_Out request. Automatic page updating Is not

performed when the assoclated Temporary . file Is terminated
(eege.y *Flile* Is specified)y, a permanent flile Is always
updated unless °*Page® is speclfled.

Queue ¢ (Input) - The Queue parameter speclfies a varliable of
qcb_pointer type. It defines the Queue to be used to

NCR/CDC PRIVATE REV 06/23/75
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recelve request status slgnals and the ftinal request
completion signal. An SC#Termlnate_Segment request is
considered completed wnen all relevant pages are returned

and system tables

to external storages or released,
Program Management

cleareds The requestor may use the
event monitoring procedures (see Chapter IV) to keep
informed of the progress of this request. HWhen the Queue
parameter 1is NIily, request completion is not slignallede.
The requestor is notified of unrecoverable errors by
causing the respective On_Conditions within hls stacks
(see 64143 tor detallis)e.

Reservet (Input) = The reserve parameter Is a variable of

SD_Key types where

type
SD_Key = 0..633%

It Is used to reserve the terminated Segment Descriptor
entry, within the respective Segment Descriptor Tablel(s)y
for subsequent use by the SC#lnitliate_Segment (see

6e1s2.1e1) request.

SD_Key 3= 0, indicates that the descriptor entry(s) should
not be reserved.
SD_Key t= [1..63) Indlcates the descriptor entry(s) should
- be reserved for use by an entity with the
specltied key/locke.

Statust (Output) - The status parameter specltfies a polnter

to a standard status record. It must always be specified
or the request Is not accepted for processing.
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6e1.241.3 SCEMAP_IN é by 6.1.1.y with the foliowing exceptions
The purpose of this request is to make a Direct Segment into 3 o The new Segment Descriptor®s access control fleld can
an Indirect one. : 4 have Write_Attribute even when the requestor®s lnitlal
5 access was Read_Only to the Olrect Segment and its
The macro format Is as followst 6 Control_Attribute Is at Use_Level. This alteration of
. : : 7 the baslc access_control rules lIs permissible since the
SC#Map_In (Seg_No,y Seg_PVA, Permit_Map_Out, Access, Control, 8 Write_Access only applies to pages within temporary
Status) ’ 9 paglng storage.
10
Seg_Nos (Inputy Output) - The Seg_No parameter lIs a varlable 11 . Controls (Input) - - The Control parameter Is a variable of
of ~Cell type. It specifles either the Segment Number to 12 Seg_Control = (Owner, Passy, Copys Use) types It 1Is wused
be used for the Indirect Segment or, when 1t Is set to Nil 13 to redefine the Control Rights of the entity identifled by
initlally, a polnter to the newly allocated segment 14 the key field of the subject Segment Descriptor
descriptor Is returned (see 6ele2e1e1 for exact 15 initlalized/reinitlallzed by thls request. (See 641.1 for
definitlon)e Seg_No can be set to be the same as Seg_PVA 16 detal led specliflcatlion of Segment Access and Control! Right
(see beloWw)y 1In this casey no new Segment Descriptor is 17 ruleses)
created. 18
19 Statust (Input) - The Status parameter specifies a polnter to
Seg_PVAt (Input) = The Seg_PVA parameter 1Is a pointer 20 a standard status record. It must always be specified or
variable of ~Cell type to a data structure within an 21 the request Is not accepted for processing.
existing Direct Segment In the requestors Address Space. 22
It Is used to specify the subject Direct Segment. 23
24
Permit_Map_Out: (Input) - The Permlt_Map_Out parameter ls a 25
variable of Boolean type. . 26
27
Permit_Map_Out = True 1Is used to specify that Map_Out 28
(Cefoy 601e2e01.4) access iIs permitted to the storage space 29
of the subject Direct Segment by . an- entity when It s 30
accessed via the Segment Descriptor speclfied by Seg_No. 31
32
Permit_Map_Out = False Inhlbits updating the subject Direct 33
Segment®s storage space by a Map_Out request. 34
35
This request Is relected when the requestor specifled 36
Permlt_Map_Out = True and it has no write access to the 37
subject Direct Segment, unless Its Controi_Level 1s Copy 38
or - highery or Ilts Valldatlion. Level 1Is that of Task 39
Services. 40
41
Accesst (Input) - The Access parameter Is a varlable of 42
“Access_Descriptor ty pe. Access_Descrlp tor record®s 43
definition can be found 1Iin 6els2.1.1 (see Access L
parameter). The specified Segment. Descrliptor®s access 45
control fields are 1nitiallzed by Segment Control 46
according to the flelds of the. Access_Descriptor record, 47
specified by thls parameter, and the access rules defined 48
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6ele2e1s4 SCH#MAP _QUT
The purpose of this request ls to return an Indirect Segment
into Its original Direct form andy in addition, transfer a
selected set of pages/blocks from the Indirect Segment associated
paging storage to the segment®s external storage space.
The macro format Is as fol lonst

SC#Map_Out (Seg_PVA, PVA_Palrs, Terminate_SDs Status)

Seg_PVA® (Input) = The Seg_PVA parameter 1Is a pointer
variable of “~Cell type to a data structure within an
existing Indlrect Segment in the requestor®s Address
Space. It 1Is wused to specity the subject Indirect
Segment.

PVA_Pairst (Input) - Thé PVA_Palrs parameter 1is a polnter

variable of ~“PVA_Palrs_List type.
descr ibed by the following SWL .constructss

tvype

Address_Pailr =
Spva $ “Cell,
Lpva ¢ “Cell

recend,

cecord

PVA_Palr_List = Acray [0..*] of Address_Palr,

Spva parameter 1ls a polnter variable of ~Cell type to a
data structure In the first page/block of a set of
consecutive pagesy within the segment specified by the
Seg_PVA parameter, to be transferred from paging storage
to the respective segment®s external storage space.

Lpva parameter specifles a  pointer variable to a data
structure within the last page/block of a set of
consecutive pages to be transferred.

PVA_Pairs = N1l Is used to specify that no pages/blocks
within paging storage should be transfered to the external
storage spaces :

This parameter -is ignored by the Storage System
respectlve SC#Map_In request, creating the
Bescriptor specified by Seg_PVA, had Iits
parameter set to False.

when the
Segment
Permit_Map_Out

NCR/CDC PRIVATE REV 06/23/75
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Terminate_SO0t (Input) = This parameter Is a variable of
Boolean type.

Terminate_SD = True ls used to specify tnat the Segment
Descriptor corresponding to the Seg PVA parameter should
be removed from the reguestor®s Segment Descriptor Table.

Terminate_SD = False reverts the specifled Segment
Descriptor®s Hrite_Access fleld to the state previous to
that of the respective SC#Map_In request.,

Status3 iInpuf) - The Status parameter speclfles a pointer to

a standard status record. It must always be specified or
the request Is not accepted for processing.
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6+1.2.2 Segment Descriptor Table Manipulatlion Reguests

These set of requests control an Address Space owned Segment
Descriptor Table®s slzey reserve/release one or more Segment
Descriptor entries . and .alter the segment access attributes
recorded within Segment Descriptorse

61224241 SCHEXPAND SDI

The purpose of this request Is to expand the
Address Space owned Segment Descriptor Table.

slze of an

The macro format Is as followss
SC#Expand_SDY (Free_Entry_Cnt, Status)

Free_Entry_Cnts {Input, Output) - The Free_Entry_Cnt
parameter 1ls varlable of integer types It Is used to
specify the number of unused entries required within the
requestors Segment Descriptor Tables HWhen the number of
the currently free entries (e«ges not
reserved) is less than that requested Segment Control
Expands the Segment Descriptor Table. The number of the
neWw avalilable entries Is returned In. this parameter on
request compietione

Statust (Output) - The Status parameter speclfles a pointer

to a standard status recorde It must always be specifled
or the request Is not accepted for processing.
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6e1.2.2.2 SC#CONTRACTY_SDT

The purpose of +thls request iIs to contract the size of an
Address Space owned Segment Descriptor Table,

The macro format is as follons?
SC#Contract_SDT (Free_Entry_Cnt, Status)

(Input, Output) - The
varliable of integer type.

Free_Entry_Cnt
It Is used to

Free_Entry_Cntt
parameter Is a

specify the number .of unused entrlies required to remain
within the requestors Segment Descriptor Table. HWhen the
number of currently free entrles 1s larger than that

requested Segment Control attempts to reduce the size of
the Segment Descriptor Table. A Segment Descriptor®s
position can not be changed while It Is polinting to a
valld Segment Control Table, therefore the SDT's size Is
only reduced down to the hlighest allocated entry. The
remaining free entry count 1Is returned on request
complietlion within thls parameter.

Statust (Output) - - The Status parameter speclties a pointer

to a standard status record. It must always be specified
or -the request Is not accepted for processinge
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6.1.2.2.3 SCH#RESERVE SOT ENTRY

The purpose of thlis request is to reserve one or more
entries within a job's Segment Descriptor Table (SDT).

The macro format Is as fol louss

SC#Reserve_SODT_Entry (Locatlon, Entry_Cnt, Group, Key, Job,

Status)

Locatliont (Inputy Output) - The Locatlon parameter is a
varliabple of “Cell type. It is used to specify the process
segment number of the entry, or of the first entry within
a group whose members should have consecutive segment
numbers, to be reserved within the SDT. When . the

requested SDT entry(s)  Is not free, the request Is
rejected and the appropriate status code returned.

A Locatlon = NIl parameter specifies that the first (e«g.,
of a group)y or only, entry can be reserved anywhere In
the SDT. The reserved entry®s segment number Is returned
on request completion as the <Segment_number> field of
this parameter, wlth Its ring number set to the caller's
validation level and byte number field of Null.

Entry_Cntt (Input) - The Entry_Cnt parameter is a variable of
Integer type. It Is wused to specify the number of SOT
entrles to be reserveds The Storage System automatically
expands the Segment Descriptor Table of the regquestor when
the number of free entries Is less than that requested.

Groups (Input) - The Group parameter is a variable of Boolean
type.

Group = True ls used to specify that a consecutlive set of
segment numbers should be reserved, in Increasing order,
starting with the one glven In the Location parameter, or
when this Is Nily anywhere in the SDT.

Group = False specifles that the segment numbers
when Entry_Cnt > 1 Is specified) do not
reserved as a consecutive group.

(€@egey
have to be

Keys (Input) - The key parameter Is a varlable - of Integer
type. It 1Is used to specify the key of the entity which
can make use ot the reserved entry(s) In: the
SC#Inlitliate_Segment or SC#Return_SDT_Entry requests. HKhen
key = 0 is specified any ‘entity can use the reserved

NCR/CDC PRIVATE REV 06/23/75
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entry.

Job1 (Input) - The Job parameter 1Is a variable of
Job_Identifier type. It Is used to speclfy the Job's
identifier which can make use of the reserved entry(s) in
SC#Initiate_Segment request (see Job_Id parameter in
6ele2es1e1)e When Job_Identifler = Null Is specitled
segment control reserves the entry(s) for the requestor's
jobe.

Status: (Input) - The Status parameter Is a polnter to a

standard status record. It must always be specliflied or
the request Is not accepted for processinge
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6.0 USER INTERFACE AND FACILITIES
6e1e2.2¢4 SCH#RETURN_SDT_ENTRY

6¢1.2.2.4 SC#RETURN SDT_ENTRY

The purpose of this request is to return one or more

reserved entry(s) within the requestor®s Segment Descrliptor Table
to non-reserved state.

The macro format Is as follows?

SC#Return_SDT_Entry (Aill, Location, Entry_Cnty, Status)

Al1s (Input) = The All parameter ls a varlable of Boolean
types All = True specifies that all reserved entries
whose key field Is the same as that of the requesting
entity are placed Into non-reserved state. When All =

False 1s specified unreserving Is performed as per the
Location and Entry_Cnt parameters of thls request.

Locationt (Input) - The Locatlon parameter Is a varlable of
“Cell type. It Is used to specify the process segment
number of a particular entry, or the ¢tlrst entry of a
consecutive group of entrles whose members should be
returned to non-reserved state.

Entry_Cntt (Input, Output) - The Entry_Cnt paramter 1Ils a
varlable of integer type. It Is wused to speclfy the
number of entrles In a consecutive group to be returned fo
non-reserved state. When All. = True iIs specifled the
number of unreserved entrles Is returned In Entry_Cnt on
request termination.

Statust (Input) & The Status parameter speciflies a polnter to

a standard status recorde. It must always be speciflied or
the request ls not accepted for processing.
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6e142.2.5 SC#CHANGE_ACCESS
6+1.202¢5 SCHCHANGE ACCESS
The purpose of this request s to chahge the access

attributes of a Segment Descriptor within the requestor®s Segment
Descriptor Table,

The macro format is as follows?$

SC#Change_Access (Seg_PVA, Access, Control, Status)

Seg_PVA3 (Input) - The Seg;PVA‘paramefer specifies a polnter
variable of ~“Cell type. It must specify a Cell within an
existing segment of the requestor®s Address Space. Its

Control to
whose access

<segment_number> field Is used by Segment
locate the respective Segment Descriptor
attributes are to be chnanged.

Accesst (Input) - The
“Access_Descriptor
definition can be

Access parameter  Is a varlable of
ty pe. Access_Descriptor records®
found In 6ele2e1el (see Access

parameter). The speclfied Segment Descriptor®s access
control filelds are reinltliatilzed by Segment Control
according to the flelds of the Access_Descriptor record,
speclfled by this parameter, and the access rules defined
bY 6eloels

Controilt (Input) <« The Control parameter is a variable of
Seg_Control = (Owner, Pass, Copys Use) types It Is wused
to redefine the Cotrol Rights of the entlity ldentified by
the key fleld  of the subject Segment
reinltlallzed by this request. (See 6.1.1 for detalled
specification of Segment Access and Control Right rules.)

Statuss (Input) - The Status parameter specifies a polnter to

a standard status record. It must always be speclifled or
the request is not accepted for processing.
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6.1.2.3 Segment Attclibute Manloulation Reguests

The following set of requests aiter the physical attributes
of a segment or provide Information on Its current statuse.

6.1.2.3.1 SCHSET_MAX LENGTH

The purpose of this request Is to set a new Iimlt on the
size of a segment. The reguestor must have owner rights or lts
validation level must be that of Task Services.

The macro format is as followsst
SC#Set_Max_Length (Seg_PVA, Lengthy Status)

Seg_PVAt (Input) - The Seg_PVA parameter [s a pointer
varlable of “Cell type to a segment within the requestor’s
Address Space. It specifies the segment whose Length is
to be changed.

Lengtht (Input, Output) - The Length parameter Is a variable
of Integer type. It speclifles the segment®s Max_Length In
bytes. It must be a multiple of Block_Size. This reguest
can not reduce a segment’s Max_Length below the highest
block written. The previous Segment length iIs returned In
this parameter on request completlion.

Statust (Input) - The Status parameter specifies a polnter to

a standard status record. It must always be specified or
the request Is not accepted for processing.
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6e1e243+2 SCEEXPAND SEGMENT

The purpose of this request 1iIs to allocate additional

storage space to a segment beyond lts highest allocated blocke.

The macro format Is as follows3

SC#Expand_Segment (Seg_PVA, Expanslon_!ncreménf, Status)

Seg_PVAs (Input) =~ The Seg_PVA parameter. Is a polnter
varlable of “Cell type to a segment within the reguestor’s
Address Space. It specifles the segment whose size should
be expanded.

Expansion_Increment$ (Input, Output) - The Expanslion

Increment is a varliable of integer type. It is used to-

speclfy the addltlonal storage space to be allocated in
bytese. Segment Control rounds thls up to multiple of
block=slze for Temporary and Buffer Segments and to the
Physical Flle Descriptor - dependent tlile
Expansion_Increment for Direct and Indirect Segments. The
al located storage space®’s size 1Is returned 1In this
parameter on request completion In .bytes.

Status? (Input) - The Status parameter speclfies a pointer -to

a standard status request. It must always be specifled or
the request Is not accepted for processinge.
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601.2.3.3 SC#CONTRACT SEGMENT

The purpose of this request is to reduce the size of the
preallocateds not_used (e«.gey not initiallzed or written to)
storage space of a segment beyond its highest block written,

The macro format is as fol lows3
SC#Contract_Segment (Seg_PVA, Reduction, Status)

Seg_PVAt (Input) - The. Seg_PVA parameter 1Is a polinter
varlable of “Cell type to a segment within the requestor'®s
Address_Space. It speciflies the segment whose size should
be contracted.

Reduction: (Input, Output) - The Reductlon parameter is a

varliable of Integer type. It Is used to specify the

reduction In altocated storage space In bytes. Segment

Control rounds thls down to multiple of block=size . for

Temporary and Buffer Segments and to the Physical Flle

Descriptor dependent file Expansion_Increment for Direct

and Indirect Segmentse. The amount of storage space

deallocated is returned withln this parameter on request
completion 1In bytes. Reductlon = Null specifles that all
not used storage space: Is to be deallocated.

Statust (Input) - The :Status parameter specifles a polnter to

a standard status records It must always be specifled or
the request Is not accepted for processing.
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6ele2e3¢4 SCATRUNCATE SECMENT

The purpose of this request 1Is to release all not used
(e«gey not written to or initlalized) storage space of a
segment. .

The macro format Is as follonwss
SC#Truncate_Segment (Seg_PVA, Storages Status)

Seg_ PVA: (Input) = The Seg_PVA parameter Is a pointer
variable of “Cellr type to a segment within the requestor®s
Address Space. It specifies the segment which 1Is to be
truncated.

Storage: {(Output) - The storage parameter ls a varlable of
integer: type. On request completion Segment Control
returns the subject segment®s allocated storage space slze
In bytes In this parameter.

Statust (Input) - The Status parameter specifies a polnter to

a standard status records It must always be speciflied or
the request . ls not accepted for processing.
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601.2.3.5 SCHRELEASE PVA

The purpose of this request Is +to release a set of
consecutive blocks (e«.gsy return them Into the free storage pool)
from the storage space of a Temporary or Buffer Segment. The
requester must have wrlte access to the segment or |Its
Controi_Attribute must be at least of Copy Level.

The macro format ls as fol lowss

SC#Release_PVA (Lpvay, Spva, Status)

Lpvat (Idpuf) - The Lpva parameter Is a variable of ~Cell
type to a data structure within the first block to be
released from storage and deleted from real memorye.

Spvat (Input) -- The Spva parameter Is a variable of =Cell
type to a data structure within the iast block to be
released from sforagg and deleted from real memorye.

Pages within the speclfied virtual address range and
currently within paging storage are also deleted.

Statust (Input) - The Status parameter speclfles a pointer to

a standard status recorde It must always be specified or
the request Is not accepted for processing.
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6e1.2.3.6 SC#STATUS SEGMENT

The purpose of this request is to permit a user to retrieve
the a status and current attributes of a segment.

The macro format is as followss

To be suppliied when detalled iInternal design of the
System ls completed.

Storage
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6.1.2.4 Segment Sharing Reguests

Segment sharing requests provide the general capablty for
controlled access to sets of pages/blocks In a multi-thread
environment. Consecutive pages/blocks can be
excluslve update and shared read only access within one or more
segments simultaneousl!ye. The Storage System supports Internal
queuing primitives for awaiting the release of  reserved virtual
memory arease. It also detects existing deadlocks. A rollback
facllity can be Invoked to reverse the effect of - a set of

updatesy ‘In case of a deadlock, Internal system or user errore.

6e1.2.441 SCEMAKE GLOBAL

The purpose of this request -‘Is to make an Address_Space
local segment globally shareable among Address Spacess The
request Is rejected unless the requestor®'s Control_Attribute is
own .or Its Valldatlion Level Is that of Task . Services and the
segment wWwas Initlally Initiated with Usage (Publlc) attribute.

The macro format Is as followss
SC#Make_Global (Seg_PVA, Status)

Seg_PVAs (Input) - The Seg_PVA parameter specifles a variable
of “Cell type. It must specify a Cell within an exlsting
segment which Is current Local to the reguestor®s Address
Space. Segment Control changes the segment®s Local status
to Globaly thereby making It accessable from other Address
Spacese.

Statust (Input) - The Status parameter speclfles a pointer to

a standard status records It must always be specifled or
the request Is not accepted for processing.
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6.1.20402 SCH#MAKE LOCAL

The purpose of +thls request 1Is to return a globally
shareable segment to local status with respect to the requestor's
Address Space. The request is rejected unless the requesting
entitle®s Control_Attribute 1Is Own or Its Validation Level Is
that of Task Services and the segment Is not knawn.:ln any other
Address Spaces beside that of the requestor.

. Segment_Control_Table and Physical_Flle_Descriptor of an
Address Space local segment lIs automatically removed from memory
to paging storage when the respective jJob Is placed into Deferred
State, thereby enhancing memory wutilization- (see _ 4.0 for
detalis)e.

The macro format is as foliowss

SC#Make_Local (Seg_PVA, Status)

Seg_PVA? (Input) - The Seg_PVA parameter -speclfles a variable
of “Cell types It must speclfy a Cell within an existing
globally shareable segment.

Statuss (Input) - The Status parameter specifies a polnter to

a stadard status record. It must always be speciflied or
the request Is not accepted for processing.
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641424 4e2 SC#MAKE_LOCAL
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The followlng six request®s external Interface specification
Is closely dependent on certaln.linternal design trade-offs made

within the Storage System (le.esy the flexibility of the table
space malntenance procedures, ‘recovery/restart capablility,
external storage space/memory/CPU overhead usedy etce). They

will only be deflned when the Storage System®s Internal design lis
completed on July 31, 1975,

621424443 SCUCREATE TRANSACTION LIST
To be defined.

6e1e2.4els SCAREMOVE TRANSACTION LIST
To.be detfined.

e..1.z.t..5 SCHREGISTER TRANSACTION SET
To be deflined.

6e142.446 SCHSTARY TRANSACTION
To be defined.

6e1e20 407 SCHEXIT TRANSACTION SET
To be deflined.

60102408 SCELOCK PYA_ RANGE

To be defined.
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6ele3 REQUEST STATUS INFORMATION
6e1e3 REQUEST STATUS INFORMATION
To be supplied when the Internal design of the Storage

System Is completed.
6.1:4 REQUEST PROCESSING SEQUENCES

To be supplied when the
System Is completed.

internal design of the Storage

NCR/CDC PRIVATE REV 06/23/75
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6.0 USER INTERFACE AND FACILITIES
6.2 PAGE CONTROL REQUESTS

6.2 PAGE CONTROL_RZQUESTYS

Page Control Requests are used to manage virtual memory
usage and page frame resldency. They are grouped into the
following categorles: .

A Usage Predxcflon Requesfsl

o NciAdvlse_In
.0 MC#Advise_Out
o MC#Clear_PVA
o MC#Set_Usage_Level

Bs. Memory Management requestst

MC#Lock_PVA
MC#Unlock_PVA °
MC#Fix_Memory
MC#Release_Memory

000

Ce Status requestss
0 MC#Status_WS

o MC#Status_Page
o MC#Status_Request

6¢2.1 REQUEST DESCRIPTIONS

The following subsectlon contains a description of requests
accepted by Page Controle.

Request status codesy nhich are set before returning from

each request, and request processing are described in sections
6.242 and 6.2+3y respectively.
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6.0 USER INTERFACE AND FACILITIES
6+.2.1.1 Page Usage Predictlon Requests

v

6s2.101 Bagg_u;asg.Ecsnlsiinn_Bsgussls

Page usage predictlon request enable a user to advise the
system of Intended virtual memory access patters, when -known In
advancey thereby inproving system efficiency. These requests
also permit close control over the updating of external storage
spaces when requlired, thus enhancing system reslilency.

6e2e1e1.1 MC#ADVISE IN

The purpose of this reqguest. Is to transter a set of
consecutive pages/blocks, within one segment, from external
storage to memory. This request executes asynchronously with
respect to the requestor (see Queue parameter).

The macro format Is as followss
MC#Advise_In (Spva, Lpva, Queue, Rid, Option, Status)

Spva? (Input) - The Spva parameter specifles a polinter
variabie “Cell type to a data structure within the
first page/block to be retrleved

Lpvas (Inpuf) - The Lpva parameter speclifles a polnter
variable of “Cell type to a data structure within the
last page/block to be refrieved.

Queuet (Input) - - The Queue parameter specifies a polnter
variable of type gqcb_pointer,. It defines the Queue to
be used to recelve request status signals and the final
request completion-:-signal. An Advise_In request s
consldered completed when all relevant pages have been
retrieved from mass-storage.. When the Queue parameter
Is NIty request completion 1Is not signalleds The
requestor may use the Program Managenment event
monlitoring procedures (see Chapter IV) to keep informed
of the progress of this request.

Status Signal List}$
To be defined. )
Rids (Dufputf - The RIld parameter specifles an. Integer
varlaole of Request_Identlifler-type. Rid Is returned

on request initiation to allow subsequent monltoring of
thls request by a MC#Status_Request.
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Optionst (Input, Optional) - The Opflons parameter speclifles
a varlable of Advise_In_Option = Set of

(Extend_Segment, WSS_Override, Error_Report) type
indicators.
Extend_Segment indlcator. inhibits rejection of this

request when the requested transfer extends beyond the
current segment lengths Automatic mass-storage space
allocation takes piace up to the maximum permitted
segment size. The new pages are initlalized to Null.

WNSS_Overrlide Indicator speclfles that this request Is not
to be processed when elther

o The number of free page frames Is Insuffticlent to
satisfy its requlrements.
or ’
o The Job®s WSS Limit exceeded during

might be
processing.

Error_Report indlcator speclifles that a full error report
should be returned via the Queue when any recoverable
or unrecoverable transfer/memory-parity errors occur
durlng request processing.

Note The requestor Is notiflied of unrecoverable errors by
signalling the respective On_Conditlons within his
Stackse (see 6.2.3 for detalls).

Statust (Output) - The Status parameter specifles a polnter

to 'a standard status record. It must always be
specified or . the request is not accepted for
processinge.
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6e2s1.1.2 MC# ADVISE_OUT
6e2.141.2 MC# ADVISE QUT
The purpose of this request 1is to transfer a set of

consecutive pages/blocksy within one segment, from memory fto
external storage and/or move pages/blocks from paging storage to
the associated mass-storage space of an Indirect Segment. This
request executes asynchronously wlth respect to the requestor
(see Queue parameter).

The macro format Is as fol lows3
MC#Advise_Out (Spva, Lpva, Queue, Ridy Option, Status)
Spvat (Input) - The Spva parameter

variable of “Cell type to
first page/block to be removed.

specifies a polinter
a data structure wlthin the

Lovad (Input) - The Lpva parameter specifles a pointer
varlable of “Cell type to a data structure within the last
page/block to be removed.

Queue (Input) - The Queue
varlable of type qcb_pointer.
used to retrleve request status signals and the final
request completion signal. An Advise_Out request Is
considered completed when all relevant pages have been
transferred to external storage. Request completion Is
not signalled when the Queue parameter is set to Niles The
request may use the Program Management event monltoring
procedures (See Chapter VI) to keep Iinformed of the
progress of this requeste.

parameter specifles a polnter
It defines the Queue to be

Status Signal List
To be defind.

Rld: (Output) - = The Rid parameter
varlable of Request_Identiflier type. RIid Is returned on
request Initiation to altow subsequent monitoring of this
request by an MC#Status Request.

specifles an Integer

Optlon: (Inputy Optlional) - The Option parameter specifles a

varlable of Advise_Out_Option = Set of (Update,
Update_Storage, Keep_WS, Keep_Lock, Error_Report) type
indicators. .

When $Advise_Out_Option [1]- Is specifled, Page Control

assumes that the requestor completed using the indicated
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pages/blocks and thus wants them removed from the job°'s
Working Set. Page Table entries corresponding to the
page-frames occuplied by the pagesy within the requestor's
Working Sety, are set Invalid and the pages placed into the
Free or Shared Queues (see 2.5.2). The Initial_Lock (see
6e1e2¢1.1 parameter Usaget Lock_Option) 1Is also removed
from these pagess Effected pages could be In other job‘'s
Working Set when the target Segment Is globally shared.
In this casey the Initlal_Lock ls agalin removed, Use_Bits
in the affected Page Table entries are reset, and the
page-frame®s Age_Count set to AIC (see 2.5.3) thus the
pages are made candldates for leaving Immedlately the
respective HWorking Set. Exact control over their future
memory/paging storage/mass-storage residency is determined
by the condition of the specific optional indicators.

Update indicator speclifles that the external/paging storage
space corresponding to the virtual address range shouid be
immedlately updated from memory. . Page Table entries are
marked Invallid untlil request completion and placed into
the Free/Shared Queues with Initial_Lock removedy, or left

Wwithin thelr orlginal Working Sets as .described 1In the

previous paragraphe.

Update_Storage Indicator®s effect is similar to that of the
simple Update, however, when It Is used on an Indlirect
Segment or whlle automatlic page migration Is In force, the
storage space of the associated file Is also updated. The
requestor thus can enforce the updating to take place In
well defined groups of pages/blocks thereby enhancing the
resiliency of update processinge. Pages/blocks within
paglng storage can be removed by a subsequent
SC#Release_PVA request.

Keep_WS' Indlicator iInhibits removal of the effected pages
from the requestor®s MWorking Set. Thelr Use_Blt Is
clearedy Initlal_Lock removed, Age_Count set to AIF and
thus made candidates for reuse by a subsequent
page~interrupt or SC#Advise_In requeste. This option
enables a user to kep complete control over his Working
Set Slze.

Keep_Lock Indlcator - Inhiblts removal of the Initial_Locke
(It Is going to be used by the Storage System to keep
precise control over Its own internal Table Space).

Erbor_Reporf indicator speclifles that a full error report
should be returned via the Queue when any recoverable or

NCR/CDC PRIVATE REV 06/23/75
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6.0 USER INTERFACE AND FACILITIES
6+2.1.1.2 MC# ADVISE_OUT

unrecoverable transfer/memory 'parlty errors occur during
request processing. .

Note3 The requestor Is notifled of unrecoverable errors
by signalling the respectlve On_Conditlons within
his stacks (See 6.2.3 for detalls).

Statust (Output) - The Status parameter specifles a pointer

to a standard status recorde It must always be spcifled
or the request Is not accepted for processing.
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602+1.1.3 MC#CLEAR PVA 1 Space associated with the virtual address range of a
. 2 Direct or Indirect Segment should be reset to Nuli. Since
The purpose of thils request It to clear a set of consecutlve 3 a Physlical File Descriptor only contalns the address of
pages/blocks within one segment. ' 4 the highest block written to, the Storage System must
5 explicitly overwrite the external storage space with
Tne macro format Is as follows? 6 Nullis, thus performing the equlvalent of the
. 7 Cir_Modifled/Cir_Partial optlons for a Dlirect/Indlrect
MC#Clear_PVA (Spva, Lpva, Option, Status) 8 Segment. This is a high overhead operation and should be
9 used with cautlon (clearing/freeing Temporary Segments® .
Spvat (Input) - The Spva parameter specifles a polnter 10 pages/blocks can be done efficlently since only internal
varlable of a ~Cell type to a data structure within the 11 tables need to be updated). The requestor must have Write
first page/block to be cleared. - 12 access to the segment or the request Is rejected.
13
Lpvas (Input) - The Lpva parameter specifles a pointer 14 Statust (Input) < The Status parameter specifles a polnter to
varlable of “Cell type to a data structure within the last i5 a standard status recordes It must always be specified or
page/block to be cleared. 16 the request Is not accepted for processing.
17
Optiont (Input) - The Option parameter speciflies a varlable 18
of Clear_Option = Set of (Clr_Modifled, Clir_Partial, 19
Cir_Direct) type Indicators., 20
21
When $Clear_Option [] Is specified unmodified pages/blocks 22
within the Indlicated virtual address rangey and currently 23
In memory, are deleted. 24
25
Clr_Modlfled parameter 1Is wused to specify that modifled 26
pages should be cleared and the external storage space of 27
a Temporary Segment or an. Indirect_Segment’s Paging 28
storages, corresponding to the virtual address rangey 29
should be treated as not Iinitalized In any subsequent 30
accesses. The requestor must have write access to the 31
segment when this option Is used otherwise the request is 32
rejecteds A Direct Segment®s external - storage space Is 33
not reset (see Clr_Direct Option). 34
35
Clr_Partial parameter speclfles that pages/blocks not 36
complietely within the address range should be also 37
partially cleared. Currently memory resident pages 38
(maximum of two, one at each end of the range) are set to 39
Null as specifled. A Temporary Segment®s non-memory 4o
resident pages, or Indirect Segment®s page(s) In paging 41
storagey are retrleved, partlially cleared and placed into 42
the Free or Shared Queue. The requestor must have write 43
access to the segment when this optilon is used otherwise [
the request is rejected. A Direct Segment®'s external 45
storage space is not reset (See Cir_Direct option). 46
47
Cir_Direct parameter must explliclitly spaclfy that the Storage 48
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6.0 USER INTERFACE AND FACILITIES
6e2e.1e1s4 MC#SET_USAGE_LEVEL
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6e2.1.1.4 MC#SET USAGE LEVEL

The purpose of this request |Is
Intended Working Set Usage
lmproved memory utilizatlione.

to advise the system of
patterns Its use can result in

The macro format Is as follonss
MC#Set_Usage_Level (Usage_Speciflier, Status)

Usage_Specifler parameter is a pointer varlable of
“Usage_Array type. Usage_Array Is described by the
following SHL :constructs$

;!21

Usage_Record = record
Spve ¢ “Cell,
Lpva ¢ “Cell,
.Usage 3 Boolean
recends

Usage_Array = Array [0..*] of Usage_Record}

Spva parameter Is a polnter varlable of “Cell type to a
data structure In the first page/block of the page-set
within a segment whose Usage_Level ls to be respecified.

Lpva parameter. Is a polnter varlable of “Cell type to a
data structure within the last page/block of the page=-set
whose Usage_level Is to be respeclifled.

Usage parameter equal to False specifies that the
page-frames assocliated with the pages within the page set,
in the virtual address range Spva..Lpvay should be made
candldates for reuse (eegey 1f stlltl within the Job's
Horking Set) and thus the pages will be removed from the
WS when 3 new page frame Is required.

Usage 3= True specofles that pages within the virtual
address range Lpvae«e.Spva shouid remaln within the Job®s WS
or includedy, 1f still In memory and the resulting increase
In NS size is below the permitted WSS max.

Usage_Array specifles page-set®s disposition, within the
job*s WSy with respect to their estimated future usage.
It Is used to advise the system of any gross alternations
in membership of the Working Set.

NCR/CDC PRiVﬁTE REV 06/23/75

WENOVE W

e
N o

e
wE o

N
So®~NO

nnN
N e

23

. 6-52
CHO704

ADVANCED SYSTEMS LABORATORY
. 75/06/26
IPLOS GJS -~ Storage Management ——— e
6.0 USER INTERFACE AND FACILITIES
6e2e1.1e4 MCH#SET_USAGE_LEVEL e e
Statust (Output) - The Status péramefer specifles a polinter

to a standard status record. It must always be specified
or the request Is not accepted for processing. :
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6.2.1.2 Memory Management Reguests

Memory Management requests enable a user to control the real
memory residency of his code/date pages/blocks and to gain access
to speclific real memory locatlonse. .

602014241 MC#.OCK PVA

The purpose of .this request ls to suspend paging operation
on-a set of consecutive pages, within one segment. The specified
pages/blocks are retrieved from external storagey, when not
already In memory, and the respective page-frames® lock_count

fields updated within the Storage System®s Internal Memory Map
(see 4.0 for details). The requestor must be a System Job or lts
*profile* must contain Lock_PVA capabllity (see Chapter 9,
2.10.1.1.8) otherwise the request iIs rejected.
Job_Identity/page_frames_locked Information Is malntained by the
Storage System to permit control of lock removal/restoration on
swapplng or Job termination. It ls posslble to create segments
(see 6+1.2¢1.1) whose pages are always locked while In use (see
6+.2¢1+1.2) or during the owning job®s major time-slice.

Block Management and Device Driver roufines always transfer
data Into/out-of already locked memory (see 1.2.1 and 5.0) and do
not have to use thls request.
with

This request executes asynchronously respect to a

requestor (see Queue Parameter).
The macro format Is as fol lows?
MC #Lock_PVA (Spva, Lpvay Rldy Queue, Optlon, Status)

3 polnter
withln the

speclfles
structure

parameter
data

Spvat (Input) - The Spva
variable of “Cell type to a
flrst page/block to be locked.

Lpvas (Input) =The Lpva parameter specifles a polnter
variable of ~“Cell type to a data structure within the last
page/block to be lockede.

parameter specifies a pointer
It deflines the Queue to be

Queuet (Input) = The Queue
varlable of aqcb_pointer type.

used to retfrleve request status and the final request
completion. signal. A Lock_PVA request . Is consldered
completed when all relevant . pages/blocks have been
retrlieved from external storage and locked Into the

NCR/CDC PRIVATE REV .06/23/75
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6.2.1.2.1 MC#LOCK_PVA
assoclated page-frames. Reﬁuesf completion is not

Nite The
may use the Program Management event monitoring

signalled when the Queue parameter ls set ¢to
requestor

procedures (see Chapter IV) fo keep Informed of the
progress of thils request.
Status Signal Lists
To be defined.
Rids (Output) - The Rid parameter specifles an integer
varlable of Request_Identifler type. RId Is returned on
request Initlatlon the allow to subsequent monitoring of

this request by a MC#Status_Request.

Optiont (Input) - The Option paramétér speclifies a variable
of Lock_PVA_Optlon = Advise_In_Option +type Indicators.
See 6¢2+1.1.1 for detalled specificatlion.

Statust (Output) - The Status parameter specifies a pointer

to a standard status record. It must always be speclfled
or the request Is not accepted for processing.
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6.0 USER INTERFACE AND FACILITIES

6e241+2.2 MCH#UNLOCK_PVA
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6e2.142.2 MCHUNLOCK PVA

The purpose of this request Is to restart paglng operation
on a set of consecutive pages/blocks within one segment. Unless
a previous MC#Lock_PVA operation has been performed by the
requesting Job on all pages/blocks specified by this requesty the
request Is rejected.. Pages can be uniocked on a page-by-page
basise.

The macro format ls as foltowst
MC#Unlock_PVA (Spva, Lpvay Option, Status)

Spvat (Input) - .The Spva parameter specifles a polnter
variable of “Cell type to a data structure within the
first page/block to be unlocked.

Lpvas (Input) - The ' Lpva parameter specifles a pointer
variable of “Cell type to a data structure within the last
page/block to be unlocked. -

Optiont (Input, Optlonal) - The Options parameter speciflies a
varlable of Unlock_PVA_Option .= Set of (Remove_WS,
Release_Pages) type indlicators.

When $Unlock_PVA_Option (1. 1Is specified, Page Control
assumes that the requestor Intends paging operations to
restart. The one-per-page lock count 'is decreased, within
the Storage System®s Internal tablesy and when It becomes
zeroy the affected Page Table entrles Use bit Is cleared.
The assoclated page frame's Age_Count is set to AIF (see

2.5.3) andy unless accessed soon, made a candldate for.

eventual reuse.

Remove_WS iIndicator specifles that pages within the
Indicated virtual .address range should be removed from the
job®s Working Set.

Rel ease_Pages indicator specifies that pages within the
indicated virtual ddress range should be deleted from real
memory and the asssoclated page-frames freed. The
requestor must have write access when any of the affected
pages has been modifled. A page partially included in the
virtual address range lIs not deleted and only cleared as
specifled.

Statust (Input) - The Status parameter specifies a polnter to
a standard status records It must always be speciflied or

NCR/CDC PRIVATE REV 06/23/75
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60 USER INTERFACE AND FACILITIES
6e2¢1.2¢2 MCH#UNLOCK_PVA

o

the request Is not accepted forAprocesslng-
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.2 1.243 MC#FIX MEMORY 6.2.1 263 HC#FIX MEMORY
.
6e241.,2.3 MCHFIX _MEMORY 1 fixed page-frames.s In this casey; it rejects or queues
B 2 thls request (see Enqueue optlon). :
The purpose of this request 1Is to allocate permanently 3
(eegesy for the life-time of the owning Job or until released) a 4 Spvas (Input, Output) - The Spva parameter specifies a
contlinuous section of real memory and assocliate It wlith a virtual 5 polnter varlable of “Cell type to a data structure within
address range within one segment, 6 the tirst page/block to be fixed.
. : 7
Principal wusers of this request are Diagnostic Subsystem, 8 Hhen Spva‘®s <byte-offset> = 2%%¥31-1 |s specified Page
I/0 Subsystemy Storage System, Block .Manager, System Monitor 9 Conrol assumes that the process virtual address® byte
which elther want access to speclfic *real® memory addresses or 10 offset within the assocliated segment should be equivalent
require a non-pagable continuous real memory area (l.e.y IORB's 11 to the real memory address of the fixed area. Spva is set
and Segment Descritor Tables). 12 and returned accordingly for a synchronous request (see
13 Queue parameter below). It Is part of the request
Storage System can not guarantee jnstantangous allocatliony 14 completion signal for the asynchronous case.
and in turny, It Is a user of System ‘Monitor, Block Management and 15
the 1I/0 Subsystems These operatlng system modules must maintaln 16 Lengtht (Input, Output) - The Length parameter is a variable
enough reserved space to permif Page Control to function while 17 . of iInteger .type. It iIs used to specify the length of the
freeing up memory. 18 memory area to be fixed In bytes. Page Control can only
19 assign whole multiple of pages, therefore, Length Is
A Job Issuing this request must be a System Job or have 20 rounded-up accordingly and the size of the allocate memory
Fix_Memory capability. . 21 Is returned within this parameter for a synchronous
22 request., It is part of the request completion signal for
This request can execute asynchronously With respect to a 23 the asynchronous case (see Queue parameter below).
requestor - (see Queue parameter). 24
25 Queuet (Input) - The Queue parameter specifles a pointer
The macro format Is the following? 26 variable of aqcb_pointer type. It defines the Queue to be
27 used to refrieve request status and tha final request
MC#Fix_Memory (Memory_ Locafzon. Spvay Length,y, Queuey Rlidy 28 completion silgnale. A Flx_Memory request ls consldered
Optlionsy Status) 29 completed when a memory area .of speclfled size and
30 . location 1Is found and assligned flxed status wlithin the
Memory_Locationt (Input, Output) - The Memory_Location 31 Storage System®s Internal tables. Pages corresponding to
parameter is a varlable of Real_Address? Integer type. It 32 the virtual address range of the flixed_area in external
Is used to speclfy the address of .the real memory section 33 storage are not allocated or . retrleved when exlste
to be allocated In bytes. . 34 Request . completion 1Is not signallied when the Queue
35 parameter [s set to NIl and the request 1Is processed
Khen Real_Address = 2%*%31-1 s specifled Page Control 36 synchronously with respect to the requestor (e«gey It is
assumes that It Is free to allocate a memory area of 37 put In wait state).
sufficlent size anywhere 1In real storage with the least 38
amount of °global  allocation cost°‘. Its address s 39 The requestor. may use the Program Management event
returned within the Hemory_Location parameter for a 40 monitoring procedures (see Chapter IV) to keep Informed of
synchronous request (e.g.y Queue = Nill Is specifiedy see 41 the progress of thls request.
Queue parameter below)e. It Is part of the request 42
completion signal for the asynchronous case. 43 Status Signal ‘List
. 4y
HWhen Real _Address 1ls not equal to 2%¥3i-1 s speclifled 45 To be defined.
Page Control attempts to allocate memory at the requested 46
address. It performs paging or memory_move operations to 47 Ridts (Output) - = The Rld parameter specifles an Integer
free the requlred area unless thils includes locked or 48 variable of Request_Identifier type. Rld Is returned on
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request Initlation to allown subseduenf monitoring of this
request by a MC#Status_Request.

Optiont (Input) =~ The Option .parameter specifles a varlable
of Flx_Option = Set of (WSS_OQverride, Enqueue) type
indicators.

WSS_Override 1ndicator  specifies that this request Is not
to be processed when the job®s WSS Limit might be exceded
during processing. Thls parameter is oniy relevant for a
subsystem Job since System Job(s) WSS is only limited by
the slze of the avallable real memory.

Enqueue lndicator specifies that thls request should be
enqueued until 3 memory area of sufficlent slize and/or at
the specifled locatlion becomes avaltable. An Intermediate
signal lIs returned when Queue Is not equal
request cannot be satisfied immediately (eegey not large
enough continuous area Is avaltlable or locked/fixed pages
exist at the specifled real memory address). A subsequent

Status_Request can be lssued to cancel thls request, when
its requlirements are not met, . after a sufflicient time
Interval. .

Status$ (Output) - The Status parameter specifles a pointer
to a standard status record. It must always be speciflied
or the request iIs not accepted for processing.

NCR/CDC PRIVATE REV .06/23/75
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2.4 MC#RELEASE_MEMORY

6¢2+102.4 MCHRELEASE HMEMORY

The purpose of this request 1s to release a continuous
section of real memory from flxed status allocated by a previous
Fix_Page reaquests A contlinuous area of memory can be returned in

- subsectionssy however, these must be at the beginning or end of
the . Initlally allocated area. The virtual address range
corresponding to the released memory area Is treated as If a

Clear_PVA operation has been performed.

The macro format Is as fol lowss

MC#Rel ease_Memory (Spva, Length, Status)
Spvat (Input) = The Spva parameter speclfies a polnter
varlable of “Cell type to a data structure within the

tfirst page to .be released from flxed status.

Lengtht (Input, Output) - The Length parameter is a varlable
of Integer type. It Is used to specify the length of the
memory area fo be released In bytes. Page Control can

only fix/release whole multiple of pages, therefore Length
Is rounded-up accordingly and the slze of the released
memory area is returned In bytes.

Statust (Output) ' - The status parameter speclifies a pointer

to a standard status recordes It must always be specifled
or -the request ls not accepted for processing.
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6.2.1.3 Status Regyests

These requests permit a user to retrieve the status of
indlvidual pages/page-frames, or -that of job Working Sets. The
processing of asynchronous requests can be monitored and
terminated forcliblye. .

6.2.1.3.1 MCH#STATUS WS

The purpose of this request Is to
pages wWithin a Job®s Working Set.

retrieve the status of

The macro format Is as follows?

To be suppiled when
Storage System ls completed.

6.2.1.3.2 MCHSTATUS. PAGE

the detalled internal design of the

The purpose of this request Is to retrleve the status of a
page or a page-frame.

The macro format Is as follons?$

To be supplied when the
Storage System ls completed.

6e2.1.3.3 HCHSTATUS REQUEST

detalled Internal design of the

The purpose of this request Is to monitor the progress of an
asynchronous request belng processed by Page Control.

The macro format Is as follonst

To be shpnllad when the detailed Internal design of the
Storage System Is completed.

NCR/COC PRIVATE REV .06/23/75
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6.2+ 2 REQUEST STATUS INFORMATION

6.2.2 REQUEST STATUS INFORMATION

To be supplied when the internal

System Is completed.

design of the Storage

6.2¢3 REQUEST PROCESSING SEﬁUENCES

To be supplied internal

System Is completed.

when the design of the Storage
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System Interface Requests are used
System®s operational environment
Recovery Functlons performed for,
elements of IPLOS,. They are

categories?
A Table Definitlions

Be Utlillity Functlions

C. Restart and Recovery Functlons
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to define the Storage
the Utilityy, Restart and

or in conjunction withy other
grouped Into the the following

To be supplled when the detaliled Internal design of the

Storage System is completed.
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