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IPLOS GDS - Storage Hanagement -----------------------------------------------------------------------

1.0 INTRODUCTION 

I PLOS St orage 
IIhich a user. 0 f the 
Storage Stru~tures. 

Hanagement provides 
system· can create, 

the mechanism through 
organize and manage· 

This se~tlon speci Ues the IPL Storage System's extemal 
interface, (jescribes the design considerations leading to it and 
·gives an overviell of the supporting internal structure. 

.An .IPL . user's programs and data, partially forming a Job 
(see Chapters 4 and, 91, a .. e contaIned IIi thin an Address Space. 
Its·- extent is-.dellniated by a Segment..;.Oescriptor_Table. 
Control,J>oints deline· the number of potentially parallel 
execut ions of code IIlthin this Address Space. Data, Program, 
Job,· Storage, etc., Hanagement procedures of Task Services,· 
IIlthin the Address_Space ,assist the user, and each other 1 IIi th 
organizing, controlling and managing a Job, lIith interfacing to 
System/SubsY stem/User Jobs and IIi th the cont .. o I I ed sharing of 
Storage Structures III thIn and· among separate· Add .. es.s_Spaces. 

System/Subsystem Jobs, in conjunction IIlth System Honitor, 
manage and control User Jobs and schedule the system's resources 
to ac·comp I.lsh lIork, and hence, to complete User Jobs. 

1.1 BASIC CONCEPILAliD DEFINITION OF TERIjS. 

File - A file Is a named entity consisting of an ordered set of 
elements. The Storage System is onlv all are of files stored 
on direct access mass~storage (disk, druml devices. 

FlIe Control Block - A File Control Block is a symbolically 
addressab Ie tab I-e that contains a description of the logical· 
properties of a file. 

Physical File Desc .. iptor - The Physical FlIe Descriptor is an 
internal system table that contains a description of the 
Physical properties of a file. 

Physical Space Hap - A Physica I Space Hap represents the storage 
space allocated to a lIass-storage· file and is recorded lIithin 
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1.1 BASIC CONCEPTS AND DEFINITION OF TERHS 

its PhySical File Descriptor. 

·Temporary File - A tempo .. ary flle is one for IIhich a description 
of its logical and physical characteristics eXists only in 
the FlIe Control Block, the Phvsical FlIe Descriptor and 
other internal system tables. 

Permanent ·FHe A pe .. manent file is a mass storage flle for 
Nhich the description of its logical and physical 
characterist ics has. been· recorded in a cata log. 

Sector The smallest addressable block of, storage on a 
mass-storage device. StandardIPL sector sizes are 512, 1K, 
2K, 4K and 8K bytes. page_frames are not supported initial Iv 
by IPL's Central Processors). 

Real Address - An address generated by an IPL processor In real 
addressing mode (see Hodel Independent P .. ocessor-Memorv 
GDS I. 

Real Memory - Real Hemory. or'Just .memory, or real, storage, or 
ma In memory Is memOryaddressabl e bv an IPL ·processor v la a 
real add .. ess. 

Page f .. ame - A page frame is a block of rea I mellory. Rea I memo .. y 
·ls managed in unIts of ,page frames. Standa .. d IPL page frame 
sizes are 512, lK, 2K, 4K,8K· and &4K bytes (64K sized 
page_frames are not supported initiallv by IPL's Central 
Processors·) • 

External Storage - Storage Space not addressable by an IPL 
processor as real memory. 

PhysIcal Record - A physIcal record is the smallest unit of data 
transfer between memory. and external storage. Sector and 
page-frame are examples ·of physical records. 

Block A block Is the logical unit of transfer· between memory. 
and the mass storage space allocated to a f He. Standard IPL 
block sIzes a .. e 2··N lIIurtiples of the mlnlmum page fralle 
sl ze. 

Input/Output Subsystem The hardllare/flrmllare/softllare 
components of the pe .. ipheral configuration. 

Device Driver - DevIce Drivers manage the Interface betNeen IPLOS 
and other members of the Input/OutPut Sulisystem. 
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1.0 INTRODUCTION 
1.1 BASIC CONCEPTS AND DEFINITION OF TERHS ------.-----------------------------------------------.---------------. 

Block Manager - Block Hanagement procedures provide a relatively 
device independent interface· bet~een elements of IPLDS and 
Device Dr i vel's. 

Address Space - c.f., 1.2. 

Segment - c.f., 1.2. 

VIrtual Address - c.f., 1.2. 

VIrtual Hemory Hechanism - VHM Is a system feature of IPL ~hich 
changes· a virtual address into a real memory address, and 
performs dynamic access control, during an execut ion of an 
instruct ion. 

. Page A page is a fixed length b I Ockof InstructIons, data or 
both, that can be transferred bet~een real storage and 
externa~ storage. 

Paging - Paging is the process of transferring pages bet~een real 
memory and external storage. It is the method of IPLOS' 

. memory management and the standard method for accessing a 
file's storage space. A user ··can request that the storage 
system performs all transfers in groups of pages equal to the 
Ule's block size or in multiple pages equal .to the system's 
current page frame size. 

Paging Storage - External Storage Space suballocated and managed 
by the Storage System. 

Direct Segment - A mass-storage Ule- made di rect I yaddressabl e as 
a segment, ~ithin an Address Space. Thefile's block-size 
must be a power 0 f two mul tlpl e of the minimum IPL page si-ze 
(512 bytes). The segment·s ·virtual addres.s range Is 
associated ~ith the storage space, represented by the file's 
Physical Space Hap, on a continuous byte-ta-byte basis. 
Storage space is allocated dynamically, on a one-to-one basis 
without gaps, to the corresponding virtual address range, up 
to and including the highest block accessed, which- must be 
within the currently defined file size. Address of the last 
block written is recorded by Block Hanager within the 
Physical File Descriptor. All intervening blocks (e.g., 
blocks between the last WI" Ute n and the current. I y accessed 
one) are inIti-allzed to Null (l.e., - all zeroes) by the 
Storage System. Since this is a relatively high overhead 
operation, Direct Segments should be accessed inUia Ily and 
allocated storage space only sequentially. In this case, no 
extra output transfers are generated. A block accessed for 
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1.1 BASIC CONCEPrS AND DEFINITION OF TERMS 
---------------------------------.-~.---------------------------------

the first time is cleared to Null within real memory and the 
correspondIng page(s) eventually written to external storage 
due to normal paging operations. DIrect Segments can be 
assocIated with Permanent or Temporary Flies. Paging is 
pe rf ormed di rect I y between rea I memory and t he associ at ed 
file's storage-space. 

Happing -Happing is a technique used to associate virtual 
address· and rea I address •. VIrtual Hemory Hechanism Is the 
system feature (soffware and hardware) whIch accomplishes 
mapping. 

FetCh Policy - The Fetch Policy determInes when information is to 
be loaded into ·real memory from external storage. 

- Replacement Policy The Replacement Pollcy determines which 
informatIon is removed from real memory to external storage. 

Pla·cement Policy - Placement Pollcy determInes whIch unallocated 
region -of memory will contain the incoming information. 

Page Table - Page Table Indicates whether a page Is in real 
storage and correlates virtual with real storage addresses. 
There is one Page Table in an IPL System. 

ThraShing . ThrashIng is a phenomenon which occurs In 
multiprogramming system when memory Is overcommitted. 

a 

Fragmentation - Fragmentation occurs when a system suffers from a 
loss of usable storage. 

Pool File - PagIng Storage Is specified to the Storage System as 
··one or more Pool Flies. The Storage System suballocates the 

external storage space, represented by a Pool File·s PhysIcal 
Space Hap. A Storage System initiated paging operation is 
performed as per a Pool File's PhYsical File_Descriptor. 
Therefore standard Block Hanagement an~ Device Driver 
interface convent ions appl y. A POQ I F 11 e can ·be temporary or 
permanent, shared globally, or local to an Address Space. 

Temporary Segment A Temporary, or TransIent, Segment cannot. 
survive beyond the creating Address Space·s existence. 
Several Temporary Segments can be associated wUh a file 
(e. g.. a Poo I_F lie) • St orage - System main tal ns the 

- segmeflt-to-f ile storage space maps wUhin Us Internal 
. tables. Storage space is allocated dynamIcally, on a 

.. bl ock-by-block basIs, whenever the corresponding virtual 
memory is accessed for the first tlme. Each new block Is 
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recorded as a separate entry wi thin the .Segment Control 
Table. Temporary Segment·s storage space can contain 'gaps' 
and thus it is not necessarily allocated continuously UP to 
the hIghest block accessed. Teniporary Segments provide a 

. convenIent. low overhead mechanism for.·· allocating and 
- managing storage for temporary data structul"es •. i. e •• 

a Stac ks 
a Working Storage 
a Heaps 
o BInding Segment 
a Object Hodule. Code Segments 
a Loca I LNS Segments 
o Etc. 

A Temporary Segme nt can not be saved and made permanent. Ii ke 
'a Temporary File. sinc~ no File Control Block is deflned 
· which contains the descrlptlo~ of,Its logical attributes. 

Physical Tables Heap - PTH Is a one-per-system segment whIch 
contains Internal system tables. used and managed by the FIle 
and· Storage System. It has Read/Write access 1-n the System 
Job's Address Space and Read only access In at t other Address 
Spaces. 

TransIent Segment - See Temporary Segment. 

Segment Control Table - A SCT Is a table In·the Physical Tables 
· Heap that contaIns the description of the physical 
properties. or attributes. associated with the segment. 

Segllent Oescrlptor Table - Software name for the Process Segment 
. Table. It,' deUnes the Address Space of a Job and contains 

Its segment descriptors. (See Hoda I Independent 
Processor-Memory GOS). 

'Indirect Segment - A Direct Segment whose modlfled pages/blocks 
, are he Id withIn Paging Storage, . An' explI cit SC.Hap_Out 

request (c.f •• &.1.2.1.") must be made to the Storage System 
· before any da.ta is transferred to the associated flle's 
storage space'. Indirect Segments enab Ie a user to exercise 
precise control over file updatIng. even whIle It Is being 
used/modified in parallel by several tasks/Jobs. However. 
more table space is required by Indirect Segments than 
Temporary or Direct ones. SC.Hap_Out requests mIght also 
generate additional I/O transfers. over at\d beyond those 
required by nor 118 I pagl ng operat Ions. For these reasons. 
they should ani y be used when" the increase in, system 
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resiliency warrants the extra overhead incurred. 

Buffer Segment A Temporary Segment whose 
page-frames. In real memory. are used by Block 
procedures to transfer data to/from; 

,a Non standard files 
a Archival devices (magnetic tape lIke) 

associated 
Hanagement 

a Remote devIces (vIa communicatlon ,links) 
a Unit-record· devIces, 
a Hass-storage 'devices not conf .. orming to IPL 

standards. 
a etc. 

Page ofa Buffer Segment is locked into real memory while any 
'Block Hanager inItiated transfers. are In progress. and/or 

outstanding. for the page-frame occupIed by that page. At 
all other ·times the page'smemory/paging-storage resIdency Is 

.. controlled by the stanClard Fetch/Replaceillent PolicIes. 
Page-fralles occupIed by a Buffer Segment·~s 'pages are not 
al located contIguoUSly In real memory. The Input/Output 
Subsystem provIded scatter-read/gather-write capabIlity Is 
utIlized to maintaIn unlnterr.upted data transfers across 

- physlca I records. 

'Storage Structure All identlfiable entitles known and 
controlled by' the Storage System are ca lied Storage 
Structures. Pages, Segments. Segment.-Control_Tables. 
Physica I_F il e_Descriptors. Segment_DescrIptors and 

, Segment_DescrIptor_TableS are examples of Storage 
Structures. 

Working Set - WS Is the set at' pages currently being actively 
used by cooperating Tasks wIthIn one Address_Space. 

. Validation· Level Validation Level Is the rIng number of the 
Argument_Pointer_Register (A6) on ,entry Into a request 
processor of the Storage System. (See !todelIndependent 
Processor-Hemory.GDS.·,2.6.1.21. 

Memory RegIon - IPL : processors have two memory ports and thus 
might be connected to a regIon of an Installat ion'S memory 
whIch Is not accessible by all· the processors of the system .. 
SYstem ·and subsystem Jobs can .request speclflcasslgnllent of 
segment pages to page' frames of a Memory RegIon. 
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1.2 STORAGE SYSTEM'S FUNCTIONS 

The prImary, functIon ot the 'IPL Storage System Is to 
'ImA I eunt JOb AdslCess Spaces. 

The Address Space of· a real processor ·In.an ,IPL system Is a 
Segmented Address Space. A segllent Is, an entltyde,f1ned by' 

o A ~a .. whIch unIquely IdentIfIes the segment. 

o A DesccIptpr wh1ch descrIbes the propertIes or attr1butes 
assoclatedwlth the segment. 

o A ~ wh1ch Is an array of consecutive elements. The 
Body of a segment 15, an'ordered set of e'elientS, called 
bytes (or cells In SWl' term1nology)' each of whIch 15 
Ident 1 fled withIn the segment body by an, Integer 1, Its 
1ndex. The number of elements 1n the body 15 called the 
length of the segment~ 

'A Job' 50 Address Space, or virtua I memory, 15 an ordered ~et 
of as 'many as 2 •• 12 segments each consIstIng of as many as 2··31 
bytes. 

The IPL hardware Interpretable vIrtual address 1s a pall" of 
1ntegers' consIstIng of a segment number and a I ocat Ion wIth1n 
that segment. In order·for a program to ,execute a reference to 
data, It must have an address of th1s form. Hence, 1t 15 the 

'Storage_System's responsIb1IIty to maR 11les, wh1ch are stored on 
d1rect access Hass Storage devIces (dIsks, drums, etc,l 
Int%ut-of the hardware Address Space so that the Job owned' 
tasks can address them dIrectly. In addlt 10n to transf ormi ng a 
symbol1c reference 1nto a machIne address, the Storage System 
must be concerne-d with movIng data from externa I storage Into 
memory In order "for. It to be' d1rectly referenceab~e. 

In most contemporary systems on-line 1nformatlon, stored on· 
mass stora'ge devices, 15 'generally accessed as cop1es of flies 
thru buffers ~ 1nto real mellory. In ,contrast. all on-l1ne 
1nformation In an IPL system can be 5UClcUxref.erenced v1a the 
segmented v1rtual melllory lIechan1sm. AII.on-linelnformatlon can 
be nOK controlled and managed by the Storage Systell. As far as a 
user 15 concerned, data transfers to/from' off-line dev1ces are 
1nt%ut-of the Systell's Storage Space and,oA~. hIs own local 
memory. Res1dency of a ,use ... ~,s code and data, .1n ·real or external 
storage, or between !I.ltI.IJi. of the. storage h1erarchy (cache -> 
B1polar HemRry -> MOS Memory -> HagnetIc· Bubb,le ·Hemory -> FIxed 
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1.0 INTRODUCTION 
1.2 SiORAGE SYSTEH'S FUNCTIONS 

Head D1sks -> Hov1ng Head D1sks -> Tape L1brary -> Off-11ne 
Devices ••• ),' 1s goverened by usage and schedul1ng ·reQu1rements on 
a sJ..QUl level. The globally managed Storage Space has to be 
ut 111z ed In' a un! f prm manner by both the system and Its 
users. The dlst1nctipn bet"len traditIonal mess-stpregl f1les. 
manegesl by'the usec hlmnlf,'and dlc.ll.tl!.y adsIC·aSsebll memocy has 
Dgw almgst sllsaRRlarlsl. 

Non on-line ar,chl'va'i (Magnetic tape IIkell, unit-record, 
remote (vIa communIcation l1'nks) and mass storage dev1ces not 
conform1ng to IPL' standards are addressed vIa Buffer Segme nts. 
'BuHer management soUwa,re withIn user Address_Spaces will 
control the aliocatIon.and useaga of·buffers In Buffer Segments, 
however, physlca I memory Is on I y locked down durIng the duratIon 
'of the expl1ctly 1n1tIated ,transfers. At all other times, the 
Storage System controls the buffers memory/mass-storage 
resIdency. 

As . tar· as poss1b Ie, logical. control and management of data 
'15 performed wIth1n user Addr4i!ss Spaces •. PhysIca,. data-conta1ner 
and data-flow funct10ns of the operating syst •• are processed 
oytslde yse~ress Spaces, to malnta1n a Ifell controlled 
Hre-wall between· m1sbehavlng elements of ,the ,software/hardware 
complex. Another Important reason for. the separat'1on between 
logtcal/phys1cal elements of the operat1ng system 15 the global 
scheduling environment. S1nce resource contr,ol, has to be 
performed gl oba I Iy. effecHve system'. utilization can onl y be 
guarantee'd by separatIng out and exactly def,ln1ng necessary 
control 1nformat10n. 

The Operating System functIons listed below are major users 
of,' or used extens1vely by, the Storage System. Internal 'system 
'Inter face ccmventlons, data and control-f low are a I so documented 
wlth1n the followIng subsectIons. 

a Interpret1ve access to data for d1rect, 1n.Urect Rr buffer 
segments, Is controlled by fIll AcelSS PCQCldYCeS. 

o Oata transfer between real memory and peripheral devIces 
Is managed by Block HaDagem.nt and Dlvlee DrivecSIn a 
System Job. 

. 0 Dev1ce or Volume_Set allocation and all. resource/Job 
schedul1ng 15 performed by Jpb HaDagl .. nt • 

. 0 VRlume (tape, dIsk) mounting/deMounting and label 
proceSSing 15 the responsIbII1ty of "OUnt Contcpl w1th1n a 
Sy stem Job. It -15' functIoned by requests V ~a sIgna I 5 fro. 
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1.0 INTRODUCTION 
1.2 Sf.ORAGE SYSTEM'S FUNCTIONS 

other lobs. 

Storage System consists of two malor divIsions which are 
responsible for Segment Management and Memory Management, 
respectively. The malor function of each division is described 
below. 

1.2.1 SEGMENT MANAGEMENT FUNCTIONS 

Segment Control is responsible for the fol lowing storage 
structuresl 

a Direct, Indirect end Temporary Segments 

a Buffer· Segments, for buffering flies not accessed via the 
~irtual memory mechanitm of IPL. 

Access to segments is controlled by hardware. Segment Control 
checks all explicit requests directed at Buffer Segments fori 

a Access rights 

a Buffer residency 

and ~sists Block Managgment by performing; 

a Retrieval from external-storage pages of Buffer-Segments 
when a Virtual-Buffer is not present in memory 

a Conversion of Process Virtual into System Virtual and/or 
Real Memory Address 

a Locking Pages for duration of peripheral transfers 

a Keeping account of outstanding ·data transfers, 
int%ut-of f Address_Space.1 oca.1 Buf fer Segm.8nts, on a· per·· 
Control_Point basis. 

~t Control ElolOctlonsl Un addition to Block Managelllent 
assista·nce) 
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Labelling and Cataloging of Segments/Flies held on.·· 47· 
mass-storage and archival devices. 48 

NCR/CDC PRIVATE REV.06/23/75 

1-10 
ADVANCEJ SYSTEMS LABORATORY CH07D4 

75/0&/2& 
IPLOS GOS - Storage Management -----------------------------------------------------------------------

1.0 INTRODUCT ION 
1.2.1 SEGMENT MANAGEMENT FUNCTIONS 

a Manage the allocation of space to segments on external 
storage (Space Control). 

a Organize page Working-Set swapping and move Job-Private 
Storage and System Tables to/from external. storage (Swap 
Control). 

a Organi z·e the movement of System-G lobal Storage_ Tabl es 
between memory and external storage according to usage and 
scheduling considerations (GST Control). 

o Assist System Monitor with the creation and deactivation 
of Address_Spaces (Address_Space Control). 

a Organize the migration of storage structures between 
levels of the storag~ hierarchy (Migration·Control). 

a Support the shared· usage of storage structures (Share 
Control) • 

a Perform primary level error recovery, in 
parity errors, and assist in memory 
(Recovery Control). 

case of memory 
reconflguratlon 

a Maintain Storage ·System restart information (Recovery 
Control). 

a Provide a set of procedures for the management of Storage 
System Tables (SST Control). 

1.2.2 MEMORY MANAGEMENT FUNCTIONS 

The unit of .memory management .is a page_fralle. Page-frame 
size is set ·at System Deadstart and can vary between a minimum of 
512 bytes and maximum of £14k bytes. 

Page Control is responsible for the management of real 
memory according to usage and scheduling requirements. 

~oDtro I FUD!Oti.<uln 

o. Maintain a record of the status o·f each page in memory and 
proces·s any requests involving the allocation, locking and 
fixing In real storage, release or change 1n status of 
~emory page frames •. 
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1.0 INTRODUCTION 
1.2.2 MEMORY MANAGEMENT FUNCTIONS 

o Maintain lobs' page Horking-Sets (HS) for Job Schedul er 1 
and SHap Control. 2 

3 
o Control memory occupancy based on usage and scheduling 4 

requirements. 5 
6 

o ·Process a II requests for movement of pages from real 7 
memory to ex terna.1 storage and v ice-versa in segment 6 
dependent block size (block size must be 2 •• N multiple of 9 
minimum page frame size). 10 

11 
o Perform second leve I error processing ,in conJunction Hi th 12 

Block Management, in case of errors due to paging 13 
ope rat ions. 14 

15 
o Perform second level error processing incase of memory. 16 

parity errors. 17 
16 
19 

1. 3 liEtiE&!Lll&lU1l~ 20 
21 
22 

Page Control and most of Segment Control function as 23 
procedures ... lthin a System JOb. (See Chapter 9, FIgure 1.2-1). 24 
Most.of Page Control procedUres are permanently memory resident. 25· 

26 
User and Data Management interface functions of Page and 27 

Segment Control are performed by request processors Hithin Task 26 
Services of the reQuestlng Job. 29 

30 
Standard means of communication betHeen Storage Management 31 

procedures, Hlthin a System Job, and other Jobs is' via signal s. 32 
Task ServIces level request processors are provided for creating 33 
and routing signals to the System Job, therefore, request 34 
processor interfaces can conform to SHl callIng convensions. 35 
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1.0 INTRODUCTION 
1.3 GENERAL STRUCTURE 

Structure OvervieH 

Figure 1-1 
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2.0 PAGED MEMORY AND SCHEDULING IMPLICATIONS 

2.0 eA~ MEMORY ~SCHEDULIN~~LICATIONS 

Paging Is a memory management scheme that organizes memory 
Into fIxed size blocks called page frames and organIzes the 
address space Into fIxed size blocks called~. Any page of 
an address space can potentially reside In any ·page frame In 
memory. 

Paged vIrtual memory is a feature of IPL. V lrtual memory, 
or storage, ·conslsts of at least two levels; to be accessible to 
the processors, Information must reside In the highest Hastest)' 
or rea I stora.ge/memory. 

IPLOS will use a variant of what Is known as dllmSlQd PSl9in.g 
In which a 'page/block Is brought Into memory onl.y·when need-ed, a 
policy -which under certain circumstances (se I dom sat Isf led In 
real systems) Is optimal. The· operating system's 
scheduling/memory management routines accept ~~ requests from 
users on intended future virtual memory usage and 210ck-swap a 
Job's pages on termination or start of a malAr: Hmo sll.s;.§. 

The page placement pollcx. which is how to select the page 
frame In which to place an -Incoming page, Is simple under demand 
paging. If there is an empty page frame, use It; I f not, remove 

. some page (according to -the' CeplSlcemllot pollcx) from memory, and 
use· the page frame thus made available.· Every time' an attempt is 
made to access a page whIch Is not in memory, a ~~CCYR1 is 
said to occur,: and this page Is brought Into m&mory. A page 
interrupt Is costly in terms of lost processing time, since the 
processor must execute the page replacement and page placement 
po I Icy a Igor lthms, and then Rlay often "ave to walt (l f there Is 
no other task to run) while that page Is fetched. It Is 
desirable therefore, and the objective of a pa91ng algorithm, to 
minimize the number of page Interrupts. The paging algorithm 
under a demand paging· polIcy Is equivalent to the page 
replacement policy. 

Most pagIng algorlthms, with respect to the amount of memory' 
space ~er task/Job they assume, fal~ Into two classesl 
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2.0 PAGED MEMORY AND SCHEDULING IMPLICATIONS 
2.1 PAGING ALGORITHMS 

1) Assume that the amount of space a program has Is fIxed; 

o Random (RAND) 
o Fi.rst_In_f Irst_out (FIFO) 
o Least _recent I y_used (LRU) 

. 0 Least_Frequent I y_Used (LFU) 
o MIN 

2) Tne remaining algorithms all allow the number of page frames 
used by a given program In a mu Itlprogra.llnalng environment to 
vary; 

o Multlcs 
o CP-&7 
o Page Fault Frequency (PFF) 
o Horklng-Set (HS) 
o Damped-Horklng-Set (VMOS - UnIvac) 
o IBM OS/VS2-1 . 

. 0 Burroughs' B&700 (not frallles but space varIes) 

These algorithms also dIffer substantially In theIr 
eff.ect,lveness and In theIr - diffIculty of Impl.ementation, for 
exampl e, FIFO' and RAND are easy to Implement but Inef f Iclent, 
whIle LRU and Working Set, which are relatIvely. effIcIent but 
costly to Implement. 

Generally, pag1ng supervisors maIntain a pool of free page 
frames. Hhenever the number of free page frames falls below a 
predeterm1ned value, the p&glng supervIsor replenIshes the free 
page queue by taking pages from a program. 

Among the above algorithms the more Important are the 
followingl 

U!l (Least-Recent I y- Used) - Remove the page f rom',memory that has 
not been referenced for the longest amount of time. 

Hyltlcs - This algorIthm uses a pointer that rotates through the 
page frames In memory. Hlth every frame is assocIated a use 
bIt, whIch Is turned on when the page frame Is referenced. 
Hhen a page fraRla Is needed,the page frame poInted to by 
the poInter Is examIned. If the use bit Is on, the bit Is 
turned off, the poInter is advanced and the page frame now 
poInted to Is examIned. If It Is off, the pag~ In that pa~e 
frame Is removed and the new page is placed In there. 
Multlcs' algorithm can be vIewed parametrIcally such that at 
one extreme It has a page removal strategy of FIFO and at 
the otner.extreme ·a removal.' stra.tegy. of LRU. The CP-&7 
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2.0 PAGED HEHORY AND SCHEDULING IHPLICATIONS 
2.1 PAGING ALGORITHHS 
-------------~~~~~-------------------------------------~---------------

IBH 

operating system uses almost the same algorIthm. 

QSlYS2-1 111 th 
modIfIed bIt. 
accordIng fo 
There is an 
c onf Igurat Ion 

every page 
Page frames 

the settIngs 
act Ive page 

Of. the .used and 

0 The page has not been used 
has not been modlf led. 

frame Is assocIated a used and 
are selected for reclaImIng 
of the used and modifIed bIts. 

Queue for each possIble 
modI fled bUs. 

sInce the last 1 nspect lon, and 

0 The page has not been "I(sed sInce the last I'nspect lon, but 
was modI fled at some previous time. 

0 The page has been ·used sInce the last Inspect·lon, but has 
not been modI fled. 

0 The page has been ·.used. sInce the last Inspection, and has, 
been modIfIed. 

Each Queue I,s maIntaIned In·a fIrst-In, .flrst-out order, 
thus preservIng a record of the comparatIve longevity for 
each page. The use and modIfy bits are set automatIcally ,by 
the CPU. SInce the pages are constant I y beIng referenced 
and changed, the bit settIngs may not be the same when 
1 nterrogat'ed as when the page frame was first p I aced on a 
'partlcular Queue. As' the pagIng routine.serially searches 
the Queues, It steals those page frames whose status 
remaIned unchanged. Those page frames whose status has 
changed are moved to the approprIate Queue. 

To prevent too much tIme spent In pagIng, a condItIon known 
as !J:U:JI~IlS, a task dIsablIng algorUhm 15 periodIcally 
implemented. At predetermIned Intervals, the paging routine 
compares the number of. Read I/O operations generated by 
pagIng requIrements agaInst an InstallatIon dependent hIgh 
and low pagIng and reclamatIon thresholds. If too much 
pagIng and reclaIming has been done during the last 
Lnterval. one of the lower priority active tasks is 
dIsabled. If more pagIng and reclaIming should be allowed 
during the 'nex t interval. a pre.viously dlsab led task is 
reactivated. 

QAmDld-Wocklng-S~! (DWS) - The DWS algorithm has ·two parameters. 
T, the workIng set parameter. and H, a multlpler less than 
1. The workIng set al gor1thm Is Uself.a specla I case of 
DMS Inwhlchlt=1. ThIs a Igorlthm funct Ions as followsl 
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-----------------------------------------------------------------------
2.0 PAGED ItEMORYAND SCHEDULING IMPLICATIONS 
2.1 PAGING ALGORITHItS . 

: ----.- -------~---------------------~~--------------------:-------------
o Any page not referenced wIthIn the preceding T 

program/task executIon tIme Is removed from memory. 

o At the time of a page Interrupt. 11 the time sInce the 
last reference to the least recently used page In memory 
Is greater than M X T (It less than 1), then replace the 
least recent Iy used page by the new. page, .otherwlse 
Increese the number of ellocated page frames by one. 

Page-Eau~lL~~ (PEF) - ·If the progra.·s executIon Ume 
sInce the last page Interrupt by the current Iy Interrupted 
task/prograll 'ls less than T, assIgn an addUlo.nal page fralle 
to the' task from the free page pool. If there are no page 
frames free, deactIvate a task, and free Its page frames. 
If the tlme sInce the last page Interrupt Is ·greater than T, 
'free 'all page frames not used by the Interrupted 
task/prograll sInce the last page, interrupt and assIgn one of 
these now free frames U f . any) to the new r)age~ If there 
are no .frames freed In' thls'way, obtaIn a frame In the same 
manner as 11 the tIme sinc.e the Interrupt ,was I~ss than T. 

2.2· PAGING'ALGORITHM' ~ EFfECUYENESS. 

As a gerieral rule, It can be 
whIch allow the space occupIed by 
DWS) do better than those op'erat !rIg 
frames al located (e.g., FIFO, LRUI. 

saId that those algorIthms 
a program to v.ary (e. g., PFF, 
with a fIxed number of page 

When page replacement ·al·gorl.thms were fIrst·used for·memory 
management. they were applleli globally across the - ,memory.' This 
means. .whe.never a replacement decIsIon must be made, the 
replacement' algorIthm Is 'applled to all pages in' memory, 
IrrespectIve of the task/program to whIch they belong (e.g., 
Hultlcs. CP-&1, IBM OS-VS2/1). This kInd of memory management 
can lead to severe performance degradatIon. In fact, every 
global replacement algorithm may eventua.lly lead to an unduly 
high page fault frequency sInce there Is no way to ,guarantee that 
a task has been assIgned enough page frames to run 'effIcIently. 

If a program"s page references were randomly dIstrIbuted 
over, all pages accordIng to a unIform dlstrlbuU'on, It would not 
matter what page is chosen for replacement. The page fault 
frequency would only depend on the number of "al,located page 
frames. However, programs .tend to ref erence pages unequa II y; 
they tend to cluster 'references, to certaIn pages In short flme 
Intervals. ThIs property IseXhlbltec! toa varyIng degree by all 
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2.0 PAGEO- MEHORY AND SCHEDULING IMPLICATIONS 
2.2 PAGING ALGORITHM'S EFFECTIVENESS 
---.--- -------------------------------------------- ---------------------

practIcal programs and commonly known as ·Iocallty·. 

The WorkIng-Set model of program behavIor is based on the 
assumptIon that practical programs behave according to the 
'Iocallty' princIple and takes Into account the varying memory 
requirements. Those pages are kept in memory that have been 
accessed during the -last t r-eferences, The performance of the WS 
algorIthm sUI I depends on.-the coerect choice of the .lllIrking sU 
~UJ:: T. A strIct implementation would require a setting of 
a flag at this point; that is, an Indication that the 
corresponding page frame can be used _ for -a di fferent page of any 
task. Another problem is to detect the exact time when a page 
has not been referenced durIng the last T IIIsec. Hence, It 
-appears to be rather expenslvet-o implement the WS algorlthm In 
-its pure form. 

Correct choice of the working set parameter ,requires-future 
knowledge of a program's behav-Ior -which is impossible to do In a 
practical implementation. We reQuir-e an A~.l..ltA replacement 
algorithm whIch is- largely Independent of program behavior and 
input data, and is simple to implement. Page-Fault-FreQuency 
(PFF) algorithm satIsfIes the above requirements. 

PFF memory management p-olicy -uses the Page faul t frequency 
(the frequency of those Instances at which an executing program 
requires a page that is not in maIn memory) as an adaptive 
parameter to control the decision process of the replacement 
algorIthm. Since the page fault frequency reflects the actual 
memory requirements of a program at execution'time, the PFF 
algorithm can be applied to arbitrary programs without prior 
knowledge about program behavior. 

There is one difficulty with both the WS and PFF algorithms 
which UP till now has not been mentioned. Occasionally during 
the execution of a program, a sudden change of locality will 
occur, e.g., when a large subroutine is called or between 
dlf ferent phases of a co-mpl! er. The pro bl em 1.s that when such a 
change of locality happens, a time interval must elapse before 
the pages belonging to the old locality are completely flushed. 
In the meantime, a number of pages belonging to the new locality 
have been brought into memory. This peaking behavIor is also a 
characteristic of the Mulflcs and OS-VS2/1 algorithms which under 
some circumstances would tend to steal excessive number of pages 
from other tasks when locality changes. PFF is the worst 
offender in this regard, since it would be far slower to flush 
the pages oelonging to the old locality than would WS. The extra 
page-frames used to satisfy the p-eak demand must e-!ther be taken 
from a pool of free pages. or are frames belongI~g to another 
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2.0 PAGED HEMORY ANO SCHEDULING IMPLICATIONS 
2.2 PAGING ALGORITHM'S EFFECTIVENESS 

task. In the latter case, it may even be necessary to deactivate 1 
a task/Job to satisfy the peak demand. The DWS algorithm 2 
corrects the peakIng behavior of WS. 3 

It 
5 

2.3 IHOS' fAil!i~nJ:tllPE RA TIO tiS. 6 
7 
8 

IPLOS' -Page Management is ~ased on PEE for the following 9 
reason sl 10 

11 
o PFF is an effiCient algorlthm inexecution time, control table 12 

size and minimlzes memory space-time products. 13 
14 

o Memory ls allocated accordlng to the dynamically changing 15 
memory reQulrements of a program. 1& 

17 
0- No prIor knoHledge of program behavior Is required and it can 18 

be applied to programs of different types and sizes. 19 
20 

a Using a PFF algorithm in a multiprogramming envIronment, the 21 
system scheduler has control over the efficiency and memory 22 
requIrements of al I tasks/Jobs. 23 

24 
25 

To statisfy IPLOS' reQuirements ~~~made to PFf 26 
in the followIng areasl 27 

28 
o Compensate for the peaking behavior during changes of locality 29 

by adJustIng ageing rate according to page-fault-freQuency. 30 
31 

o PFF Is a -program/task local page replacement algorithm.- IPLOS 32 
is designed to permit sharfng of code and data among tasks of 33 
a Job and between separate Jobs. The 'gl obal' usage pattern 34 
requires that shared pages be removed from memory according to 35 
a 'global' policy. Its lmplementationshould be such that the 36 
global polIcy only applies to shared pages wIthout 37 
interference Hith the program/tasK _ local lIIanagement of its 38 
private pages. 39 

itO 
o PFF only frees pages whIle a page fault is being serviced. A 41 

compute bound program might go without a page interrupt for' 42 
long time intervals, whIle some pages could leave Its 43 
workIng-set and should be removed from memory. 41t 
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2.0 P~GED MEMORY ANO SCHEDULING IMPLICATIONS 
2.4 IrLOS' MEMORY MANAGEMENT &NVIRONMENT -----------------------------------------------------------------------

Memory management Is per formed loll thin IPLOS' Storage System 
Hierarchy (for details see 3.0). Pages owned by Active Jobs, and 
shared segments, are managed according to IPLOS' Paging 
AlgorIthm. Memory management, as applied to Inactive/deferred 
Jobs, Is pre-empt/resume strategy on a ~~askl basis. 
SImilarly, Page_Control maintains JOb Horklog-Sets based on the 
assumption that the contained tasks' work Is closely related 
IIlthln the same areas of ,locality of the virtual address space. 
Not closely related 'work' should be performed by separate jobs. 
A job can easHy submit other, jo'bs, share segments/flies/private 
disk-packs, etc., and exchange messages/signals. Asubmited job 
is' scheduled independent Iy', according to its olin resource, 
requIrements. 

A running job is delineated by a Segment_Descriptor_Table 
deUned Address Space and entries wltMn various system tables, 

·l.e.,_ 

o System MonItor entries 

Runnlng_Job_Drdinal_Table_Entry 
Contro I_Point(s) 
Signal Buffer(s) 
Timing_SIgnal Selection(sl 
Etc. 

o Segment_Control entrIes 

Physica IF lie DescrIptors 
Active Segment Control Tables 
POOl_File Allocation Map(s) 
Etc. 

2.4.1 JOB HORKING SET SHAP 

Within a job several tasks can be simultaneously executed by 
the multiprocessing system controlled processors. Perlodlcly. 
when a job's tasks used a certaIn amount of system·resources (CPU 
time, memory space. channel time. etc.) the· Job Scheduler 
Im.tructs Segment_Control. via System Monitor. to Inactivate and 
sllapto a SlIap-F Ilel 
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2.0 PAGED MEMORY AND SCHEDULING IMPLICATIONS 
2.4.1 JOB HORKING SET SHAP 

o All private pages in the job's Harking-Set. 

o All currently used execute and globally read only pages. 

'(F or a detail ed descr ipt ion of Horki ng-Set-Swap condl t Ions, see 
Chapter 9. 2.1(1.1.1.31. 

2.4.2 JOB SHAP 

An inactLve job might be further 'deferred' for the 
f 0 I I ow I ng re as ons I 

o On~ of Its tasks goes Into a 'Iong lIalt· (I •••• walts for 
terminal Input, new tape/disk to be assigned' or Queues for 
the exclusive use of an Interlocked fIle/segment) and all 
~he other tasks are also waLting. ' 

o Used Its share of system resources for the current 
'schedule cycl e' Ln the RunnIng Job MIx. 

'0 Too many running Jobs In Lnactlve state (Lnactive jobs tIe 
down locked memory by the Ir respect ive entrIes In system 
tables). 

o Etc. 

On a Defer_Job request. Overseer and Segment 
transfer to the Swap_FLle an inactIve jOb'S ownedl 

o Content of entries in System Monitor Tables. 

Control 

o Private PhysIcal File Descriptors and Segll\ent Control 
Tables. Shared Physical File Descriptors and Segment 
Control Tables' are 'aged' troll system tables and 
eventually removed by Segment Control to the 
one-per-system Shared_ll escri ptors_Catal og. 

Segment_Control requests the allocation ·of contiguous space 
on rotating, direct access mass storage so that a swap operation 
can be streamed with mInimal movement of the recording heads. 
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2.0 PAGED HEHORY AND SCHEDULING IMPLICATIONS 
2.5 PAGE CONTROL FUNCTIONS 

-----~-----------------------------------------------------------------
2.5 pAGE CONTROb~~ 

Page Control .Is actlvated by' a sIgnal. The followIng can· 
cause an actIvation signall 

o Task servIces, on. an AdvIce. Lock, etc. request.. 

o System Monlt or, fo II ow1n9 a Page_Tabl e_Search_ItUhout_Flnd 
page Interrupt. 

o System Monitor, on a Memory ·Mal funct'lon Interrupt. 

o Job-Scheduler, to Instruct re-evaluatIon·.o·f a job's 
Itorklng-Set and Initiate possIble steallng of InactIve pages'. 

o Systell Overseer, to InitIate page steallng from a job whIch 
has not had a page Interrupt for:a certaIn t'lme Interval.' 

2.5.1 SYSTEM MONITOR'S RESPONSIBILITIES 

The functions and' parameters supported by Sys't em Moni tor for 
Page Control consIsts ofl 

o TET Task_Executlon_TIme. CPU tIme usad by a task, 
normalIzed to PO thle, Is maIntaIned wIthIn Its 
Control_PoInt. 

o LPIT Last_Page_Interrupt_TIme. On a page Interrupt System 
Monitor calculates the a pprolll mate sum of the job's 
Task_Execution_TImes and records It as LPIT In the 
RunnIn9_Job_Ordlnal_Table (RJOT). 

o PATT - Page_Age_Tlck_TIme. 
In· RJOT. determines the 
job's Working Set. 

A parameter set by. Job Schedul er 
aging-rate of pages belongIng to a 

On a Page 
actIvated wIthIn 
actionsl 

Interrupt Page_Interrupt _Request ",-Processor' Is 
Systell MonItor. It perforlls the followIng· 

o Sums the Task_Execution_Hmes (STET). Tasks be longing to the 
same lob could be runnIng In parallel on other processors and 
onl y the I ast recorded TET" s can be obtaIned.. (The other 
processors woul d have to be Int"errupted and Int.rrogated by a 
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2.0 PAGED MEMORY AND SCHEDULING IMPLICATIONS 
2.5.1 SYSTEM MONITOR'S RESPONSIBILITIES -----------------------------------------------------------------------

sIgnal for 'exact values.) 

o Obtains LPIT from RJOT. 

o Calculates Age_Interval_Increment (AIIU 

All = (STET-LPIT)/PATT 

o Calculates Page_Fault_Frequency (PF.F) I 

PFF = 11111 (STET-LPIT msec) page Interrupt/sec 

0' Records STET ·as LPIT ,In'RJOT • 

o Sends a sIgnal .. to Page_Control whIch contalnsl 

o Control PoInt IdentIfler 
o Page IdentifIer 
o AII« rounded) 

'0 PFF . 

2.5.2 PAGE QUEUES 

Page Control maIntaIns several page frame queues accordIng 
to ,usage and status. These are the followlngl 

o Job Horkins Se1...JhlJUiU. : Page, frall/es belongIng to a lob are 
maIntained In 'approx IlIIate' LRU order (see Scan ba low). 

o Shared page Qyeye. When a task Interrupts to a page wl'thln a 
shared s.egment It Is counted as beIng part of the Interrupted 
lobs workIng set. After ,being used for a certaIn tIme perIod 
It's valId and used bIts are cleared. It 15 taken frolll the 
JOb_WS and pi aced Into ·the, Shared Page Queue. 

o fI::§~~lolU' When a page Is removed fr,om the actIve 
queues Its page- frame Is' pI aced Into one of. the Free Page 
Queues. Anv page which has not been modified Is lInked to the 
Ava! lab I e_Free . Queue. any page which has been modI f led Is 
linked to' the ModI f led_Free Queue. Mod! fled pages must btl, 
wrltten' to mass storage before the page frall/e can be used. 

Ithenever a ,page' Is 'stol en' from,a Job's WorkIng Set or the 
Shared Page Queue. Its valid bit 1s reset and the page· 1s I1nked 
to ,the approprla'te Free Page Queue. 
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2.0 PAGED MEMORY AND SCHEDULING IHPLICATIONS 
2.5.2 PAGE QUEUES 

When a free page Is requIred to satIsfy a page Interrupt, 
Page_Control al .. ays trIes to take a page frame fIrst from the 
Avallab le_Free_Queue. When the· number of entrIes In the 
Avallable_Free_Queue drops bel 0 .. some threshold, pages In the 
Modlf i ed_Free_Queue are. re .. r Itt en to their re spectl ve home 
posItIons on Hass Storage.· Tnus, the .. rite operatIon does not 
have to be performed .. hlle some task Is .. altlng for the page. 

Before a page-frame can be reallocated, all processor's Map 
·Buffer entrIes poInting to the contained page must be cleared. 
~~ Buffer eotclg~, corresponding to page frames In the Free 
Queues, a I so hUiL!.LJ2LW,Ir ged If ce!.!:..allSLfrom the Cll&ll!L.IL_ll 
Real MemQCL-A.!:!~ IRMA) anrLD.slLs.:ts..Um VirtyalMl1l:fili (SVA). 
A processor al .. ays checks Its Map Buffer before the· Cache Buffer 
is ·accessed. SInce no entry can correspond In the Hap to a page 
not in memory, there is n2-~nfllct uQ111--a~VA or RMA lli 
~..L- An RHA is immediately reused .. hen a page frame is· 
allocated to a ne .. page. ActIve Segment IdentifIers are only 
reused Infrequently, and then all Cache Maps are cleared (See 
ASID management in 1t.0 below). 

Page Control tIme stamps the page when it Is placed into 
eIther free Queues. All processors are perIodIcally interrupted. 
the respective maps cleared by System Monitor and the tIme 
recorded. Page_Control compares the page-frame's time-stamp to 
the last Buffer_Flush':"Tlme-s (there could be several 
processors!) and if it is older than the least recent one the 
page frame can be reused.· OtherwIse, Page_Contro I requests 
System HonItor to have the buffers cleared of entrIes 
corresponding to the current Free Queue's pages. On return from 
System Monitor Page_Control can no .. assume ·that all free page 
frames are avaIlable for reuse, frequency of Buffer_flush_Tlme 
depends on paging_rate/H·lnlmum_Free_Queue_Slze ratio, thus, the 
scheduler can make the CPU versus Idle-memory overhead tradeoff 
(for detalls see ReplenIsh_free_Queue operatIon in ·1t.0 belowl. 

?age Table locatIons correspondIng to Free~Queue entrIes are 
only cleared on actual reassIgnment of a page frame, e.g., just 
before a page Is read from mass-storage or when a page Is set to 
all zeroes. Page_Control al .. ays looks flrst In· the Page Table· 
.. hen a page Interrupt Is beIng servIced and retrieves a stili 
useab I e entry from the Free_Queues or Shared_Queues, 
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2.5.3 USED BIT SCAN ROUTINE (SCAN) 

2.5.3 USED BIT SCAN ROUTINE (SCAN) 

In order ·to determine the recency of use of a j ob's pages 
and to take away from It any pages which are not being used, the 
used b Its of a II pages whIch belong to the job and have theIr 
valId bIt set are examIned (at tImes indicated below). The Scan 
routlne's input parameters are the followingl 

o All (from Page_Interrupt_RP) 
·0 Age_Interval_Celling (AIC) 
o Age_Interval_Floor (AIFI· 

AlC and AIF are obtaIned by 
(Job Scheduler can change It 
conSideratIon, see 2.5.6 
Unused_Age_lnterval_Table, whIch 
It relates PFF to AIC/AlF. 

Page Control from a statIc table 
according to global scheduling 
and 5.0 be I owl, ca II ed 
is maintaIned by Job_Scheduler. 

Scan performs the followIng actionsl 

o ~.Jil1~!l - The page has been used recent I y. The used 
bit is turned off and the Age_Count field set to zero 
wi thIn the corresponding Memory_Map entry. 

o ,Ug~.11. Age_Count Is Incremented by All. The 
magnitude of the A-ge_Count, since the use_bit has been 
off, determines the specific actlonl 

The page has been unused for more than AIC time 
Interval; thus. It Is no longer considered as 
belonging to the job's Working_Set. It is removed 
from th~ WorkIng_Set by having its valid_bit turned 
of f and be Ing -linked to the Free_frame_Queue. It· s 
page table entry is only deleted (set to all zeroes) 
when the page fra·lI8· is actual I y reused. If the page 
is re-accessed before the page_frame is reused, a mass 
storage read operatIon is avoided. 

b. Alf ~ Age_Count < AIC 

The page has been unused long enough to be eligible to 
be taken from the.·)ob's Working Setand·lts page frame 
Is reused by a new page of the job. if requIred, 
During the scan process. the pa~s are chaIned Into an 
approximate· LRU list, the one with the highesf 
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------~----------------------------------------------------------------

Age_Count at the head of the list. 

c. Age_Count < AIF 

The page has not been unused long enough and may not· 
be taken from the. Job. Once a page is gIven to a Job. 
it is prot.ected. for' at least the AIFHme Interval. 

2.5.4 PAGING ALGORITHM 

IPLOS' PagIng Algorithm is based on PFF with extensions from 
DWS. System Honitor's Pagunterrupt_RP' calculates 
Page_Fault_Frequency and Age_Interval-lncrement., PFF is used by 
Page_Control to obtain values for Age_Interval_CeilIng and 
Age~Interval_Floor from the Unused_Age_Interval_Table. 

The following sets of actions comprise the algorIthml 

1. Compare AIC to the Age_Count of the lobs LRU pagel 

o Take a page from the Free_Queue 
o InItIate Page_Pull Sequence. 
o If no page on Free_Queue, use Job's LRU page and clear 

processor maps accordIngly. 
o Place LRUpage on Free_Queue when notused. 
o Exlt to Step (2) .. 

b. AIF ~ Age_Count < AIC I 

o Take 'a page from the Free_Queue. 
o InIUate Page_Pull Sequence. 
o ExIt to Step (21. 

- If there IS no page on the Free_Queue' 

o Take LRU page. 
o Clear Processor Maps. 
o Inltlate Page_Pun .Sequence. 
o ExIt to Step (2),' 

c. Age_Count < AIFI 

o Take Page from Free_Queues. 
.0 Initiate Page_Pull Sequence. 

NCR/CDC PRIVATE REV.,06/23175 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
1:6 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28. 
29 
30 
31 
32 
33 
34 
35 
36, 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47. 
48 

2-14 
ADVANCED SYSTEMS LABORATORY CH0704 

7~/06/26 

IPLOS GDS -Storage Management -----------------------------------------------------------------------
2.0 PAGED MEMORY AND SCHEDULING IMPLICAT IONS 
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o EXit to Step (2). 

- If there Is no page on· the Free_Queues and All ~ 1; 

o Scan J obs WorkIng~et. 
o Set All = 0 
o Repeat Step (1). 

When All Is zero and there are no pages on the 
Free_Queues I 

o Reschedule processing of this page Interrupt. 
o Schedule ReplenlslLFree_Queue OperatIon. 

If the Free_Queue Is successfully refilled. the page 
Interrupt Is processed agaIn, otherwIse ~~hedyler Is 
D°tlfled. 

2. If All ~ 1 Scan Job's WorkIng Set and ExIt to Step (3). 

3. Change Control-POint_Status when· page becomes 
available. 

2.5.5 SHARED PAGE MANAGEHENT 

When' a task interrupts to' a shared page It is counted as 
beIng part of the containing Job's Working Set. Its active age 
within the Working Set is maintained by Page Control as a count. 
the Act Ive_Age_Count, This is updated by the 
Used_Bit_Scan_Routine whenever it is activated for the respectIve 
Address Space. After being'used for a certain length of time. 
the AcUve_Age_Llmlt perIod, its valId and used bits are cleared. 
It Is taken from the Job's Working Set and placed Into the 
Shared_Paged_Queue, On a sUDSequent page Interrupt, It Is agaIn 
placed/replaced Into the WorkIng Set of the Inteprupting task's 
Address Space and thus, an active page Is moved from Working_Set 
to WorkIng_Set of the Jobs sharIng it. Jobs .are charged for the 
amount of real memory utilized by their Working Sets and. sInce 
shared pages are moved around periodIcally. It·Is now possible to' 
assIgn a shared page's usage tIme equitably. 

While a shared page is within an·Address Space's WorkIng 
Set, it Is aged by .the Scan routine Just like a non-shared one. 
however, the Page Fault Frequency used for retrie.ving Its 
respective AIC/AIF values from' the Unused_Age_Interval_Table Is a 
functIon of both the· containing J~b's PFf and the'System's 
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2.0 PAGED MEMORY AND SCHEDULING IMPLICATIONS 
2.5.5 -SHARED PAGE MANAGEMENT 

Shared_PFF. Shared_PFF is maintained bV System Monitor. It Is 
the average PFF of page interrupts to shared pages vs. total CPU, 
time accullulated bV the currentlv active jobs. The 
'eviction-rate', ,of shar.ed pages 'from real memory is thus a, 
~unction of the global usage pattern. 

Actl ve_Age_Count of shared pages wi thin the Horki ng Set of 
I/O bound Jobs might never reach the Actlve_Age_Llmit. Page 
Thrashing Monitor in Svstem'-Honltor's Overseer compensates for 
:this' anomaly bV actlvating SCAN whenever the Shared_PFF falls 
below a Job Scheduler set ml'nimum threshold. SCAN attempts to 
take shar-eil pages from the jobs' Horking Sets, and place them 
Into th.eShared_Page_Queue,' until Shared_PFF ri ses above the 
prescr'i bed' thresho,l d. 

2.5 .6 PAGING STRATEGY CONSID~RAHONS 

IPLOS' Paging Strategy Is a combinat ion ·of PFF and DHS, 
Unreferenced pages are automatIcally 'evicted' from memory after 
the elapse of a time-Interval, Age-Interval_Ceiling (AIC). An 
approximate Age_Count indIcates how long a, page has not been 
referenced. AIC Is simIlar to T, the Horking-Set Parameter. 
Hhen AIC is set too hIgh memory becomes under-utllIzed and the 
multlprogramming-Ievel limited. A too low value for ,AIC can 
result In thrashing, pages to b,e used soon could be removed from 
memory and then Immediately reloaded. Age_Interval-,-Floor sets 
the lower limit to an unreferenced page's right to stay in memory -
since there is a high probabilitv that it wIll be referenced 
agaIn during this interval. When a Job needs a oage, one with an 
age greater than AIC is a good candidate for replacement. 
However, pages with ages between AIC and AIF should onlv be used 
whenl 

o A program is in stead V state and new code or - data pages are 
only required occasional Iv. 

o A program is movIng to a dIfferent locality (e.g., 
Horking-Setl and the old pages should be rapidly flushed from 
memory. 

The • instantaneous' page-fault-freQuency is used by IPLOS 
PagIng Algorithm to dIfferentiate between the above conditions. 
Values of AIC and AIFare constant for an exact implementation of 
DHS. PFF, does not take Into consideration the, relatIve age of 
unreferenced pages. In IPlOS AIC and AIF ,are a functlon of the 
Page_Fault_Frequencv, and chosen In such a Kav, ,as to maintain, 
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IPLOS GJS - Storage Management -----------------------------------------------------------------------
2.0 PAGED MEMORY AND SCHEDULING IMPLICATIONS 
2.5.& PAGING STRATEGY CONSIDERATIONS 
---------------~-----------------~-~-----------------------------------

the PFF at an optImum level. 

OpU mum PFF 1 s con figurat ion and usage pattern dependent. 
Maximum paging rate of a system Is influenced by' 

o Memorv size, e.g., mUltIprogramming level. 

o I/O Channelwsl Data Rate 
Number 
Memorv Access Interference 

0, Number of simultaneous' Transfer-s 
Seek-overlaps 

-0 CPU overhead incurred in Page and Block Control. 

DifferIng patterns of use (i.e., transaction, interactive, 
batch) require optImIzation forI 

o Min imum response time to transact ions. 
o Job thru' put. 
o CPU utilization. 

Generally it is possible to trade-off CPU- overhead for 
response time; however, this can only be achieved dYnamically 
within a continuouslv balanced paging system. 

On Figure 2-1 'possible' Age_Celling/Floor curves are shown 
as a tunct ion of PFF. An opt imum PFF of 20 Is assumed. At high 
paging rates pages are protected for shorter time periods and 
become candidates for reassignment earlier. SInce the algorithm 
tr Ies, to • stea I' pages from -, the page- faul t ing } ob first, non 
regular ·thrashing· programs ~re naturallv limited In theIr rate 
of ,expansion. System Overs·eer periodiclV examines individual 
RJOT entries which containl 

o PFCI -Page_Interrupt~Count_Increment. Number of page faults 
since last examinatIon. 

o PIAS - PICI_AccumulatIon_Start time In job execution-time. 

From the above parameters System Overseer deducts I f the 
job's paging rate is below the desIred minImum and Instructs Page 
Control to activate Scan. 

Age_Interva I vs. PFF curves should be constructed 
empirically by observing system behavior dur,ing a set of 
benchmarks. Job Sche dul er maintai ns tile Unused_Age.;,.In terva I_Ll st 
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2.0 PAGED HEHORY AND SCHEDULING IHPLICATIONS 
2.5.& PAGING STRATEGY CONSIDERATIONS . 
----~------------------------------------------------------------------

wh1ch conta1ns tabulated values of AIF and AIL vs. PFF. PATT, 
Page-,Age_Tlck_Tlme. 1s also set bf Job-Scheduler;· thus. it can 
control how often should a J ob's Morklng-Set b.& aged. Accuracy 
of MS_S1ze evaluation should be welghed aga1nst the overhead of 
the more frequent evaluat1on. 
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2.0 PAGED HEHORY AND SCHEDULING IHPLICATIDNS 
2.5.& PAGING STRATEGY CONSIDERATIONS· 
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3.0 DESIGN CONSIDERATIONS 

----~------------------------------------------------------------------

3.0 DfSIGN CONSIPERATIONS 

The following topics hC\d such a signIficant influence on the 
general design of the Storage System that are judged sufficIently 
important to Just i fy their appearance In this GDS. 

3.1 STpRAGEHIERA~l 

As computing grows Increasingly more data oriented. the 
speed of data handling. and. ~specially of storage functIons, 
becomes the lImIting factor In the overall performance of modern 
computers. Storage systems typically use several technologies. 
whIch are /lnked together with the objectllle of effectively 
utIlIzing the advantages of each technology (high speed. low 
cost) • 

The early memory hIerarchy designs attempted to integrate 
the speed/cost characterIstics of electronic and 
electro-mechanIcal storage with rather dIsastrous result. The 
slow access tImes of drums. and/or fixed head disks. resulted In 
a Significant - degradation of the CPU performance when a large 
number of references to auxlliary storage Here made. To 
compensate for such dIsparity in access time. the maIn memory had 
to contain nearly complete programs and their working storage.­
In - additIon. the cost/performance characteristics of the three 
level disk/drum/electronle-memory hierarchy has been rather poor_ 
due to the high cost. low capacity and slow access time of drum 
Ilke devices. To date. hierarchy has been used successfully only 
in-the main ,memory system where the speed/cost characterIstIcs of 
dlfferent electronic, and not mechanical. storage technologies 
haVE! been Integrated (e.g., bIpolar cache vs HDS memory). 

There are a number -oftechnol ogies be ing current I y pursued 
that can lead to storage devIces falUng between the tradl tional 
high cost. high performance maIn storage anli lower cost. low 
performance electo-mechanlcal storage. Hany of these 
Intermelilate storage approaches have been, successfully 
demonstrated and the most promIsing ones shuld be in full­
product Ion before the fIrst >IPL -system Is liellvered. These new 
devlc,es are of electronIc nature with the resul tant· 
cost/performance and rellabl Uty benefits. Their development 
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3.0 D~SIGN CONSIDERATIONS 
3.1 SrORAGE HIERARCHY 

completely alters the feasabl11ty and 
automa tica II y managed memory h iera rChles. 

deslrablll ty of 

IPL's Storage System will Include the capabilIty of managing 
and functioning withIn a three level storage hierarchy (e.g ... 
mass-storage. paging storage and real memory). The design of 
this feature is being Influenced by the following maIn 
objectivesl 

o A user should be able -to control Hhe~e in the Storage 
Hierarchy his data is. 

a Elements of the Storage 
managed/controlled slmila~ly 
device. 

Hierarchy should be 
to any other mass storage 

o Storage Hierarchy's Control Software should be 
~emoved/lncluded at System Generation as an optIon. 

The next release of - this GDS will include 
descrIption of the Paging Storage Hanagement/Control 

a detailed 
algorIthms. 
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3.0 DESIGN CONSIDERATIONS 
3.2 SHARING IMPLICATIONS -----------------------------------------------------------------------

A major -design objective of the IPL :System Is to provide for· 
the sharIng of data structures within dIrectly addressable 
segments. IPL hardware's Virutal Memory Mechanism and the 
Storage System supported data structures accomplish the sharing 
of an execute, read-execute or read-only segment In'a relatively 
straight forward manner. The only requIrement is to establish a 
Segment' Descriptor within the accessing job's Segment Descriptor 
Table for the respective segment. manage Its page.s In 'memory and 
transport them to/from mass storage. 

However, support for concurrent, in place, updating and 
slmultaneou's reading of arbitrary data structure's places some 
additIonal requirements on the Storage System. These are the 
followlng' 

11 ProvIde for the locking of arbitrary data structures for 
exclusive update. 

2) PI' event concurrent update of· I nter-I ocked data structures. 

3) .. PermIt sImultaneous, shared reading of 
Inter-locked for exclusive update, In 
non-modified form. 

data structures, 
their original, 

4) Provide queuing lo-glc to permit proper sequencing of 
conflicting demands. 

5) Detect anexlstlng deadlock. 

6) 'Provlde for the automatic roll-back of the effect of a set of 
updates to remove a 'deadlock or correct a system or user 
error. 

7) Provide. the above facIlities for controlled, simultaneous 
access to data structures within a set of segments. 

8) - Provide the above facilities without excessive overhead and 
with minimum penalty to those users who do not. subscribe to 
thelr use. 

ReQulrements (1), (2). (3)',(6)' and 181 naturall y foil ow 
frolll the basIc structure of the Storage System. To meet 
requ..1rements (4)' (5). and (7) -addlt ional code-and tab I e space 
hlis- to be utll.1zed within the Working Set 0 f those ) obs whlch 
subscrlbe to this servIce. 
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3.0 DESIGN CONSIDERATIONS 
3.2 SHARING IMPLICATIONS 

The relevant requests. thelr sharing and usage options plus 
a detai led description of the Individual request's Internal 
operation is described In 6.1.2.4 and 6.1.4. 
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3,0 DESIGN CONSIDERATIONS 
3.3 R~COVERY AND RESTART 

3,3 RECOYERY ANP RESIABl 

Storage Hanagement is res pons ib I ef or managing the residency 
of a Job's code, working storage and data segment's pages/blocks 
within IPL's Storage Hierarchy. It performs the respective 
functions automatlcal Iy, without Its users explicit knowledge, 
and thus it must be also responsible for guaranteeing the 
validity of the Information entrusted to its care. Internal 
design of the ·Storage Management must refl ect this requirement, 
within the cost/performance constraints (e.g., real memory and 
processing time overheads, additional external storage space 
used, etc.) imposed on IPLOS. 

Storage Management will have the following capabilities In 
support of the system resiliency requirements' 

o Integrity of a Deferr~d Job's code, working storage and of 
data segments loca·' to It's Address Space are guaranteed 
over System Restarts. 

o In case of a system power outage, it will dump sufficient 
number of its tables and data pages to provide for' 

IdentifYing the aff licted Jobs and pages/blocks of 
shared data segments. 

Memory 
(c.f., 
saved. 

res ident pages 
&.1,2.1.1 Usage 

of 'crItlcal' data segments 
(Critical) parameter) are 

o A Recovery Subsystem is provided which attempts to salvage 
the Storage System's·tables from a System Dump and asslts 
other elements of IPLOS with their respective 
recovery/restart responsibilities after a system outage. 

NCR/CDC PRIVATE REV 06/23175 

1 
2 
3 
4 
5 
6 
7 
6 
g 

10 
11 
12 
13 
14 
15 
16 
17 
16 
19 
20 
21 
22 
23 
24 
25 
26 
27 
26 
29 
30 
31 
32 
33 
34 
35 
36 
37 
36 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48. 



4-1 
ADVANCED SYSTEMS LABORATORY CH0704 

75/0&/2& 
IPLOS GOS - St orage Hanagemen t -----------------------------------------------------------------------

4.0 STRUCTURE 

4 • 0 SI.ElllaUBf. 1 
2 
3 
4 
5 
& 
7 

Thls sectlon ls belng contlnuously revIsed and 'contalns 8 
lmpiementation details. An up-to-date copy can be obtalned by 9 
lIstIng the file R7, under User Number HAD, wIth"!n ASL"s SES 10 
Sys~em. 11 
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5.0 JOB SCHEDULER AND DATA MANAGEMENT INTERFACE 

5.0 .lOB SC!j~R AND DATA HaNAGEI1;'IH INTERFaCE 1 
2 
3 
4 
5 
6 
7 

To be supplied "hen the internal design of the Storage 8 
System is completed. 9 
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6.0 USER INTERFACE AND FACILITIES 

T hIs sect Ion contains . descrlpt Ions of the Storage Syst em 
requests. These are grouped Into the follo~lng categories' 

o Segment Control Requests' 

InItIate/terminate Segments 
Manipulate ~egment DescrIptor Table Entries 
Control Segment Attributes 
Control sharing of Segments 

o Page Control Requests' 

Predict memory usage 
Hanage memory 

o System Interface Requests' 

Assist other elements of the Operating System 
Define tables/parameters to be used by the Storage 
System procedures 

The follo~ln9 conventIons are 
descriptions' 

used In the request 

o Requests follo~ standard operating system conventions, as 
speCified In Structure Overvle~ section of this GOS 

o Requests are specIfied as SWL macroes 

o On return from the Storage_System_ReQuest_Processors, the 
Request_Status parameter Is always Immediately avallabl e. 

If the request ~as accepted, the requestor can 
determIne If It ~as completed or just initIated 

If the request ~as rejected, the requestor can 
determine the reasons 

Fields In the request stat~s provide Information about the 
condItions of Completion or ,InitiatIon, speclty parameter 
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6.0 USER INTERFACE AND FACILITIES 

o 

errors or reasons for reJection. 
memory, InstallatIon threshold 
are full, etc. 

Examples; No available 
has been reached, tables 

Option field specifies variants of a standard request and, 
In case of error conditIons, provide Instructions for 
alternate actIon. 
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6.0 USER INTERFACE AND FACILITIES 
6.1 SEGHENT CONTROL REQUESTS 
----~------------------------------------------------------------------

6.1 ~E~HENr CON(~EQUESIS 

Segment eont'rol Requests are used to create. manIpulate and 
control Storage Spaces which are made addressable via IPL's 
Virtual Hemory Mechanism •. They are grouped into the following 
categorIes I . 

A. Segment Creation/TerminatIon reQuestsl 

o SC'Inltlate_Segment 
o SC'Termlnate_Segment 
o SelHap_In 
o SCI Hap_Out 

B. Segment Descr1ptor Table HanipulationreQuestsl 

o SC'Expand_SDT 
o SC'Contract_SDT 
o SCIReserve_SDT_Entry 
o SC'Return_SDT_Entr'y 
o SC'Change_Access 

C. Segment Attribute manipulatIon requests I 

o SelSet_Hax_Length 
o SeiExpand_Segment 
o SC'Contract_Segment 
o SC'Truncate_Segment 
o SC'Release_PVA 
o SC'Status_Segment 

D. Segment sharing requests I 

o SC'Hake_Global 
o SC.Make_Local 
o SC#Cre ate_Transact ion_Ll st 
o Se'Remove_Transaction_List 
oSC'Register _Transaction_Set 
o SC'Start_Transactlon 
o SC'Exl t _Tra nsact lon_Set 
o SCILock_PVA_Range 
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6.0 USER INTERFACE AND FACILITIES 
6.1.1SEGHENT CONTROL AND ACCESS RIGHT CONVENTIONS 

b.l.1 SEGHENT CONTROL AND ACCESS RIGHT CONVENTIONS 

The following 
segment access and 
Segment C ontro II 

objectives Influenced the design of 
ownership control procedures supported 

the 
by 

o A user's control over hardware features should only be 
limIted by system Integrity and privacy .consideratlons. 

o ProvIde for ·the controlled sharIng of dire:ctly addressed 
segments, wi thin and among separate Address Spaces,' 
wlthoutthe requirement that only permanently cataloged 
Direct Segments can be shared globally. 

o PermIt the Operating System provided 'access monitor' 
procedures II ke Pro'gram, Job and Data Management to' 
exercise control over theIr speclf·Ic areas of 
responsibIlity without preventing a user from explicitly 
controltlng his own environment. 

o Use only a mInimum ofsof.tware and syste. table space to 
achIeve the above objectives. 

-&.lil.1 Segment Control RIght Convention~ 

Program and Job Management procedures create active entities 
like 

o Address Spaces - Jobs 
o Control Points - Tasks, Programs 

Whose direct access to each other ,and to elements of the virtual 
Address Space is control led by hardware. Segment Descriptor 
Tab les define a lob's Addres's Space, ring/key combinat ions define 
task/program accessable segments withIn thIs Address Space. 

The keyllock mechanIsm 1s used by Segment Control to define 
and IdentIfy a set of related segments (e.g., owned andlor 
controlled/used by.the same'entIty within one Address Space) via 
theIr Segment· Descriptors. A limited set of ownership and usage' 
contro I In format ion Is maintained wIthl n Segment Oescrlptors, in­
addltion, to the hardware enforced access control data. These 
Control_Attr lbutes are encoded in to the re.spect ive Segment. 
Descriptor's Type Held (See 4.0 for, detaIls). The Control·'· 
Attributes can be speci f led by. th~ SC.InUt'ate_Segment and 
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SC#Change_Access requests (c.f., 6.1.2~1.1 and 6.1.2.2.5). 

A Segment·s Control_Attribute can be at one of the following 
Contro I...;.Leve i s. 

o Owner 
o Pass 
o Copy 
o Use 

Owner' Owner Attribute can be given to an entity over a 
SeglDent Descriptor (SO) In the followIng cases. 

1. It Is the InUIal Segment Descriptor,Table entry of, 
the newl y created segment by the entity. 

2. It Is the File Access Procedure, as defined by the 
File Control Block of a Direct/Indirect Segment. 

3. It Is the owner of the Direct/Indirect Segment, as 
recorded within its File Control Block. 

4. ReQuestor·s Validation Level Is 
Serv lees. 

that of Task 

Owner 
the SO 
Field) 
new SO 

of an SO (e.g., the reQuestor·s key matches that In, 
and It has Owner Attribute recorded within Its Type 
can change its access right fields' or initiate a 

with the following attributes' 

o Lower/higher access rights, 
o In any Address Space, 
o With any Control Attributes 

'Pass' Pass Attribute, with respect to a Segment Descriptor, 
can be given to an entity by Its owner or another entIty 
with Pass right. 

Pass right, with respect to a Segment Descriptor, enables 
an entity to chenge'Us access right fields or Initiate a 
new SO wlth the following attributes' 

o Lower/higher access rights, 
o In the current Address Space, 
o With Pass, Copy or'Use Attributes. 

Copy' Copy Attribute; with respect to a Segment Descriptor, 
enables an entity ,to change Its access right fields or' 
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initiate a new SO wIth the following attrlbutesl 

o Lower or higher access rIghts, 
o With the same key/lock, 
o WIth Copy or Use Attribute. 

Usel Use Attribute, wlth respect to a Segment Descriptor, 
enables an entity 'to change its access right Herds, or 
InUlate a new SO with the followIng attributes I 

o Lower or 'same access, rights, 
o With the same key/lock. 

6.1.1.2 ~cess Cgotcgl Cgoventigns 

Independent 
FieldS are 

to the set of 

A Seg'ment Descr I ptor·s (f or details see Mode I' 
IPL Processor/Memory GOS) Access_Control 
initialized/modified by Segment Control according 
conventions detailed below.' 

A. The following restrictions app Iy when, a reQuestor·s 
Validation Level Is that of Task Services or greater (e.g., 
the call is If from a higher, less capable ring); 

o A Global_Privileged segment can only be created from 
within a System JOb·s Tas~ Services. 

o A segment can only be Initiated with an Execute Attribute 
when lts wrUe rln'g (R1) ,Is greater or equal to that of 
the reQuestor·s Validation Level. This restriction 
preverits a user fro'm direct I y creating an executab Ie 
segment which can execute within ,more privileged rings. 

B. The following addltlona I restrictions apply when a 
reauestor·s Validation Level is' greater than that' of Task 
Services; 

1. General Restrl-ctlons 

o No Segment w1.th Execute A,ttrlbute of 

o 

Local-Prlvlleged can be Initiated. 

No 'Segment 
Section can 
a user from 
which might 

wIth the Read Attribute of Binding 
be Initiated. This restriction prevents 
dlrect,ly creatlng Int.er segment Ilnkages 
by-pass gate~ ,entry po}nts Into more 
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6.0 USER INTERFACE AND FACILITIES 
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2. 

privIleged rings. 

o A segment, initiated with execu~e attribute, 
inherits ,lts Inltiator's Global/Local Flags and 
key. This restrIction permIts Segment Control to 
maintaIn the, intra Address Space Isolation firewal Is 
provided by the Key/Lock feature. 

o A reQuestor's key must be the same as that within 
the Segment_DescrIptor specIfIed by a Storage System 
request when one of the fol lowIng actions Is 
requested. 

o 

Initiate a new SO per specifIed one, 
Change Its access control or 
attr I butes, 
Use I tin arty Page C ont ro I request s • 

When an exIstIng global segment Is made 
by a new Segment DescrIptor and the 
entity has no Owner rIghts than, the 
attributes must be definable by the 
transformat ionl 

ownershIp 

acc e'ss ib Ie 
request! ng 
new access 

fol lowing 

Read/Write -> Execute/Read -> Execute 

The above rule prevents damaging a globally shared 
Read/Execute only segment 

When an eXisting file is made dIrectly accessable 
Direct Segment the followIng fie Ids of 
File_Control_Block (See section IV, Appendix A) 
restrict accessl 

as a 
the 

rwlght 

o faprlng The 
and read 
faJ)ring 
defind. 

initiated segment·s write ring (R1) 
ring ,(R2) must be the same as the 

when, a F 1 le_Access __ Procedure is 

o acclevel - must permit Segment Level ,access. 

o Write ring - defines the highest wrIte ring le.g., 
R1 max). If it is Null, and no FAP is 
defIned, user specified ring Is used. 

o Read ring - defines the hIghest read ring (e.g., R2 
max). If it 'is Null, and no.FAP Is deflned, 
user specifIed ring is used. 
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o User IdentifIer - when this field is not that of the 
user Initiating a new Segment DescrIptor then 
Its Control Attribute can be only of Use 
type. 
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6.0 USER INTERFACE AND FACILITIES 
£>.1.2 REQUEST DESCRIPTIONS 

6.1.2 REQUEST DESCRIPTIONS .1 
·2 
3 

The followIng subsectIon contaIns a descrIptIon of requests 4 
accepted by Segment Control. Segment Control requests generally· 5 
execute serIally wIth resp~ct to the requestor. -An eXceptIon Is £I 
always noted wi thIn the IndIvIdual request descrlpt Ion. 7 

8 
Request Status codes, whIch are set before returnIng from g 

each request, and request processing are described In sectIon 10 
£>.1.3 and 6.1.4, respectIvely. 11 

12 
13· 

£>.1.2.1 ~~1nl1Jatlon/TermlDatlon Requests 14 
15 
1£> 

These requests lnltlate/.create or termInate/destroy DIrect, 17 
IndIrect, Temporary or Buffer Segments. The created segment's 18 
physIcal attributes are recorded withIn the· one-per-segment 19 
Segment_Control_Table. One-or-several Segment DescrlptorCs), 20 
wIthIn Segment DescrIptor Tables of those Address Spaces where 21 
thIs segment has been InItIated, point to Its Segment Control 22 
Table. Segment DescrIptors contaIn hardware enforced access 23 
control attrIbutes of the segment and the Segment Control 24 
used/enforced ownershIp attrIbutes. A unIque IdentIfIer Is 25 
assIgned to the Segment on Its creatIon (e.g., when the first 26 
SC#Inltlate_Segment request led to the buIldIng of Its Segment 27 
Contro I Table). The segment· Is known ·by thIs 'name', or Locator·· 28 
Record, whIle its descrIptors exIst within the Storage System. 29 
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6.1.2.1.1 ~~llAlt SEGMENT 

The purpose of thIs request Is to make an. eXIstIng segment 
known by a new process segment number, or enable· dIrect 
addressIng of an eXIstIng file as a DIrect Segment, or create a 
new DIrect, Temporary, or Buffer Segment wIthIn a .job's segmented 
Address Space. 

The macro format Is as followsl 

SCtHnitlate.Segment (Seg.No, Seg_Specifler, ::ontrol, Access, 
Job_Id, Usage, Scope; AttrIbute, SupervIsor, Status) 

Seg_Nor (Input, Output) .,. The Seg_No parameter Is a varIable 
of ·Cell type, It spec ifles either the Segment Number to 
be used for the inItIated segment or,·when It Is set to 
NIl inItIally, a pointer to the newly allocated segment 
(wIth byte number of zero and rIng number set to the 
ca II ers va lidat Ion I eve I) Is returned. A ·non NIl Seg_No 
parameter must correspond to a segment number reserved by 
a prevIous SCIReserve_SDT_Entry (c.f., 6.1.2.2.3) request 
or by the Reserve_Option of an SC6Termlnate.Segment (c.f.~ 
6.1.2.2) request. 

Seg_Specl fierI (Input) - The Seg.Speclf ier parameter Is a 
variable of Ynl2n (Descriptor, Seg.PVA, FCB_Name, Fcbld) 
type. 

Descriptor parameter Is a poInter varIable of Locator 
type. A Physica I.F 11 e_Descrip tor's or . 
Segment_Control_Tables's posItIon wIthIn the 
one-per-system Physica I_Tab I es_Heap Segillent is def·lned by 
that particular descrIptor's Locator record (see 4.0 for 
detaIls) • 

Seg_PVA parameter Is a poInter varIable o'·-Cell type. It 
must speci fy a cell within an exist ing segment of the. 
requestor's Address_Space. 

FCB_Name parameter Is a poInter 
type. A Flle_Control_Block Is 
specIfIed LNS_Name. 

variable of ·LNS_Name 
defined as per the 

Fcbld parameter IS a variable of 
Flle_Control_Block_Identifler type. 
def lned F Ile_Control_BI ock. 

It MUSt speclfv a 
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The Seg_Specifier parameter. Is used to speqify thatl 

1. A new Temporary_Segment is to be created; 

o Descr Ip tor 
Pool_FIle 
pa ramet er) • 

ll.c. 

Nil Is speclf ied 
Is specified by 

(the 
the 

associated 
Attribute 

2. An exIstIng mass-storage file is to be made dIrectly 
addressable as a·Direct Segment; . 

o A valid Descriptor is specIfied. 

NQ1~1 Onl y Task Services' procedures are permItted to 
use thIs form of the Seg_SpecIfier parameter. 
(This is the standard method for initIating a 
Direct Segment by the FIle System and Program 
Management). 

lU: 

3. An exIst 1 ng DIrect /Ind 1rect/T emporary/Buf f er Segment 
Is to be made accessible vIa a new segment number and 
access attributes; 

ll.c. 

4. A new FIle_Control_Block (FCB) Is to be defIned, the 
correspondIng temporary mass-storage f1 Ie created and 
made dIrectly addressable as a DIrect Segment; 

o The new FCB's LNS_Name is specIfIed. 

~I FIle System reQuests are used by the Storage 
System tol 

o DefIne and merge parameters Into the FCB 

o Create a temporary mass-storage fIle as per 
the defIned FCB. 
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5. A fIle, specifIed by a Flle_Control_Block_Identlfier 1 
(FcbId), is to be created (when the FeB is not locked, 2 
e.g., no corresponding fll e exists) and/or made 3 
directly addressable as a Direct Segmant; 4 

5 
o An FcbId is specified. & 

7 
tullll Fil e_System reQuests are used. by the Storage 8 

Systeml g 
10 

o To merge parameters into a non locked FCB 11 
12 

o Create a temporary mass-storage file as per 13 
the de fined FCB. 14 

15 
An FHfSave_File reQust can be used to convert a 1& 
temporary file to a pe rmanent fll e and record 17 
its attrIbutes in the File Cata log of the 18 
approprIate Volume_Set. An FM'Attach_Flle 19 
reQuest retrieves a pemanent fIle and 20 
InItializes the correspondIng FCB so that a 21 
subseQuent S CfIn i t i ate_Segment re Quest can make 22 
it directly addressable (for details, See 23 
Sec tl on V of thI s GDS). 24 

25 
Control I (Input) The Control parameter is a variable of 2& 

Seg_Control = (Owner, Pass, Copy, Use) type. It is used. 27 
to specify the Control Rights of the entity identIfied by 28 
the key field of the Segment Descriptor created by thIs 29 
reQuest. (See 0.1.1 for detailed specification of Segment .30 
Access and Control Right Rules). 31 

32 
Accessl (Input, Optional) The Access parameter is a 33 

variable of -Access_DescrIptor type. An Access_Descriptor 34 
record is defIned by the folioing SilL structure I 35 

3& 
LY~ 37 

38 
Access_Descriptor = ~ 39 

Rl I O •• 15, "Hrlte_Ring" 40 
R2 I O •• 15, "Read_Ring" 41 
By_Pass_Cache I Boo lean, "True for cache bypass" 42 
Execute I (Not_E; Execute, Local_Privileged_Execute. 43 

Global_Privileged_Execute) 44 
Read I (Not_R, No_Key_Control_Read, Key_Control_Read, 45 

BInding_Section) 4& 
IIrlte I (Not_II, No_KeY_Control_lIrlte, Key_Control_Hrite) 47 
Key/lock I 0 •• &3; 48 
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Global_Flag 1 Boolean, "True for global kevllock" 
Loca I_F I ag 1 Boo I ean "True for I oca I kev/lock" 
~; 

The Ini t iated_Segment·s Segment _Descriptor Entrv If or 
details see Hodel_Independent IPL Processor/Hemorv GDSI is 
initialized by Segment Control according to the fields of 
the Access_Descriptor record and the access rules defined 
bV &.1.1. . 

An Access Nil parameter is assumed to specify that 
standard system default values are to be used. These are 
the foil owing 1 

o R1 1= ReQuestor's Validation_Level. 

o R2 1= R1; e.g., both R1 and R2 ring numbers are set to 
the callers validation level. 

o Bv_Pass_Cache 1= False. e.g., the cache is D.Q!. 
by-passed (Segment Descriptor's VL field is set to 
10). 

o Execute 1= Not_E, e.g., the Initiated segment is not 
executable (Segment Descriptor's XP field is set to 
DOl. 

o Read 1= No_Kev_Control, e.g., reading of the initiated 
segment is not controlled bV Kev/Lock and reading is 
permitted (Segment Descriptor's RP fiel d is set to 
10). 

o Write 1= No_Kev_Control, e.g., writing of the initiated 
segment is not controlled bV Key/Lock and it is 
permitted (Segment Descriptor's WP field is set to 
10). 

o Kev/Lock.= ReQuestor's Kev/Lock, e.g., the initiated 
segment's Kev/Lock becomes that of the initiator. 

o Global~Flag'= False, e.g., no global lock. 

o Local_Flag 1= False, e.g., no local lock. 

JobJd • (Input, Optional) The JOb_Id parameter is an 
integer variable of Job_Identifier type. The new Segment 
Descriptor" is to be entered within .the Segment Descriptor 
Table of the Address Space specified bv this parameter. 
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Job_Id Null is assumed to speci tv that the Job_Id is 
that of the ·reQuestor. 

are pe rmit ted to create Segment 
within Segment Descriptor Tables of 

(e.g., with a Se9-No = Nil 
Subsystem Jobs must exp I1cit IV 

Onlv System Job(s) 
Descriptors directlv 
other Address Spaces 
parameter). User and 
cooperate; 

o The target Address Space must explicitlv reserve an 
entry within its own Segment Descriptor·Table. 

o Notifv the Address Space making this request. 

o The reserved Segment Descriptor's Se9-No is specified 
bV the re Questor in the SCllIni t late_Segment request. 

Usage 1 (Input, Optional) - The Usage parameter is a variable 
of Seg_Usage = Set of (Block, Se.ria I, Lock, Non-migrate, 
Critical, Reliable, Public, Buffer) type. It is used to 
specIfy the usage environment of a newlv created segment, 

Block parameter specifIes that pages within a block of the 
segment should always be returned together to external 
storage. FIle updatIng Is thus guaranteed to take place 
on a block-by-block basIs. (Notel A block's pages are 
a I ways fetched as a unl t). Overuse of this opt 1 on can 
result In larger Job Horklrig Set sIze then.otherwise sInce 
InactIve pages of a block can not be removed individualiv 
from real memory. 

Serlal parameter speci fles that the segment Is' to be 
accessed seria IIV. St"orage System retrIeves one more 
block then the one interrupted to and returns the previous 
block (when modI fled) to external storage thus bypassing 
the normal pagIng algorIthm. The extra block's pages are 
onlv made valId In the page table when they are also 
Interrupted to, therefore the 'circular buffer scheme' 
(e.g., of memory page_frames) can be rep;ated "ind the 
segment's blocks fetched ahead of use. 

Lock parameter specIfIes that the segment·s pages should be 
locked tntoreal memory Immedlatelv after retrIeved from 
external storage. The locked down pages are bypassed bv 
the pagIng algorithm, however, they are swappable when 
owned bV an Address Space local segment. An SCfAdvise_Out 
request can remove the lock and return them to external 
storage, It is used bV Storagl! System to control Its own 
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- interna II y used segments. 

Non-migrate parameter spec if ies that the segm.ent· s pages 
should not be migrated to paging storage. Storage System 
migrates freque.ntl y used pages of a segment. to/from fast 
paging storage (e._g., Drum, Hicro-Bi t Hemory, etc.1 when 
available and specified to do so at System Deadstart or, 
on a Job-to-Job basis, by Job Scheduler (see 3.1 for 
detailsl. 

Critlcal parameter speclfies that the Segment·s storage 
space should be lmmediately updated when one of lts 
modified pages leaves a Job·s Working Set. This option 
guarantees regular updating of critical _data bases even 
whil e its more frequenl y used pages are migrated to paging 
storage. Careless use of thls option 'can -cause need less 
output transfers. 

Reliable parameter spcifies that 
rellable zones of memory should 
of this segment. System or 
permltted to use this option. 

page-frames wlthin highly 
only be allocated to pages 
Subsystem Jobs are only 

Public parameter specifies that this 
accessed from several Address Spaces and 
storage space must be suballocated from 
Pool File. 

segment might be 
thus its paging 
a.globally shared 

Buffer parameter specifles that a newly created 
_Segment is to be used as a Buffer Segment. This 
only accepted when the requestor·s Validation 
that of Task Services. 

Temporary 
option is 
I evel is 

When $Seg_Usage [] is specified, the Storage System assumes 
that standard default conditions apply. These are the 
fo II ow ingl 

o Pages are 
algorithm. 

treated Individually 

o No pre-fetching of blocks is performed. 

by the paging 

o Pages are not locked into memory on initial access. 

o Frequent I y used pages are migrated to/from paging 
storage. 

o No automatic updating of storage space. 
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o Page_frames are al located as available. 

o Job·s Local Pool File is used for -paging storage. 

o Newly created Transient Segments are non Buffer type. 

Scopel (Inputl The Scope parameter is a variable of 
Segm_Scope = (Local, Global, System, Defaultl type. It is 
.used to s peclf y the 1ni tial . usage scope of a new Iy created 
segment, e.g., 

o It is to be 
Address_Spa ce? 

used only within 

o It is to be shared among Address Spaces? 

the creating 

Loca I parameter 'speci fles that the new Iy created segment is 
to be accessed within the creating Address Space (e.g., it 
is not shared inltially among Address Spaces). A local 
Se~ment·s Segment Control Table 1s immediately removed 
from memory to eKternal storage whenever the containlng 
Address Space assumes Deferred St·ate. 

Global parameter specifes that the segment Is to be shared 
by several Address Spaces. A segment·s Scope can only 
become Global when it was created with Usage (Publici 
attribute. When a segment .is initiated (e.g., Hade_knownl 
in more than one Address_Space its Scope is automatIcally 
changed to Global. It can only be made to revert to Local 
status by the SC'Hake_Local request (c.f., 6.1.2.4.21. 
Segment Control Table of a Global Segment can only be 
removed from memory to external storage when it 'is not 
known by any of the cur-rent Iy RunnIng Jobs. 

System parameter specifIes that a specIal global 
to be created. A System Job can only inItIate 
wIth thIs attribute, its segment Control 
permanently locked into real -memory> Segments 
used by the Storage Syste~have this attrIbute. 

segment is 
a segment 

Tab Ie is 
owned and 

Default parameter must be specified when this request is 
used to re-initiate an already existing segment with a new 
segment number. 

Attributel (Input, Optlonall - The Attribute parameter is a 
variable of -Attrlbute Descrlptor type. It is used to 
specify the" physIcal atributes of a new segment. An 
Attribute_DescrIptor record is_defined - by the following 
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SWL structurel 

Attribute_Descriptor = ~cg 
Block_Size I integer, 
Max_Length I. integer, 
Memory_Region I (Default, Areal, Area2, 
Pool_File I Fileid' 
~; 

.. .. .. , Area7) 

Block_Size parameter specifies the segment·s block size in 
bytes. It must be 2 •• N multiple of the minimum psge frame 
size (512 bytes). 

Max_Length parameter specifies the segment's size in 
bytes. It must be a multiple of Block_Size. Storage 
space is automatically al located, when referenced, up to 
and i.nc I uding thls size. Segm_Length_Error On_Condi tl on 
is raised within the erring Control_Point·s stacks when 
virtual memory is referenced beyond Max_Length. No new 
storage space is assigned, unless the segment is a 
Stack_Segment. In this case, the followIng procedure is 
followedl 

1) Error is not from ring of Task Services; 

o Dynamic Space Pointer (AD) is retrieved from the 
offending Control_Point's Exhange Package. 

o AD is set to Max_Length (e.g., when larger) • 

o An ext ra block or 1024 by tes (which ever is 
greater) worth of storage space is allocated to the 
segment, so that trap processing can be initiated. 

o Page Control iss i gna II ed within the 
Control~Point. Page Control wil I cause the 
Segm_Length_Error On~Condition. 

2) Error from Task Services; Fol low special System Error 
Recovery procedure (c.f., &.1.4.1) 

Memory_Region parameter specifies the memory area to be 
used for allocating page_frames to thl,s segment's pages. 
This parameter can only' be set to Default (e.g., 
specifying the default area) withIn User Jobs. System or 
Subsystem Jobs can request other memory areas. Storage 
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system is provided with the memory_area_ordinal vs. 
address range list on System Deadstart. 

Pool_File parameter specifies the Fileid of the file which 
should be used in place of the Job's POOl_File for paging 
storage. The user must have block level access to this 
file. Hhen set to null, the default Pool File is used. 

When Attribute Nil is specified the Storage System 
assumes that standard default conditions apply. These are 
the followingl 

o Max_Length 1= <System Default Value>, 

o BloCk_Size 1= <SYstem Default Value>, 

o MemorY_Region 1= <Defaul t Area>, 

Supervisorl (Input, Optional) - The Supervisor parameter is a 
variable of -Segm_Supervisor type, The Segm_Supervisor 
record is def ined by the fo II owing SWL construct; 

Segm_Supervisor = ~~ 
Supervisor_CP I Control_Point_Address, 
Queue I Qcb_pointer 

t:ak~; 

Control_Point specified by the above record's 
Supervisor .;.CP flet d i's not i fled of a I I error or 
access-violation events associated with the supervised 
segment via standard signal ling mechanism. Signals are 
enqueued into the Queue def ined by, the Queue fle Id. 

Supervisor = Nil is assumed to specify that the segment is 
not to be be supervised. 

Supervisor_Event Signal List; 

To be def lned. 

Statusl (Output) - The Status parameter specif ies a pointer 
to a standard status record. It must always be specified 
or the request is not accepted' for processing. 
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6.1.2.1.2 SCfTERMINATE_SEGMENT -----------------------------------------------------------------------

r he purpose of this request is elther t a remove one or all 
Segment Descriptors associated ·wlth a Direct, Indirect, 
Temporary, Buffer Segment from the reguestor's Segment Descriptor 
Table or uncondltionally terminate a Segment Control Table and 
thus sever its assoc l"at ion· with the Segment. Descriptors within 
the requestor's or all other Address Spaces. Local Segment 
Descriptor's are immediately removed on terminating the 
associated Segment Control Table. Segment Descriptor"i within 
other jOb'S (e.g., where the global segment is known) are also 
removed when those jobs assume Running Status. This request can 
al so del ete a temporary fil e, or detach a permanent f il e when 
they are affiliated with the segment being terminated. Segment 
termination procedures execute asynchronously with respect to the 
requestor (see Queue parameter). 

The macro format is as foilowsl 

SCOTerminate_Segment (Seg_Specifier, Drop_Scope, Drop_Hade, 
Queue, Reserve, Status) 

Seg_Specifier I (Input) - The Seg_Specifier parameter is a 
variable of !.IIl1Q.o. (Descriptor, Seg_PVA, FCB_Name, Fcbidl 
type. 

Descriptor parameter is a pointer variable of Locator 
type. A Phys ica I_F ile_Descrlptor's or 
Segment_Control~Table's position within the one-par-system 
Physical_Tables_Heap Segment is defied by that particular 
descriptor"s Locator record (See 4.0 for details). Task 
Services' procedures are permitted only to use this form 
of the Seg~Specifier parameter. 

Seg_PVA parameter is a painter variable of -Cell type. It 
must specify a cell wlthin an ·existlng segment Cif the 
requestor's Address Space, 

FCB_Name parameter is a pointer variable of -LNS_Name 
type. It must speci fy the LNS name of a 
File_Control_Block within the requestor's Address_Space. 

FCbid parameter is a variable of 
Fli e_Control_B 10ck_Identl fl er· type. It must specify a 
Fi le_Control_Block within the requestor's Address_Space. 

The Seg_Specif ier parameter is used to specify which 
Segment Descriptor is to be removed and/or the segment to 
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be terminated. 

Drop_Scope I (Input) - The Drop_Scope parameter is a variable 
of Segm_Drop_Scope = (Single. Group, Job. AI I) type. 

SIngle parameter specifies that only the Segment Descriptor 
defined by the Seg_PVA parameter is to be removed from the 
requestor's Segment_Descriptor_Table. The requestor's 
Control Attribute must be of Use Level or higher, or the 
request's Val idation Level must be that of Task Services 
otherwise the request is rejected. 

Job parameter specifies that all Segment Descriptors 
associated with the segment specified by Seg_PVA, 
Descriptor or via the FCBJ/ame/Fcbid parameter are to be 
removed from _the requestor's Segment_Jescriptor_Table. 
The requestor's Control Attribute must be of Pass Level or 
higher. or that of Task Services. otherwise the request is 
rej ected. 

Group parameter specifies that all Segment Descriptor's 
whose Key/Lock field is that of Seg_PVA should be removed 
from the requestor's Segment_Descriptor_Table. The 
requestor's Control Attribute must be of Copy Level or 
greater. or that of Task Services. Otherwise the request 
is re j ected. 

All parameter specIfies that the segment is to be 
unconditionally made unknown in all Address Spaces and the 
respective Segment Descriptors removed system wide. The 
requestor's Control Attribute·must be of Owner Level or 
that of Task Services otherwise the request is rejected. 
Forced_Seg_Terminate On_Condition wil I be caused by the 
Storage System in all other jobs (e.g., where the 
specif ied segment is current I y known) but that of the 
requestor. 

When Se!J..Specl fier I-a Descriptor, or Seg_Specl fier I-I 
FCB_Name. or Seg_Specifier 1=1 Fcbid is speCified 
Drop_Scope should be set to Job or AI I otherwise the 
request Is rejected, 

Drop_Mode I (Input) - The Drop_Mode parameter is a variable 
of Segm_Drop_Hode = Set of (Pages. Segment. FlI e) type. 

This parameter is ignored unless the requestor"s Control 
Attribute statisfles one of the following conditIonsl 
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o It Is of Use or higher Level and the Segment is only 
known by one Segment Descriptor. 

o It is of Copy of higher Level, Drop_Scope (Group) Is 
specified and the segment ·is onl y known by Segment 
Descriptors whose Key/Lock field Is that of Seg_PVA. 

o It is of Pass or hi gher Leve I, Drop_Scope (Job) 
parameter Is specified and the segment is only known in 
the reQuestor's Address_Space. 

o It is of Owner Level or the reQuestor's validation 
Level Is that of Task Services. 

Pages parameter is used to specify that all pages of the 
segment should be deleted from real memory and paging 
storage wlthout updat'lng the. segment·s storage space In 
external storage. The requestor should nave write access 
to the segment otherwise the request is rejected. 

Segm"ent parameter is 
Segment _C ontro I_Tab Ie, 
terminated. 

used to specify that the 
and hence the segment, should be 

FIle parameter is used to specify that the fIle affilIated 
wIth a 01rect Segment should be deleted, when it Is a 
temporary f 11 e, or detached f rom the reQuestor's 
Address_Space when it is a permanent file. 

When SSegm_Drop_Hode [Segmentl is speclfied and a Direct or 
IndIrect Segment is being terminated, then the storage 
space of the associated flle is automatically updated from 
memory. A II modi fled pages are a I so copied from paging 
storage, including pages directly controlled by the 
SC.Map_Out request (see 6.1.2.1.3). In case the requestor 
does not want to return the modified pages of an Indirect 
Segment, then these should be. released by a previous 
SC'Release_PVA request (c.f., 6.1.4.5). The 'Page' 
parameter shou Id be used wlth care since It al so deletes 
those pages which are stl" In paging storage but have 
been removed from the reQuestor's direct control by a 
SC'Map_Out request. AutomatiC page updatlng Is not 
performed when the associated Temporary file Is terminated 
[e.g., "File' Is specHled),.a permanent flle Is always 
updated unless 'Page' Is specIfied. 

Queue' (Input) - The·Queue parameter specIfIes a varIable of 
Qcb_pol nf er type. It de fl nes the Queue to be used to 
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receive request status signals and the final request 
compleflon signal. An SC'Termlnate_Segllent request Is· 
consIdered completed wnen all relevant pages are returned 
to external storage, or released, and system tables 
cleared. The requestor may use the Program Hanagement 
event monItoring procedures (see Chapter IV) to keep 
informed of the progress of thIs request. Khen the Queue 
parameter is Nil, request completIon is not signalled. 
The requestor Is not i fied of unrecoverabl e errors by 
causing the respective On_Conditions wIthin his stacks 
(see 6.1.3 for details). 

Reserve. (Input) - The reserve parameter is a varIable of 
SO_Key" type, where 

It Is used to reserve the terminated Segment DescrIptor 
entry, IIIlthin the respectlve Segment Descriptor Table(s), 
for subsequent use by the SC'Initlate_Segment (see 
6.1.2.1.1) request. 

SO_Key.'= 0, indicates that the descrIptor entry(s) should 
not be reserved. 

SO_Key .= [1 •• 63] indicates the descrIptor entry(s) should 
be reserved for use by an entity with the 
specified key/lock. 

Stat<Js' (Output) - The status parameter specl fles a poInter 
to a standard status record. It must a hf3YS be speci fl ed 
or the request Is not accepted for processIng. 
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The purpose of this reQuest Is to make a DIrect Segment Into 
an IndIrect one. 

The macro format is as followsl 

SC.Hap_In (Seg_No. Seg_PVA, Permlt_Map_Out. Access, Control, 
Status) . 

Seg_Nol CInput, Output) - The Seg_No parameter Is a variable 
of ~Cell type. It specifIes eIther the Segment Number to 
be used for the Indirect Segment 0 .... when It Is set to Nil 
InitIally, a pointer to the newly allocated segment 
descriptor Is returned (see 6.1.2.1.1 for exact 
deflnition). Seg_No can be set to be the same as Seg_PVA 
(see below), in t~ls case, no new Segment Oescrlptor is 
created. 

Seg_PVAI (Input) The Seg_PVA parameter is a poInter 
variable of -Cell type to a data stl'uctul'e wIthIn an 
existing Oirect Segment In the reQuesto ... s Address Space. 
It is used to specify the subject Oil'ect Segment. 

Permi t _Map_Out I (Input) - The Permi t_Map_Out . pa ... ameter Is a 
variable of Bool ean type. 

PermIt_Map_Out = True Is used to specify that Map_Out 
(c. f., 6.1.2.1.4) access is pel'mitted to the storage space 
of the subject Oirect Segment by an· entity When It is 
accessed via the Segment Oescripto ... specIfied by Seg_No. 

Pel'mit_Hap_Out = Paise inhIbits updatIng the subject Direct 
Segment's storage space by a Hap_Out reQuest. 

This reQuest is rejected when the reQuestor specified 
PermIt_Map_Out True and it has no write access to the 
subject Oirect Segment, unless Its Cont~ol_Level Is Copy 
or higher, or its Validation Level is that of Task 
Services. 

Accessl IInput) - The Access parameter is a variable of 
-Access_Oescriptor type. Access_Oeso-iptor record's 
definition can be found In 6.1.2.1.1. (see Access 
parameter). The specIfied Segment Descrlptor's access 
control fields are initialIzed by Segment Cont ... ol 
according to the f iel ds 0 f the Access_Oescriptor record, 
specified by this pa ... ameter, and the access ... ules defined 
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by 6.1.1., with the followin9 exceptlonl 1 
2 

o The new Segment Oesc ... ipto ... ·s access control fIeld can 3 
ha ve Writ e_A t tr 1 bute even when the re QUes t 0 ... 's i nit 1 a I 4 
access was Read_Only to the DI ... ect Segment and its 5 
Cont",ol_Attribute Is at Use_Level. This alteratIon of & 
the basIc access_cont ... ol rules Is permissible since the 7 
Write_Access only applies to pages within temporary 8 
paging storage. 9 

10 
Control I CInput) The Control parameter is a variable of 11 

Seg_Control = (Owner, Pass, Copy, Use) type. It is used 12 
to I'edeflne the Control Rights of the entity Identified by 13 
the key field of the subject Segment Oesc ... iptor 14 
inIUalized/reinltiallzed by this reQuest. (See &.1.1 for 15 
detailed speclf ication of Segment Access and Contro I Right 16 
rules.) 17 

18 
Statusl (Input) - The Status parameter specifies a pOinter to 19 

a standard status recol'd. It must always be specified or 20 
the reQuest is not accepted for processin:!. 21 
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&.1.2.1.4 SetHAP OUT 

The purpose of this request is to return an Indirect Segment 
into its original Direct form and. in addition, transfer a 
selected set of pages/blocks from the Indirect Segment aSSOCiated 
paging storage to the segment'S external storage space. 

The macro format Is as followsl 

SC.Map_Out (Seg_PVA, PVA_Pairs, Terminate_SO. Status) 

Seg_PVAI CInput) The Seg_PVA parameter is a pOinter 
variable of -Cell type to a data structure within an 
existing Indirect Segment In the requestor's Address 
Space. It Is used to specify the subject Indirect 
Segment. 

PVA_Pairsl (Input) - The PVA_Pairs parameter is a pointer 
variable of -PVA_Palrs_List type. PVA_Pairs_Llst is 
described bv the following SWL constructs. 

Address_Pair = ~~~ 
Spva • -Cell, 
Lpva • -Ce II 

recend, 

Spva parameter Is a pOinter variable of -Cell type to a 
data structure in the first page/block of a set of 
consecutive pages, within the segment specified bv the 
Seg_PVA parameter, to be transferred from paging storage 
to the respective segment·s external storage space. 

Lpva parameter specifies a pOinter variable to a data 
structure HI thin the last pa.ge/block of a set of 
consecut Ive pages to be transferred. 

PVA_Pairs = Nil Is used to specify that no pages/blocks 
within paging storage should be transfered to the external 
storage space. 

This parameter ,is ignored bV the Storage System when the 
respective SC'Map_In request, creating the Segment 
Descriptor speci fled bf Seg_PVA, had its Permit_Map_Out 
parameter set to False. 
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Terminate_SOl (Input) 
Boo lean type. 

This parameter is a variable of 

Terminate_SO = True Is used to speclf V that the Segment 
Descriptor correspondin9 to the Seg-PVA parameter should 
be removed frOID the reQuestor's Segment Descriptor Table. 

Terminate_SO = False reverts the specified Segment 
Descriptor's Write_Access field to the state previous to 
that of the respective SC'Hap_In request. 

Statusl (Input) - The Status parameter specifies a pointer to 
a standard status record. It must alwavs be speclf led or 
the request Is not accepted for processing. 
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These set o·f requests control an Address Space owned Segment 
Descriptor Table's size, reserve/release one or more Segment 
Descriptor entries. and .alter the segment access attributes 
recorded within Segment Descriptors. 

The purpose ofthls request is to expand the size of ·an 
Address Space owned Segment DescrIptor Table •. 

The macro format Is as followsl 

SC'Expand_SDT (Free_Entry~Cnt. Status) 

Free_Entry_Cntl (Input, Output) The Free_Entry_Cnt 
parameter is variable of Integer type. It Is used to 
specify the number of unused entries required wlthin the 
requestors Segment Descriptor Table. When ·the number of 
the currently free entries (e.g., not allocated or· 
reserved) is I ess than that requested Segment Control 
Expands the Segment Oescrlptor-Table. The number of the 
new available entries is returned in. this parameter on 
request completIon. 

Statusl (Output) - The Status parameter specl Hes a pointer 
to a standard status record. It must a Iways be spec1fied 
or the request Is not accepted for processing. 
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&.0 U~ER INTERFACE AND FACILITIES 
&.1.2.2.2 SCBCONTRACT_SDT 

&.1.2.2.2 SC'CONTRACT~ 

The purpose of this request Is to contract the size of an 
Address Space owned Segment Descriptor Table. 

The macro format is as follows 1 

Free_EntrY_Cnt I (Input, OUtput) The Free_Entry_Cnt 
parameter is a variable of integer type. It Is used to 
speci fy the number .of unused entries required .to remaIn 
w!thin the requestors Segment Descriptor Table. When the 
number of currently free entries is larger than that 
requested Se9ment Control attempts to reduce the size of 
the Segment D·escriptor Table. A Segment Descriptor's 
position can not be changed While it is pOinting to a 
valid Segment Control Table, therefore the SOT's size is 
only reduced down to the highest allocated entry. The 
remaining free entry count is returned on request 
completion wIthIn this parameter. 

Statusl (Output)· - The Status parameter specifies a pOinter 
to a standard status record. It must always be specified 
or·the request Is not accepted for processing. 
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6.0 USER INTERFACE AND FACILITIES 
6.1.2.2.3 SC.RESERVE_SOT_ENTRY 

6.1.2.2.3 ~ERVE SOT ENlB! 

The purpose of this reQuest is to reserve one or more 
entries within a job's Segment Descriptor Table (SOT). 

The macro format is as fol lows' 

SC'Reserve_SOT_Entry (Location, Entry_Cnt, Group, Key, Job, 
Status) 

Locationl (Input, Output) The Location parameter is a 
variable of -Cell type. It is used to specify the process 
segment numbe I' of the entry, or 0 f the first entry wi thin 
a group whose members should have consecutive segment 
numbers, to be reserved within the SOT. When _ the 
requested SOT entry(s) Is not free, the request is 
rejected and the appropriate status code returned. 

A Location = Nil parameter speclf les that the first (e.g., 
of a group), or only, entry can be reserved anywhere in 
the SOT. The reserved entry's segment number is returned 
on request completion as the <Segment_number> field of 
this parameter, with its ring number set to the caller's 
validatIon level and byte number field of Null. 

Entry_Cntl (Input) - The Entry_Cnt parameter Is a variable of 
integer type. It is used to specIfy the number-of SOT 
entrIes to be reserved. The Storage System automatIcally 
expands the Segment Descriptor Table of the requestor when 
the number of free entries is less than that requested. 

Groupl (Input) - The Group parameter Is a variable of Boolean 
type. 

Group True is used to specify that a consecutive set of 
segment numbers should be reserved, in increasing order, 
starting with the one given in the Location -parameter, or 
when this is Nil, anywhere in the SOT. 

Group = False specifies that the segment numbers (e.g., 
when Entry_Cnt > 1 is specified) do not have to be 
reserved as a consecutive group. 

Keyl (Input) - The key parameter is a variable of integer 
type. It is used to specify the key of the entity which 
can make use of t he reserved entry (s) In the 
SC'Inltiate_Segment or SC'Return_:iOT_Entr.yreQuests. Hhen 
key = 0 is specified any 'entity can use the reserved 
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6.0 USER INTERFACE AND FACILITIES 
6.1.2.2.3 SC'RESERVE_SOT_ENTRY 

entry. 

Job I !Input) The Job parameter is a variab Ie of 
Job_Identifier type. It is used to specify the job's 
identl fier which can make use of the reserved entry (s) in 
SC'Initiate_Segment request (see Job_Id parameter in 
6.1.2.1.1). When Job_Identifier Null is specified 
segment control reserves the entry(s) for the requestor's 
job. 

Statusl <Input) The Status parameter is a pOinter to a 
standard status record. It must always be specified or 
the request is not accepted for processing. 
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6.0 USER INTERFACE AND FACILITIES 
6.1.2.2.4 SC'RETURN_SDT_ENTRY -----------------------------------------------------------------------

T he purpose of this request is to return one or more 
reserved entry(s) within the reQuestor's Segment Descriptor Table 
to non-reserved state. 

The macro format Is as followst 

SC'Return_SDT_Entry (All, Location, Entry_Cnt, Status) 

All t (Input) The All parameter Is a varIable of Boolean 
type. All = True specIfies that all reserved entrIes 
whose key field is the same as that of the requestIng 
entIty are placed into non-reserved state. When All 
False is specified unreserving is performed as per the 
Location and Entry_Cnt parameters of this request. 

Locationt (Input) - The Locatlon parameter is a variab Ie of 
-Cel I type. It is used to specify the process segment 
number of a particular entry, or the first entry of a 
consecut 1 ve group of ent ries whose members shoul d be 
returned to non-reserved state. 

Entry_CnU !Input, Output) - The Entry_Cnt paramter is a 
variable of integer type. It is used to specify the 
number of entries in a consecutive group to be returned to 
non-reserved state. When All = True is specified the 
number of unreserved entries is returned in Entry_Cnt on 
request termination. 

Statust (Input) I The 'Status parameter specifies a pointer to 
a standard status record. It must always be specified or 
tne request is riot accepted for processing. 
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6.0 USER INTERFACE AND FACILITIES 
6.1.2.2.5 SC'CHANGE_ACCESS --------------------------------------------------------.--------------

6.1.2.2.5 ~~NGE ACC~ 

The purpose of this request is to change the access 
attrIbutes of a Segment Descriptor w1thin the requestor's Segment 
Descriptor Table. 

The macro format is as followst 

SC'Change_Access (Seg_PVA, Access, Control. status) 

Seg_PVAI (Input) - The Se~PVA parameter specIfies a pointer 
variable of -Cell type. It must specify 3 Cell wIthin an 
existing segment of the reQuestor's Address Space. Its 
<segment_number> field is used by Segment Control to 
locate the respective Segment Descriptor whose access 
attributes are to be cnanged. 

Accessl (Input) - The Access parameter is a variable of 
-Access_DescrIptor type. Access_Descriptor records' 
definition can be found in 6.1.2.1.1 (see Access 
parameter). The specified Segment Descriptor's access 
control flelds are relnltiatllzed by Segment Control 
according to' the fields of the Access_Descriptor record, 
specified by this parameter, and the access rules defIned 
by 6.1.1. 

Controll (Input) The Control parameter is a varIable of 
Seg_Control = (Owner, Pass; COpy, Use) type. It Is used 
to redef ine the Cotrol Rights of the entity identlfled by 
the key field· of the subject Segment DescrIptor. 
reinitialized by this request. (See 6.1.1 for detailed 
speciflcatlon of Segment Access and Control Right rules.). 

Statusl (Input) - The Status parameter specifies a poInter to 
a standard status record. It must al ways be specl Hed or 
the request is not accepted for processing. 
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6.0 USER INTERFACE ANO FACILITIES 
6.1.2.3 Segment Attribute Manipulation Requests 
--------... --------------------------------------------------------------

6.1.2.3 ~~A11Llbyte Manipylation Reqyests 

The following set of request~ alter the physical attributes 
of a segment or provide information on its current status. 

The purpose of this· request is to set a new limit on the 
size of a segment. The requestor must have owner rights or its 
validation level must be that of Task Services. 

The macro format is as followsl 

SCISet_Max_Length (Seg_PVA, Length, Status) 

Seg_PVAI (Input) T.he Seg_PVA parameter is 
variable of -Cel I type to a segment within the 
Address:; pace. I t spec if ies the segment whose 
to be change~. 

a pointer 
requestor's 

Le ngth is 

Lengthl (Input, Output) - The Length parameter is a variable 
of integer. type. It specIfIes the segment·s Max_Length in 
bytes. It must be a multiple of Block_Size. This request 
can not reduce a segment'S Max_Length below the highest 
block written. The previous Segment length Is returned in 
this parameter on request completion. 

Statusl (Input) - The Status parameter specifies a pointer to 
a standard status record. It must always be specified or 
the request is not accepted for processing. 
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6.0 USER INTeRFACE ANO FACILITIES 
6.1.2.3.2 SC'EXPAND_SEGMENT -----------------------------------------------------------------------

6.1.2.3.2 ~~~ 1 
2 

The purpose of this request is to al locate additional 3 
storage space to a segment beyond Its highest allocated block. 4 

5 
The macro format is as followSI & 

7 
SC'Expand_Segment (Seg_PVA, Expansion_Increment, Status) 8 

9 
Se9-PVAI !Input) The Seg_PVA pai-ameter is a pointer 10 

variable of -Cell type to a segment wlthln the requestor's 11 
Address Space. It specifies the segment whose sIze should 12 
be expanded. 13 

14 
Expansion_Increment. (Input, Output) The ExpansIon 15 

Increment is a variable of integer type. It is used to· 16 
specify the addItional storage space to be al located in 17 
bytes. Segment Control rounds this up to multiple of 18 
block-sIze for Temporary and Buffer Segments and to the 19 
Phys 1 ca I F il e Descr Iptor . depe nde nt file 20 
Expansion_Increment for Direct and Indirect Segments. The 21 
al located storage space's size is returned In this 22 
parameter on request completion In bytes. 23 

24 
Statusl (Input) - The Status parameter specifies a poInter to 25 

a standard status request. It must always be specIfIed or 26 
the request is not accepted for processing. 27 
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6.0 USER INTERFACE AND FACILITIES 
6.1.2.3.3 SC'CONTRACT_SEGMENT 

6.1.2.3.3 ~TRACT SEGHENT 

The purpose of thls reQuest is to reduce the size of the 
preallocated, not_used (e.g., no't initiallzed or written to) 
storage space of a segment beyond its highest block written. 

The macro format is as fol lows. 

SC'Contract_Segment (Seg_PVA, Reduction, Status) 

Seg_PVA. IInput) The· Seg_PVA parameter is a pointer 
variable of -Cel I type to a segment wIthin the reQuestor's 
Address_Space. It specifies .the segment whose size should 
be contracted. 

Reduction. (Input, Output) The Reductlon parameter is a 
varlable of Integer type. It is used to specify the 
reduction in allocated storage space in bytes. Segment 
Control rounds this down to multiple of block-size for 
Temporary and Buffer Segments and to the Physical FIle 
Descriptor dependent file Expansion_Increment for Direct 
and Indi rect Segments. The amount of storage space 
deallocated is returned within this parameter on reQuest 
completion in bytes. Reduction = Null specifIes that all 
not used storage space· is to be deal located. 

Statusl (Input) - The .Status parameter specifies a poInter to 
a standard status record. It must always be specified or 
the reQuest is not accepted for processing. 
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6.0 USER INTERFACE AND FACILITIES 

~:::~::~~-~~!!~~~~~~~=~~:~~~~------------------------------------------
6.1.2.3.4 .s.kHruHik81~ SEGMENT 

The purpose of this reQuest is to re lease a II not used 
(e.g., not written to or inItIalized) storage space of a 
segment. 

The macro format is as fol lows. 

SC'Truncate_Segment (Seg_PVA, Storage. Status) 

Seg_PVAI IInput) The Seg_PVA parameter IS a poInter 
variable of -Cel t type to a segment within the reQuestor's 
Address Space. It specifies the segment which is to be 
truncated. 

Storagel (Output) The storage parameter is a variable of 
integer' type. On reQuest completIon Segment Control 
returns the subject segment·s allocated storage space size 
in bytes in this parameter. 

Status. (Input) - The Status parameter specifies a poInter to 
a standard status record. It must a Iways be speci f led or 
the reQuest ·ls not accepted for processIng. 
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&.0 U3ER INTERFACE AND FACILITIES 
&.1.2.3.5 SC'RELEASE_PVA -----------------------------------------------------------------------

T he purpose of thIs request Is 
consecutIve blocks (e.g., return them Into 
from the storage space of a Temporary or 
requester must have wrIte access to 
Control~Attrlbute must be at least of Copy 

The macro format Is as,'fol lowsl 

SC'Release_PVA (Lpva, Spva, Status) 

to 'I" el ease a set of 
the free storage pool) 
Buffer Segment. The 

the se gme nt or 1 ts 
Level. 

Lpval (Input) - The Lpva parameter Is a variable of -Cell 
type to a data structure wIthin the first block to be 
rei eased from storage and de I eted ,from rea I memory. 

Spval IInput) ,- The Spva parameter Is a variable of -Cell 
type to a data structure w!thln the last block to be 
released from storage and deleted from real memory. 

Pages withIn the speclfled virtual address range and 
currently wIthin paging storage are also deleted. 

Status' IInput) - The Status parameter ,specifies a poInter to 
a standard sta tus record. It must a I ways be specif led or 
the request Is not accepted for processIng. 
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&.0 USER INTERFACE AND FACILITIES 
&.1.2.3.& SC'STATUS_SEGHENT -----------------------------------------------------------------------

&.1.2.3.& SCfSTATUS SEGHENT 

The purpose of thIs request Is to permit a user to retrIeve 
the a status and current attributes of a segment. 

The macro format is as follows I 

To be supplied when detaIled Internal design of the Storage 
System Is completed. 

NCR/COCPRIVATE REVO&/23/TS 

1 
2 
3 
4 
S 
& 
7 
8 
9 

10 
11 
12 
13 
14 
1S 
1& 
17 
18 
19 
20 
21 
22 
23 
24 
2S 
2& 
27 
28 
29 
30 
31 
32 
33 
34 
3S 
3& 
37 
38 
39 
40 
1t1 
42 
43 
44 
4S 
4& 
1t7 
48 



&-39 
ADVANCED SYSTEMS LABORATORY CH0704 

75/0&/2& 
IPLOS GUS - Storage Management -----------------------------------------------------------------------

&.0 USER INTERFACE AND FACILITIES 
&.1.2.4 Segment Sharing Requests 
----. -----------------------------------------------------------------

&.1.2.4 ~gmg~cing Regues~ 1 
2 
3 

Segment sharing requests provide the general capablty for 4 
controlled access to sets of pages/blocks in a multI-thread 5 
environment. Consecutive pages/blocks can be reserved for· & 
exc I us ive update an.d shared read onl y access w lthi.n one or more 7 
segments simultaneously. The Storage SYstem supports Internal 8 
queuing primItives for awaiting the release of reserved virtual 9 
memory areas. It also detects existIng deadlocks. A rollback 10 
facility can be invoked to reverse the effect of· a set of 11 
updates, in case of a deadlock, internal system'or user error. 12 

13 
&.1.2.4.1 ~~.Ql1!L 14 

15 
The purpose of thIs request Is to make an Address_Space 1& 

local segment globally shareable among Address Spaces. The 17 
request is rejected unless the requestor's Control_AttrIbute is 18 
own or Its Validation Level Is that of Task. ServIces and the 19 
segment l'Ias Initially inltiated with Usage (Public) attrIbute. 20 

21 
The macro format is as followsl 22 

23 
SCfMake_Global (Seg_PVA, Status) 24 

25 
Se9-P VAI (Input) - The Seg_PVA parameter specif ies a varIable 2& 

of -Cell type. It must specify a Cell l'Iithin an exIstIng 27 
segment I'Ihich Is current Local to the re~uestor's Address 28 
Space. Segment Control changes the segment·s Local status 29 
to Global, thereby making it accessab Ie from other Address 30 
Spaces. 31 

32 
Statusl (Input) - The Status parameter specifIes a poInter to 33 

a standard status record. It must always be specified or 34 
the request Is not accepted for processing. 35 

3& 
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&.0 USER INTERFACE AND FACILITIES 
&.1.2.4.2 SCfMAKE_LOCAL ------------------------------------------------------.----------------

r he purpose of thIs reqUest Is to return a global I y 
shareable segment to local status wIth respect to the requestor's 
Address Space. The request Is rejected unless the requestIng 
entltie's Control_AttrIbute Is Own or Its Valldatlon Level is 
that 0 f Task Serv ices and the segment Is not knol'ln' in any other 
Address Spaces besIde that of the requestor. 

Segment_Control_Table and PhysIcal_File_DescrIptor of an 
Address Space local segment Is automatically removed from memory 
to pagIng storage when the respectIve Job Is placed into Deferred 
State, thereby enhancIng memory utIlIzatIon- (see 4.0 for 
detall s). 

The macro format is as followsl 

SCiIIMake_Local (SeQ..PVA, Status) 

Seg_PVA. (Input) - The Seg_PVA parameter·speclfles a varIable 
of -Cell type. It must speclfya Cell wIthin an' existIng 
globally shareable segment. 

Status. (Input) - The Status parameter specIfies a pointer to 
a stadard status record. It must always be specifIed or 
the request is not accepted for processIng. 
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&.0 USER INTERFACE AND FACILITIES 
& .1. 2. 4. 2SC .HAKEJ.OCAL 
----------------------------------------------------~------------------

The following six reQuest·s external interface speCification 
is closely dependent on certain_internal design trade-offs made 
wIthin the Storage System (i.e., the flexibIlity of the table 
space maintenance procedures, -recovery/restart capabIlity, 
external storage space/memory/CPU overhead used, etc.). They 
wIll only be defined when the Storage System·s internal design is 
completed on July 31, 1975. 

&.1.2.4.3 ~ATE TRANSACTION LIST 

To be defined. 

&.1.2.4.4 SC.REHOVE TRANSACTION LIST 

To .. be defined. 

&.1.2.4.5 ~1~ER TRANSACTION SET 

TO be defined. 

To be defined. 

To be defined. 

&.1.2.4.8 SC.LOCK PYA RANGE 

To be def ined. 
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&.0 USER INTERFACE AND FACILITIES 
&.1.3 REQUEST STATUS INFORHATION 

&.1.3 REQUEST STATUS INFORHATION 1 
2 
3 

To be' supplIed when the internal design of the 'Storage 4 
System is completed. 5 

& 
7 

&.1.4 REQUEST PROCESSING SEQUENCES 8 
9 

10 
To be supplied when the -internal design of the Storage 11 

System Is completed. 12 
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&.0 USER INTERFACE AND FACILITIES 
6.2 P.4GE CONTROL REQUESTS 

Page Control Requests are 
usage and page frame residency. 
following categories I 

A. Usage Prediction ReQUestsl 

o MCIAdv i se_In 
.0 MCIAdvise_Out 
o MC'C lear YVA 
o MCISet_Usage_Level 

B. Memory Management reQuestsl 

o HCILock_PVA 
o MCIUnlock_PVA 
o MC'Flx_Hemory 
o HCIRelease_Hemory 

C. Status reQuestsl 

o HC'Status_WS 
o HC'Status_Page 
o HC'Status_Request 

6.2.1 REQUEST DESCRIPTIONS 

used to manage virtual memory 
They are grouped into the 

The following subsection contains a ·description of requests 
accepted by Page Control. 

Request status codes. which are set before returning from 
each request. and request processing are described in sections 
&.2.2 and &.2.3. respectively. 
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6.0 USER INTERFACE AND FACILITIES 
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P age usage predi ctlon request enab I e a user to adv ise the 
sy·stem of intended virtual memory access patters. when ·known in 
advance. thereby inprovin9 system efficiency. These requests 
also permit close control over the updating of external storage 
space. when reQu ired. thus enhancl ng Sys tem resHle ncy. 

6.2.1.1.1 MC#APVl~N 

The purpose of this request is to transfer a set of 
consecutive pages/blocks. within one segment. from external 
storage to memory. This request executes asynchronously with 
respect to the requestor (see Queue parameter). 

Th. macro format is as followsl 

HC'Advise_In (Spva. Lpva. Queue. Rid. Option. Status) 

Spval (Input) The Spva parameter spec i f las a pointer 
variable -Cel I type to a data structure within the 
first page/block to be retrieved 

Lpval (Input) The Lpva parameter spec Hies a pointer 
variable of -Cell type to a data structure within the 
last page/bl.ock to be retrieved. 

Queue. Unput) The Queue parameter speci fies a pointer 
variable of type qcb_pointer~ It defines the Queue to 
be used to receive request status signals and the final 
request completion·signal. An Advise_In request is 
considered completed when ·all relevant pages have been 
retrieved from mass-storage.· When the Queue para.eter 
is Nil. request completion is not signalled. The 
requestor may use the Program Management event 
monitoring procedures (see Chapter IV) to keep informed 
of the progress of this request. 

Status Signal List; 

To be defined. 

Rid. (Output) - The Rid parameter speclf ies an. integer 
variaole of ReQuest_Identlflertype. Rid is returned 
on request initiation to alloll subsequent .onltoring of 
this request by a HC'Status_ReQuest. 
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6.0 USER INTERFACE AND FACILITIES 

~:~:!:~:~-~~!~~~~~~=!~-------------------------------------------------
Optionsl (Input, Optional) - The OptIons parameter specifies 

a variabl e of AdvIse_In_Opt Ion Set of 
(Extend_Segment, WSS_Override, Error_Report) type 
indicators. 

Extend_Segment indicator. inhibits relect ion of this 
request when the requested transfer extends beyond the 
current segmeni.length. Automatic mass-storage space 
allocation takes place UP to the maximum permitted 
segment size. The new pages are initialized to Nul I. 

WSS_Overr i de indicator-· speci f ies that this request is not· 
to be processed when either 

o The number of fr-ee page fr-ames is insufficient to 
satisfy its requIrements. 

or 

o The lob·s WSS Limit mIght be exceeded 
processi ng. 

dur-lng 

Er-r-or-_Report indicator speci f ies that a fu I I error report 
should be returned via the Queue when any recoverab Ie 
or unrecover-able transfer/memory-parity errors occur 
during r-equest processing. 

~ The requestor Is notifIed of unrecoverable errors by 
signalling the respective On_Conditions wIthin his 
Stacks. (see 6.2.3 for details). 

Statusl (Output) - The Status parameter 
to·a standard status record. 
specified or the request is 
processing. 

speci f ies a pointer 
It must always be 
not accepted for 
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&.0 USER INTERFACE ANOFACILITIES 
&.2.1.1.2 MC. ADVISE_OUT -----------------------------------------------------------------------

&.2.1.1.2 Me. ADVISE QUI 

The purpose of this request is to transfer- a set of 
consecutive pages/blocks, within one segment, from memory to 
external storage and/or move pages/blOCkS from paging storage to 
the associated mass-storage space of an Indirect Segment. This 
request executes asynchronously with respect to the r-equestor 
(see Queue parame te 1') • 

The macro format is as followSI 

MCt/Advise_Out (Spva, Lpva, Queue, RI d, Opt ion, Status) 

Spval !Input) The Spva parameter specifies a pointer-
variable of -Cell type to a data structure within the 
first page/block to be removed. 

Loval (Input) The Lpva parameter specifies a pointer 
variable of -Cell type to a data structure within the last 
page/block to be removed. 

Queue !Input) - The Queue parameter specifies a poInter 
variable of type qcbJ>ointer. It defines the Queue to be 
used to retrieve request status signals and the final 
request completion signal. An Advise_Out request is 
considered completed when all relevant pages have been 
transferred to external storage. Request completion is 
not signalled when the Queue parameter is set to Nil. The 
request may use the Program Management event lIonitorlng 
procedures (See Chapter VII to keep informed of the 
progress of this request. 

Status Signal List 

To be def ind. 

Ridl (Output) The Rid parameter specifies an integer 
variable of Request_Identifier type. RId is returned on 
request Initiation to allow subseqUent monitoring of this 
request by an MCfStatus Request. 

Optionl (Input, OptIonal) - The OptIon parameter specifIes a 
variable of Advise_Out_Option. Set of (Update, 
Update_Storage, Keep_WS, Keep_Lock, Error_Report I type 
indicators. 

When $Advlse_Out_Optlon [] Is specifIed, Page Control 
assumes that the requestor completed using the Indicated 
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6.0 USER INTERFACE AND FACILITIES 
6.2.1.1.2 HC' ADVISE_OUT -----------------------------------------------------------------------

pages/blocks and thus wants them removed from the lob·s 
Harking Set. Page Table entries corresponding to the 
page-frames occupied by the pages, wlthinthe requestor·s 
Working Set, are set invalid and the pages placed into the 
Free or Shared Queues (see 2.5.2). The Initial_Lock (see 
6.1.2.1.1 parameter Usagel lock_Option) is also removed 
from these pagesi Effected pages could be in other lob·s 
Working Set when the target Segment is globally shared. 
In this case, the ·Initial_lock is again removed, Use_Bits 
in the affected Page Tab.le entries are reset, and the 
page-frame·s Age_Count set to A.IC Isee 2.5.3) thus the 
pages are made candIdates for leaving immediately ·the 
respectIve Working Set. Exact control over their future 
memory/paging storage/mass-storage residency is determined 
bv the condition of the specific optional indIcators. 

Update indicator specifies that the external/paging storage 
space corresponding "to the virtual address range should be 
immediately updated from memory. Page Table entries are 
marked invalid until request completion and placed into 
the Free/Shared Queues with Initial_Lock removed, or left 
withIn theIr original Horking Sets as described In the 
previous paragraph. 

Update_Storage indicator·s effect is simllar" to that of the 
simple Update, however, when It Is used on an Indirect 
Segment or whi Ie automatic page migration is in force, the 
storage space of the associated 11le is also updated. The 
requestor thus can enforce the updating to take place in 
well defined groups of pages/blocks thereby enhancing the 
resillency of update processing. Pages/blocks I'IIthin 
paging storage can be removed by a subsequent 
SC'Release_PVA request. 

Keep_HS indicator inhIbits removal of the effected pages 
from the requestor·s Working Set. Their Use_Bit is 
clear.ed, Initial_Lock removed, Age_Count set to AIF and 
thus made candidates for reuse by a subsequent 
page-interrupt or SC'Advise_In request. This option 
enables a user to kep complete control over his Horking 
Set Size. 

Keep_Lock indIcator inhibits removal of the Initial_Lock. 
(It is going to be used by the Storage System to keep 
precIse contro lover Us own Internal Table Space). 

Error_Report indicator specifies that a" ful I error report 
should be returned via the Queue when any recoverable or 
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6.0 USER INTERFACE AND FACILITIES 
6.2.1.1.2 Me, ADVISE_OUT 

unrecoverable transfer/memory parity errors occur during 
request processing. 

Iitltl The requestor is notified of unrecoverable errors 
by signalling the respective On_Conditions within 
his stacks (See &.2.3 for details). 

Statusl (Output) - The Status parameter specifies a pOinter 
to a standard status record. It must always be spci fled 
or the request is not accepted for processing. 
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6.0 USER INTERFACE AND FACILITIES' 
6.2.1.1.3 HC .CLEAR]VA 
-----------------------------------------~-----------------------------

6.2.1.1.3 MC.CLEAR PYA 

The purpose of this reQuest.lt to clear a set of consecutlve 
pages/blocks withIn one segment. 

Tne macro format is as fol 10WSI 

HC.Clear_PVA (Spva, Lpva, Option, Status) 

SPval (Input) The Spva parameter specifIes a poInter 
varIable of a -Cell type to a data structure within the 
first page/block to be cleared. 

Lpval (Inp'ut) The Lpva parameter specl f ies a pointer 
variable of -Cel I type to a data structure withIn the last 
page/block to be' cleared. 

Optionl (Input) - The OP tion parameter specif ies a varlab I e 
of Clear_Option Set of (Clr_Hod1fled, C Ir_Part!al, 
Clr_Olrect) type indicators. 

When SClear_Option [) is specifled unlllodlf1ed pages/blocks 
wIthin the IndIcated virtual address range, and currently 
In memory, are deleted. 

Clr~Hodified parameter is used to specify that modified 
pages should be cleared and the external storage space of 
a Temporary Segment or an Indirect_Seglllent's Paging 
storage, corr-espondlng to the virtual address range, 
should be tr-eated as not inltalized In any subsequent 
accesses. The r-eQuestor must have write access to the 
segment when thIs option is used otherwise the r-eQuest is 
rej ected. A Direct Segment's externa I - star-age space is 
not reset (see Clr_Direct OptIon). 

Clr_Par-tlal parameter specIfies that pages/blocks not 
completely withIn the address range should be also 
partially cleared. Currently memory resident pages 
(maximum of two, one at each end of .the range) are set to 
Null as specified. A Temporary Segment·s non-illemory 
resident pages, or Indirect Segment·s pagels) in paging 
storage, are retrieved, partially cleared and placed into 
the Free or Shar-ed Queue. The requestor must have write 
access to the segment when this opt Ion Is used otherwIse 
the request Is rejected. A DIrect Segment's external 
storage space is not reset (See Clr_Dlrect option). 

Clr_Direct parameter must explicitly speclfy that the Storage 
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6.0 USER INTERFACE ANU FACILITIES 
6.2.1.1.3 HC'CLEAR_PVA 

Space associated with the virtual address range of a 1 
Direct or Indirect Segment should be reset to Null. Since 2 
a Physical FIle DescrIptor only contains the address of 3 
the highest block written to, the Storage System must 4 
explicitly overwrite the external storage space with 5 
Nulls, thus performing the equivalent of the 6 
Clr_Hodified/Clr_Partial optIons for a Direct/Indirect 7 
Segment. This is a high overhead operation and should be. 8 
used with cautIon (clearIng/freeing Temporary Segments' 9 
pages/blocks can be done efficiently since only internal 10 
tables need to be updated). The requestor must have Write 11 
access to the segment or the request is rejected. 12 

13 
Statusl (Input) - The Status parameter specifies a pointer to 14 

a standar-d status record. It must al.ways be specified or 15 
the request t"s not accepted for processing. 16 
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6.0 USER INTERFACE AND FACILITIES 
6.2.1.1.4 MC'SET_USAGE_LEVEL -----------------------------------------------------------------------

The purpose of this request is to advise the system of 
intended Working Set Usage patter·n. Its use can result in 
improved memory utilization. 

The macro format is as followsl 

MC 'Set_Usage_Leve I (Us·age_Speclf ier, Status) 

Usage_Specifier parameter Is a pointer variable of 
-Usage_Array type. Usage_Array Is described bV the 
following SWL.constructs; 

Usage_Record = ~ 
Spve 1 -Cell, . 
Lpva 1 -Cell, 
Usage 1 Boolean 

!:jl~, 

Spva parameter Is a pOinter variable of -Cell type to a 
data structure in the fIrst page/block of the page-set 
wIthIn a segment whose Usage_Level Is to be respeclfled. 

Lpva parameter· is a pointer variable of -Cell tYPe to a 
data structure w!thln the last page/block of the page-set 
whose Usage_level Is to be respeclfied. 

Usage parameter equal to False speclf les that the 
page-frames associated wIth the pages within the page set, 
In the vIrtual address range Spva •• Lpva, should be made 
candIdates for reuse (e.g., If sUI I wUhln the Job·s 
WorkIng Set) and thus the pages wlll be removed from the 
WS when a new page frame Is required.. . 

Usage 1= True specofles that pages within the virtual 
address range Lpva •• Spva should remain within the Job"s WS 
or included, 1 fstlll in memory and the resulting increase 
In NS size is below the permUted NSS max. 

Usage_Arrav speclfle.s page-set"s disposltlon, IIlthin the 
Job"S NS. with respect to their estimated future· usage. 
It is used to advise the system of any gross alternations 
In membership of the Working Set. 
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&.0 USER INTERFACE AND FACILITIES 

~!~!;~;!~-~~!~~!=~~~~~=~~~~~-------------------------------------------
Statusl (Output) - The Status parameter specifies a pointer 

to a standard status record. It must alwavs be specified 
or the request Is not accepted for processing. 
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6.0 USER INTERFACE AND FACILITIES 

~:~:!:~-~:~~~!-~~~~~:~:~!-~:~~:~!~-------------------------------------
6.2.1. 2 !:1.e.lB~aoalUUll.e.DLRggy.ull 

Memory Management requests ena~le a user to control the real 
memory residency of his code/date pages/blockS and to gain access 
to specific real memory locations. 

The purpose of .this request is to suspend paging operation 
ana set of consecutive pages, within one segment. T~e specified 
pages/blockS are retrieved from external storage, when not 
already in memory, and the respective page-frames' lOCk_count 
fields updated within the Storage System's internal Hemory Map 
(see 4.0-for details). The requestor must be a System Job or its 
'profile' must contain Lock_PVA capability (see Chapter 9, 
2.10.1.1.8) otherwise. the request is rejected. 
Job_Identity/page_frames_locked information is maintained by the 
Storage System to permit control of lock removal/restoration on 
swapping or job termination. It is possible to create segments 
(see 6.1.2.1.1) whose pages are always locked while in use (see 
6.2.1.1.21 or during the owning Job's major time-slice. 

Block Management and Device Driver routines always transfer 
data int%ut-of already locked memory (see 1.2.1 and 5.0) and do 
not have to use this request. 

This request executes asynchronously with respect to a 
requestor (see Queue Parameter). 

The macro format is as foilowsl 

MC'Lock_PVA (Spva, Lpva, Rid, Queue, Option, Status) 

Sp val (Input) The Spva parameter spec! f ies a poi nter 
variable of -Cell type to a data structure within the 
first page/block to be locked. 

Lpval (Input) -The Lpva parameter specifies a pointer 
variable of -Cell type to a data structure within the last 
page/block to be locked. 

Queuel (Input) The Queue parameter specifies a pointer 
var iab I e of Qcb_po inter type. It def ines the Queue to be 
used to retrieve request status and the flnalreQuest 
completion. signal. A Lock_PVA request is considered 
completed when all relevant pages/blocks have been 
retrieved from external storage and locked into the 
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6.0 USER INTERFACE AND FACILITIES 
6.2.1.2.1 HC'LOCK.PVA ----------------------------"------------------------------------------

associated page-frames. Request completion is not 1 
signalled when the Queue parameter is set to Nil. The 2 
requestor may use the Program Management event monitoring 3 
procedures (see Chapter IV) to keep informed of the 4 
progress of this request. 5 

6 
Status Signal Listl 7 

8 
To be defined. 9 

10 
Ridl (Output) The Rid parameter specifies an integer 11 

variable of ReQuest.Identifier type. Rid is retUrned on 12 
request inItiation the al low to subsequent monitoring of 13 
this request by a HCIStatus_ReQuest. 14 

15 
Optionl !Input)- The Option parameter speCifies a variable 16 

of Lock.PVA.Option Advise.ln.Option type indicators. 17 
See 6.2.1.1.1 for detal led specification. 18 

19 
Statusl (Output) - The Status parameter specifies a pOinter 20 

to a standard status record. It must always be specified 21 
or the request is not accepted for processing. 22 

23 
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&.0 US ER INT ERFACE AND FACI LITIES 
&.2.1~2.2 HC'UNLOCK_PVA 

&.2.1.2.2 ~OCK P~A 1 
2 

The purpose of thls request' Is to restart paging operatlon 3 
on a set of cOnsecutive pages/blocks within one segment. Unless 4 
a prey lous HC'Lock_PVA operation .has been perf ormed by the 5 
requesting Job on all pages/blocks specified by this request. the & 
request Is re)ected., Pag·es can be unlocked on a page-bv.-page 7 
basis. 8 

9 
The macro format is as f 01 tows 1 10 

11 
HC'Unlock_PVA (Spva. Lpva •. Option. Status) 12 

13 
Spval (Input) - -The Spva parameter speclf les a pOinter· 14 

variable of -Cell tvpe to a data str.uctur.e within the 15 
first page/b lock to be unlocked~ 1& 

17. 
Lpval (Input) The' Lpva parameter spec1 f les a pOinter 18 

variable of -Cell type to a data structure l'I1thln the last 19 
page/block to be unlocked. 20 

21, 
Optlonl (Input. Optional) - The Options parameter specifies a 22 

variable of Unlock_PVA..Optlon. - Set of (Remove_WS. 23 
Release_Pages) type indicators. 24 

25 
When SUn I ock_PVA_Optlon [] Is specl fled, Page Control 26 
assumes that the requestor Intends paging operations to 27 
restart. The one-per-page lock count 'is decreased. within 28 
the Storage System's Internal tables. and when It becomes 29 
zaro. the affected Page Table entries Use bit Is cleared. 30 
The associated page frame's Age_Count Is set to AIF (see 31 
2.5.3) and. unless accessed soon, lIIade'a candidate for·. 32 
eventual reuse. 33 

34 
Remove_WS Indicator speclfles that pages within the 35 

indicated vlrtua I ·address range shoul d be removed from the 36 
)ob's Working Set. 37 

38 
Rei ease_Pages Indicator speci Ues that pages wlthln the 39 
indicated virtual ddress range should be deleted from real 40 
memory and the asssoclated page-frames freed. The 41 
requestor must have write access whenanv of the affected 42 
pages has been mOdified. A page partially included In the 43· 
virtual address range Is not deleted and only cleared as 44 
speclf led. 45 

46 
Statusl (Input) - The Status parameter specifies a poln.ter to 47, 

a standard status record. It must alwayS be specified or 48 
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&.2.1.2.2 HC'UNLOCK_PVA 
-----------------------------------------------------------------------

the request Is not accepted for processing. 

NCR/CDC PRIVATE REV 06/23175 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
.47 _ 
48 



ADVANCED SYSTEMS LABORATORY CH0704 
&-57 

75/0&/2& 
IP~~~~~~_:_~~~~!~~_~!~!~!~!~!-_________________________________________ _ 

&.0 USER INTERFACE AND FACILITIES 

~!~!!!~!~-~:!~!~=~~~~!------------------------------------------------
&.2.1.2.3 H~tFIX MEMORY 

The purpose of this request is to allocate permanently 
(e.g., for the. life-time of the oMning JOb or until released) a 
continuous sectIon of real memory and associate It Mlth a virtual 
address range Mithin one segment. 

Principal users of this request are Diagnostic Subsystem, 
I/O Subsystem, Storage System, Bloell .Manager, System Monltor 
Mhich either Mant access to specific ·real· memory addresses or 
·require a non-pagable continuous real memory area l1.e., IORS·s 
and Segment Descritor Tables). 

Storage System can not guarantee l~ADiaD.~~ allocation, 
and In turn, it is a user of .System :Monitor, Block Management and 
the I/O Subsystem. These operating system modules must maintain 
enough reserved space to permit Page Control to function Mhile 
freeing up memory. 

A Job issuing this request must be a System Job or have 
FIx_Memory capability. 

ThIs request can execute asynchronously Mith respect to a 
requestor·(see Queue parameter). 

The macro format is the fo Ilowingl 

MC.Fix_Memory (Memory_Location, Spva, Length, Queue, Rid, 
Optlon, Status) 

Memory_Locatlonl (Input, Output) The Memory_Location 
parameter is a variable of ·Real_Addressl integer type. It 
Is used to speci tv the address of.· the real memory sect! on 
to be allocated in bytes. 

When Real_Address 2 •• 31-1 Is specifIed Page Control 
assumes that it is free to allocate a memory area of 
sufficient size anYMhere In rea I storage Mith the least 
amount of ·global al location cost·. Its address is 
returned within the Memory_Location parameter for a 
synchronous request (e.g., Queue = ·Nill is specified, see 
Queue parameter beloM). It Is part of the request 
completion signal forthe.asynchronous case. . 

When Real_Address is not equal to 2.·31-1 is specified 
Page Control attempts to a II ocate memory at the requested 
address. It performs paging .or. memory_move operations to 
free the required area unless thIs includes locked or 
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&.0 USER INTERFACE AND FACILITIES 
&.2.1.2.3 MC'FIX_MEHORY -------------------------------------------------------.---------------

fixed page-frames. In this case, it rejects or queues 
this request (see Enqueue optIon). 

Spval !Input, Output) The Spva parameter specifles a 
pointer varIable of -Cell type to a data structure withIn 
the first page/block to be fIxed. 

When Spva's <byte-offset> = 2 •• 31-1 is specIfied Page 
Conrol assumes that the process virtual address' byte 
offset within the associated segment should be equivalent 
to the rea I me·mory address of the fixed area. Spva is set 
and returned accordingly for a synchronous request (see 
Queue parameter belowl. It is part of the request 
completIon signal for the asynchronous case. 

Lengthl (Input, Output) - The Length parameter is a variable 
of integer·type. It is used to specify the length of the 
memory area to be fixed in bytes. Page Control can only 
assign whole multiple of pages, therefore, Length is 
rounded-up acco~dinglY and the size of the allocate memory 
is returned Mithin this parameter for a synchronous 
request. It is part of the request completion signal for 
the asynchronous case (see Queue parameter below). 

Queue 1 (Input) - The Queue parameter specIfies a pointer 
variable of qcb-pointer type. It defines the Queue to be 
used to retrieve request status .and the final request 
completion sIgnal. A Fix_Memory request is consIdered 
completed when a memory area .of specified size and 
locatIon is found and assI9ned fixed status within the 
Storage System·s internal tables. Pages corresponding to 
the virtual address range of the fIxed_area in external 
storage are not allo·cated or. retrieved when exIst. 
Request completIon is not signalled when the Queue 
parameter Is set to Nil and the request is processed 
synchronously with respect to the requestor (e.g., It is 
put In wait statel. 

The requestor. may use the Program Management event 
monitoring procedures (see Chapter IVI to keep Informed of 
the progress of thIs request. 

Status Signal ·Llst 

To be defined. 

Ridl (Output) 
variable of 

The Rid parameter specIfIes an integer 
Re·Quest_Identl Her type. Rid Is returned on 
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6.0 USER INTERfACE AND fACILITIES 
&.2.1.2.3 HC,FIX_HEMDRY -----------------------------------------------------------------------

request initiation to allow subsequent monitoring of this 
request by a HCfStatus_ReQuest. 

Opt ion' (Input) 
of F lx_Option 
indicators. 

- The Option parameter specIfies a variable 
= Set of (HSS_Override, Enqueue) type 

HSS Override indIcator specifies that this request Is not 
to-be processed when the lob's HSS Limit might be exceded 
during processIng. ThIs parameter Is only relevant for a 
subsystem lob since System Job(s) WSS Is only limIted by 
the size o.f the available real memory. 

Enqueue indIcator specIfies that this request should be 
enqueued untIl a memory area of suffIcIent size and/or at 
the specified location becomes avaIlable. An intermedIate 
sIgnal is returned .. hen Queue Is not eQuar.to Nil and the· 
request cannot be ~atisfled immedIately le.g., not large 
enough contInuous area is available or locked/fixed pages 
exist at the specifIed real memory address). A subsequent 
Status_Request can be issued to cancel this request, when 
its requirements are not met, after a suff icient time 
interval. 

Status. IOutput) - The Status parameter specifies a pointer 
to a standard status record. It must always be specIfIed 
or the request Is not accepted for processing. 
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&.0 USER INTERFACE AND FACILITIES 
&.2.1.2.4 HC'RELEASE_HEHDRY 
-----~-----------------------------------------------------------------

The purpose of this request Is to release a contInuous 
section of real memory from fixed status al located by a previous 
F iX_Page request. A cont inuous area of memory can be returned in 

. subsectio.ns, ho.wever, these must be at the beginning or end of 
the Initially allo.cated area. The virtual address range 
co.rrespo.nding to the released memory area is treated as If a 
Clear_PVA operation has been performed. 

The macro fermat is as fol lows. 

HCIIRel ease_Hemory (SpVil, Length, Status) 

Spva' (Input) The Spva parameter spec if ies a po.inter 
varIable of -Cell type to. a data structure withIn the 
fIrst page to. be released from fixed status. 

Lengthl IInput, Output) - The Length parameter is a variable 
of integer type. It Is used to specIfy the length of the 
memory area to be released in bytes. Page Control can 
only fIx/release whole multiple of pages, therefore Length 
is rounded-up accordIngly and the sIze of the released 
memo.ry area Is returned in bytes. 

Statusl (Output) - The status parameter specIfies a poInter 
to. a standard status reco.rd. It must always be specIfied 
o.r the request Is not accepted fer processing. 
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&.0 USER INTERFACE AND FACILITIES 
&.2.1.J Status Requests ----.. "----------------------------------------------------------------

&.2.1.J Statys Ragyests 

These 
IndIvidual 
processIng 
termInated 

requests permIt a user to retrIeve the status of 
pages/page-frames, or·that of Job WorkIng Sets. The 

of asynchronous requests. can be monitored and 
forcibly. 

The purpose of this request 1's to retrIeve the status of 
pages within a lob's Working Set. . 

The macro format Is as followsl 

To be supplied when the detaIled Internal desIgn of the 
St orage System Is campi eted. 

&.2.1.3.2 HC.STATUSPAGE 

The purpose of thIs request Is to retrIeve the status of a 
page or a page-frame. 

The macro format Is as foilowsl 

To be supp lied when the detaIl ed lnterna I desIgn of the 
Storage System Is completed. 

&.2.1.3.J HkJS1ATUS REQUEST 

The purpose of thIs request Is to monItor the progress of an 
asynchronous request beIng processed by Page Contro I. 

The macro format Is as fol lowsl 

To be supplIed when the detaIled Internal desIgn of the 
Storage System Is completed. 
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&.0 USER INTERFACE AND FACILITIES 
&.2.2 REQUEST STATUS INFORHATION 
-----------------------------------------------------~-----------------

6.2.2 REQUEST STATUS INFORHATION 

To be supplIed when the Internal desIgn· of the Storage 
System Is completed. 

&.2.3 REQUEST PROCESSING SEQUENCES 

To be suppUed when the Internal desIgn of the Storage 
System Is completed. 
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6.0 USER INTERFACE AND FACILITIES 
6.3 SYSTEM INTERFACE REQUESTS 

6.3 SYSTEM INTER~REQUESTS 1 
2 
3 

System Interface Requests are used to define the Storage 4 
System·s operational environment and the Utility, Restart and 5 
Recovery Functions performed for, or In-conjunction with, other 6 
elements of IPLOS. They are grouped into the the following 7 
categoriesl 8 

9 
A. Table Definitions 10 

11 
B. Utility Functions 12 

13 . 
C. Restart and Recovery Functions 14 

15 
To be supplied when the detailed internal design of the 16 

Storage System is completed. 17 
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