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IPLOS GDS - JOR MANAGEMENT 

1.0 INTRODUCTION 

The Job is the vehicle through which the ·indlvldual user 
Interfaces to the IPL Operating System. A lob is comprised of a 
set of user·deflned function/environment definitions and a set of 
formal system created structures. The definitions provided by 
the user occur In the form of system command language statements 
which describe and direct a comDuting process. The system 
created structures permit the operat Ing system to uniquely 
identify, monitor, and account for the user computing session. 

Users may present job definitions to 
from either batch Input devices or from 
In the - first case a complete se·quence 
statements Is transferred from the Input 
storage for subsequent processing. In the 
language statements are interpreted on 
basis as they are read from the terminal. 

the operat Ing system 
Interactive terminals. 

of command language 
device to system mass 
second case command 
a statement-at-a-tlme 

Job Management is concerned with the fol lowing areasl 

Recognizes that a terminal or a batch Input device Is ready 
for serv Icing; 

Establishes a basic environment within Which the lob will 
operate; 

Schedules the use of computing facilities among multiple 
Jobs; 

Oistrlbu.tes job-generated output flies to User specified 
destinations; 

Controls the allocation of peripheral resources to actlve 
lobs; 

Returns system resources from terminated lobs and; 

Accounts for the system resources used by lobs. 

The normal mode of operation of the IPL Operating System Is 
to have as many lobs active in the system as an installation will 
permit. All scheduling, resource reservation, and operational 
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1.0 INTRODUCTION 

decisions are made by the Job through command language statements 
as it executes. It Is assumed that all lobs are active and 
scheduling decisions are made asa result of command language 
requests which are described elsewhere in this and the command 
language· documentation. Jobs which are queued due to system 
saturation are removed from the queue and placed Into execution 
on a first in first out bas is. 

1.1 ll.E.FIN IIIQtLQ.LI.f:RtlS. 

Command Language - the language through which an external user 
communIcates with the s.ystem. 

Command Language Interpreter - the system provided routine which 
is responsible for recognizing a,d Interpreting 
st.atements written in command language. 

Contro I Language - the SWL language macros through which an 
executing pr09ram communicates with the system. 

End of Physical Inout Stream -a logical status Dertlnent to the 
system input stager. This status occurs only when a 
system input. device signals "end of data" and the final 
record In the input buffer is a fence record. 

Fence Record - a system defined record of a unique configuration 
which Is placed at the end of a logical Input stream to 
Ident i fy the end of that logical input stream. 

Job Establishment - the process of creating basic and fundamental 
structures for Identifying and control ling a new lob. 
Job Establishment functions are performed by the Job 
Establisher tast< in the System Job. 

Job Initiation - the process of expanding the 
of a previously established Job. 
performed by the Sequence Monitor task 
Job. 

local environment 
Job Initiation is 
In each Individual 

Logics I Input Stream - the volume of Input data which appears 
between fence records in a physical input stream. 

Physical Input Stream - all input data which is available to the 
system via an active system input de~ice. A physical 
input stream is comorised of one or more "logIcal" Input 
streams. 
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1.0 INTRODUCTION 
1.1 DEFINITION OF TERMS 

Primal Invocator IdentifIer :- the ultimate terminal or site which 
caused the execution of a job. The primal Invocator 
identifier (PII) of an interactive job Is the terminal. 
If the interactive job SUBMITs a batch job, the batch 
job's PII Is also the terminal. T>ie PII is used to 
identify the logical operator of a job and for default 
file routing information. 

Primary Input File - the source from which an instance of the 
Sequence Moni tor 'obtains command language statements when 
no alternative source is specified by the command 
language. The name of the Primary Input File is 
information required by the Sequence Monitor from the 
routine which invoked it. A disk file is the primary 
input file for a batch job. The primary input file for 
an interactive job is the terminal, 

Resource, non-preemptible - a non-preemptible resource is one 
which cannot be taken away from a job without cooperatIon 
from the job. Non-preemptible resources include files, 
volumes and units, 

Resource, preemptible - a preemptible resource is one 
be taken away from a job, used by another 
returned with no effect on the first Job except 
time. Preemptible resources include mem~ry and 

which can 
job, and 
execution 
CPU's. 

Sequence Monitor - a system provided program which serves as the 
primary control element during the interpretation of a 
I OgiCd I input stream. The command I anguage interpreter 
comprises a part of the sequence monitor. 

Staging - the process of transferring logical input streams from 
system input devices to mass storage files. Each logical 
input stream is placed on a unique mass storage file. 

System Input Device - an input device which the system defines as 
being dedicated to the process of submitt ing "physica I" 
input streams. 

System Input 'Stager - the system provided rout ine which Is 
responsible for staging. 
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1.0 INTRODUCTION 
1.2 JOB SUBMISSION 

1. 2 JQ.lLS lJJa!:!IS .. HQtl 

1.2.1 FROM EXTERNAL SOURCES 

Jobs may be introduced In one 
classification of the initiating 
claSSified as a system input device 
submIssion of batch jobs. If It is 
terminal then its functIon is the 
interactive jobs. A device's mode 
installation parameters and .the 
capabilities of the device. 

of two ways based on the 
device. If the device Is 
then its function is the 
ClassifIed as an InteractIve 
submiss ion and control of 

of operation is determIned by 
functional attributes and 

When a device classed by an installatIon as a system input 
device becomes active the input stager is notified. This routine 
wIll create a temporary mass storage file as a destInatIon for 
the job deck being entered from the device. When an end-of-flle 
is detected the input stager makes the temporary mass storage 
fl Ie containing the job deck a oermanent mass storage 11 Ie. ThIs 
permits the system to remember files that have b~en completely 
staged across a system crash, The input stager next prepares to 
submit the jab to Job management. 

If the submit request is rejected due to any type of system 
saturatIon, the job is Queued for subSequent executIon. 

1.2.1,2 Int~c!!£tl.lL!Lr!~J:~ 

When an interactive terminal becomes actIve eIther through a 
dial-In or initiation of activIty on an inactIve terminal, the 
SYstem Access Manager is notified. The System Access Manager 
prepares to submit a job wIth the termInal as th~ primary Input 
f i Ie. 

If .the submit is rejected due to system activIty, the user 
wIll be not! fiej at his terminal to try .agaln at a later time. 
The terminal will then be closed and disconnected If on a dIal-up 
line. 
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1.2.2 FROM ACTIVE JOBS 
-----------------------------~-------------~--------------_._----------

1.2.2 FROM ACTIVE JOBS 

The capabil ity is provIded by Nhich active lobs may invoke 
the asynchro'nous processing of ·other lobs. To utillze this 
capability the active job must provide a file of command language 
state~ents on a permanent mass storage file and then request the 
creation of a lob Nhich Nill utillze the file as its primary 
input file. Jobs created in this manner are initiated as batch 
Jobs. 

1.3 .J.llLUIIIl!IlQ!::I 

The process of job initiation occurs Nithin an established 
lob. The process commences immediately after the activated 
instance of the Sequpnce Monitor program gains initial control 
and c ont i nues unt 11 such time that the Sequ ence Monitor 
det.rmines that a non ••• LOGIN statement may be accepted from the 
primary input file associated Nith the lob. Although control of 
the job initiatIon process resides Nlth the Sequence MonItor 
program and the functions oerformed by the process are performed 
independently of the indivIdual user, installation and user 
participation in the .process is not precluded. The capability 
for such participation is provided by user and insta·llation 
oriented profiles Ire fer to section 1.71. 

1 • 4 .JQJLliRJ:1I!:!AIIllli 

Job TerminatIon is a system-supplied facility Nhlch provides 
the functions and the control required for the systematic removal 
of previously initiated Jobs from the system. The Job 
terminat ion process executes Nlthlri the indiv idua I Job under 
contro I of the cognl zant Instance 0 f the Se quence Monit or 
program. The lob termination orocess is invoked Nithin a lob as 
a res~lt of one of the folloNing situationsl' 

1. A command language logout statement is encountered by the 
command '1 anguage interpreter in the command sequence which 
it is currently servicing, or an end-of-file condition is 
encountered by the command language interpreter While 
processing statements from the primary input f lie. 

2. A command language login statement is encountered subsequent 
to lob initiation l1.e., a second login command) by the 
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---~-------------------------------------------------------------------

command langua3e Interpreter in the 
currently being serviced. 

command sequence 

""NOTE"'" The loqout cap'abillty Is also provided via control 
language. The second login capability is not. 
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Output file distribution is a system-supplied facility which 
trarisfers user-specified output files to user-specified 
destinations (printers, punches, terminals). 

The routing mechanism provIded by Job Management is designed 
to facilitate the transfer of data between any file in the system 
and any output device. Obvious incompatibilities will occur such 
as attempts to output libraries of object code. It is Intended 
that the routing facilities provide standard conversion utilities 
tp reformat the.data in such a way as to provide useful output. 

The three Task Services requests which provide the user 
Interface are JM#ROUTE, JM#DIRECT. and JM#RETRA:T. There will 
also be a number of operator control mechanis·ms wht"ch permit the 
operator to achieve output unit setup and cO'ltrol when such 
action Is needed. The latter set of directives are outside of 
the user repertoire and wil I be available only to programs which 
act at an operator's level of authority. 

The form control parameter, which is a strIng of uP to 32 
characters, is used to specify the physical properties of the 
outout medium (eg. paper size, card type, printar train, ribbon 
color) uoon which the data is to be placed. The actual meaning 
of the form parameter and the resulting interaction between the 
user and the operator In control of the setup of the output units 
will be left to the discretion of each individual si teo The 
operating system wIll be designed to support the operator In that 
[t will remember the current form setups of all output units and 
will facilitate a change from one setup to another. It is 
intended that al90rIthms will be developed which will notify the 
operator that a form change is required based ·0'1 the priority of 
the flies In the output queues and ihe number of output units 
available which can accept the required form. 

One problem whictl Is not dealt with at the level of Task 
Services· is the question of a system crash. The loss of the 
output queues should not be allowed to negate the transfer of 
these files. However, the use of a flle to retaIn the 
Information In Its origInal form of output queues and File Router 
tables may not be practical. Other methods should be 
invest igated which wIll preserve the information in the event of 
a system failure. It Is recommended that a procedure be adopted 
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1.0 INTRODUCTION 
1.5 OUTPUT FILE DISTRIBUTION 
--~------------------------------------------------------~-------------

whIch posesses as secure a recovery mechanIsm as possib Ie and 
which requires the mInimum of system overhead to save the 
Information necessary to restore the output queues (assuming the 
information will never or very Infrequent I y be used J. One 
possible metho~ would be to log each route request using a unique 
Identifier. When the transfer was complete, the accounting 
InformatIon would also Include the unique identifier. A missIng 
echo would be used to signal the recovery programs that the file 
had not been transferred. 

1.6.1 OVERVIEW OF JO~ MANAGEMENT IN SYSTEM JOe 

Following Is a lIst of names of progra~s whIch execute under 
the auspIces of the System Job and p"ovlde funct Ions whIch are 
relevant to job management. For each program listed, there Is a 
defInition of Its structure and an overview of the functions 
which it performs. 

A graphic overview of tha flow of data and control among 
these listed Job ma~agemenf programs Is provIded vIa the attached 
diagram '!!ntitled "Job Flow Through the System Job" (FIgure 
1.&.1-11. Circled letters on the di.agram correspond to the 
under I ined letters which aopear in the functional overviews of 
the programs; these letters are provided as points of reference. 

NCR/CDC PRIVATE REV 27 HAY 75. 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
1& 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
26 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
4G 
47 
48 



1-9 
ADVANCED SYSTEMS LABORATORY CHP0404 

75/05/27 
IPLOS GDS - JOB MANAGEMENT 
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1.6.1 OVERVIEW OF JOB MANAGEMENT IN SYSTEM JOB 

Active 
Device 
Oetector 

System 
Access 
Manager 

Stager 

a p art of 
Configuration 
Manager 

Task 

Subtasks of 
System 
Access Mgr.; 
one act ive· 
per eve ry 
act ive batch 
Sy stem Input 
Device 

Job TasK 
Establisher 

Detects hardware level sIgnals 
A which indicate that a 
previously inactive device has 
become active. 
Associates a particular hardware 
signal with a par-ticular device 
and places the del/ice type and 
device IdentIfIer in the System 
Input Device List a 
Causes an event or sends a 
signal ~ to awaken System 
Access Manager. 

Polls SYstem InPJt Device List 
for an entry whicn identifies a 
device requiring service ~ 
When no entries exist. waits 
for event/signal ~ 
When entry exists in System 
Input Device List, makes a 
determination of whetner the 
device is for batch or 
interactive. 
For interactive, issues JMflSUBMIT 
which results In a signal beIng 
sent to Job Establisher E 
For batch, Invokes the execution 
of a Stager subtask E (i .e., 
Issues a PM.SPAWN request) 

Copies a L09ical Input Stream 
from a batch System Input Device 
to a permanent disk fIle ~ 
Issues JMflSUBMIT which results 
in a signal beIng sent to Job 
Establ isher !i 
Repeats above for every LogIcal 
Input Stream on the batch System 
Input DevIce, then termInates 
execution. 

Awakened by arrIval of a sIgnal 
E, !i,n, or £ whIch contains 
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Queued 
Job 
Monitor 

Deferred 
Job 
Mon i tor 

Task 

Task 

information concerning a lob for 
wnich establishment is desired. 
(SIgnal P results from the 
issuance of a JMflSUBMIT 
request from within a user lob.) 
If system limits prohibIt 
ImmedIate lob estab I ishment, 
and if the lob is interactive 
(or is batched with "no enqueue" 
sPeci fied)· sends a rej ect signa I 
to the requestor. 
If system limits prohIbIt 
ImmedIate Job establishment, 
but the lob is batch with 
enqueue permissIon speci f ied, 
creates a Known-Job-List (KJLl 
entry and marks it as "not 
es tab lis hed" 1 
Wnen immediate establishment is 
permissible: Uses the System 
Monitor orovided 
SMflCREATE_ADDRESS_SPACE request 
which constructs fundamental Job 
tables and segme~ts. Acquires 
a Known Job List entry, sets 
the entry's status field to 
"Established-swapped in", and 
interlinks the KJL entry and 
the Job Control Block (JCB) for 
the new Job. Triggers the 
execution of the Sequence 
Moni tor Program in the new Job. 

Awakened by a time event 

Pol Is Known-Job-List entries 
marked as "not established" 
for the one havIng the highest 
priority N, then sends a Signal 
Q, to Job Establisher; the 
signal includes the identity of 
the JCB assocIated with the Job 
to be establ ished. 

Awakened by a time event 
Performs 5wap-out/swaD-in of 
jobs based upon scheduling 
algorithms and system state; 
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1.6.1 OVERVIEW OF JOR MANAGEMENT IN SYSTEM JOB 

Job 
Collapser 

File 
Router 

Task 

TClSk 

swap out includes deal location 
of system segments assigned to 
a lob and wrItIng of a lob image 
to a S wa p f 11 e; s wa pIn Inc I u de s 
al·1 ocat ion 0 f syste m segme nts 
and reading of the lob Image 
fr om the swap file Int 0 memory. 
Known-Jab-List entries are 
appropriately marked ~ to 
indicate whether a lob is 
sw apped-i n/swapped-out. 

Awakened by signals which 
originate from within 
the lob termination procedures 
of user I obs ~ 
Uses information accompanyIng 
a received signal to identify 
a specifIc lob w~ich Is to be 
co I lapsed 
Deal locates segments, tables, 
etc., whIch are assigned to the 
job, and which cannot be 
deallocated by the job 
termination procedures in the 
user lob 

Awakened by signals I from the 
JH#ROUTE request processors in 
the SYstem Job and in user lobs 
Determines identity of file to 
be routed and the desired 
routing destination from 
information accompanying the 
si gn al 
Determines whether output to the 
desired destination is currently 
active; if it is not, invokes 
the execution·of an Output 
Distributor subtask, via PH~SPAWN 
request, and specifies the 
ident lty of the file to be 
routed ill if outout to the 

·desired destination is already 
in prngress, places name of 
f il e to be routed in a queue 
for the relevant subtask of the 
Output Distributor ~ 
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Output Sub tasks of 
Distributor File Router; 

one active 
per each 
active 
System 
Out put 
Device 

Operator To be defined 
Communication 

Opens a System Output Device 
Transfers a f lie from disk 
storage to the SYstem Output 
Device l:i 
Closes the output device when no 
additional files ~re queued for 
transmission to the System 
Output Device currently beIng 
serviced; terminates execution 

Receives messages from tasks in 
the system lob and from tasks 
in the user lobs, and transmits 
those messages to the operator X 
Receives messages from the 
operator and tra~smits those 
messages to tasks in the system 
job or to tasks in user lobs ~ 
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Job Flow Through The System Job 

Figure 1.6.1-1 
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The controlling element of every user lob is a system 
provided program SEQUENCE MONITOR. This program, which 
executes as a task in the address space of every user lob. is 
constl tuted of numerous procedures; th~se procedures are 
logicallv categorized into four sets of proceduresl Sequence 
Monitor Main Control, Job Initiation. Command Language 
Interoreter, and Job Termination. A general discussion of the 
responsibilities/functions of each set of procedures within the 
Sequence Monitor program fo Ilows. 
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Sequence Monitor Main Control 

Job Initiation 

Command Language Interpreter 

Job Terminat ion 

o Provides the point of 
initIal job execution 
following job establIshment 

o Provides sequencing control 
over the other three sets of 
procedures in Sequence 
Monitor 

o Provides "interrupt" 
location and logic to permIt 
atypical job termination 
(e.g., forced termination by 
operator or operatIng 
system) 

o Expands the basIc 
env ironment 0 f the job as 
initIally provIded by the 
job establishment process; 
e. g., creates standard Job 
output files, connects flies 
to streams 

o ValIdates ~ser and account 
ide n t i f ie rs 

o Performs LOGIN processing 
o Processes command language 

statements and directs Job 
orocesses as specIfIed by 
these statements 

o Reduces the job environment 
to a level which is equal 
to, or slIght I y gre at er 
than, the level provIded 
initIally by lob 
establishment; e.9., closes 
lob flies, routes standard 
job files, re I eases lob 
local LNS segment 

o Advises Job Collapser In the 
System Job when condItIons 
dIctate that the user Job Is 
to be completely purged from 
the system 

The attached dIagram entitled "Overview of Sequence MonItor" 
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(Figure 1.6.2-1) is provided. as 3 graphic representation of the 
types of inter-set and inter-procedure flow of control whIch 
occurs withIn the Sequence Monitor program. Large and small 
circles on the diagram represent non-specific procedures, I.e., 
they are presented to depict lYQg~ of interrelatIonships only, 
and are not intended to Imply any formal orocedure name -
procedure function relationships. The letters C and R contaIned 
wIthin the lines representIng control flow IndIcate procedure 
calls and orocedure returns .resoectively. The discussion which 
fol lows is an explanation of the program flow as depIcted by the 
aforementIoned diagram. 
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1.6.2 OVERViEW OF JOB MANAGEMeNT IN USE~ JOB 

Sequence MonItor MaIn Control 
gaIns control the first tIme 
followIng lOb establIshment;. 
thIs is accomplIshed by 
presettIng various elements In 
the Control PoInt used to 
control ·the execution of 
Sequence Honltor. 

Sequence MonItor -MaIn Control 
IHPlol1 calls the prImary 
procedure IIPI~I of the set of 
Job InItIatIon procedures. 

Procedure IPlol issues calls to 
invoke the executlon of a II 
subsidIary procedures whIch 
results In ali functions of lob 
inItiation being performed. 

IP(ol returns to HP(ol 

MPlol calls the 
procedure ICLP(o II 
of Command Language 
procedures. 

prImary 
of the set 

Interpreter 

Command Language Interpreter 
performs LOGIN processing, user 
and account IdentifIer 
validatIon, and command 
statement processing by readIng 
command statements l. and 
calling subsidiary procedures ~ 
to perf orm reQJlred functIons. 
Functions performed may include 
Invoking the execution of a 
user provIded and/or specified 
progra-m .2 

Upon encountering a command 
language LOGOUT statement 
CLP(ol returns to HP (01 1Jl . 

If, after having completed 
LOGIN processing, Command 

I 
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li, 12, II 

Language Interpreter encounters 
a subseQuent LOGIN statement In 
the command stream, CLPlol 
calls . U a secondary Job 
Terminat Ion procedure !TP I 1)) 

to e f f ect 12.ac.tla.l._--il!.£ 
1~cmlD~i1QD and lob 
reInItiatIon. Upon return of 
TP(11 to CLP(o), Command 
Language Interpreter contInues 
as described for 1, ~, and ~ 

MP(ol calls the prImary Job 
TerminatIon procedure (TP(o)) 
toe f f e c t .!!21.al._l.2.b_.!.w:1Il~.2!! 
wi th no subseQuent lob 
reinitIation. ThIs call, for 
which no return ever occurs, 
occurs as a result of CLP(ol's 
return .1D.. af ter MP 10 I' s cal I to 
it ,2., or an "interrupt" II Into 
SeQuence MonItor MaIn Control 
for atypical activation of Job 
terminat Ion. 

Procedure TP(ol Issues calls to 
all subsidIary procedures, 
whIch results In ~L functIons 
of Job termlnat 1 on bel ng 
performed, Upon return of all 
subsIdIary procedures, TPlol 
sends a signal !§. to Job 
Collapser In the System Job; 
following . completion of the 
servlcj!s 0 f Job Co II apser In 
response to the transmltt~d 
signal, this lOb wII I no longer 
exist In the system. 

The secondary Job TermInation 
procedure CTP (1) I, 1 n response 
to the call 11 from C(P(ol, 
issues calls to selected 
subsIdiary procedures lL and 12 
to ~~tl on I y a 12.~.l.ll lob 
l~rmina1.l.2n process. HavIng 
effected partial lob 
termInation, TP(11 Issues a 
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call 1.J!. to the secondary Job 1 
InItiatIon procedure IIPI11. to 2 
re-expand the lob's envIronment 3 
to Its usual level followIng 4 
lob· Initiation. Partial 5 
InItIatIon Is re~ulred because 6 
only partIal terminatIon was 7 
performed. Upon return of 8 
IPll', TP(11 returns to 9 
CLPlol. 10 

11 
The secondary Job InitIatIon 12 

procedure IIPlll), In response 13 
to the call 1.ll· from TP(1I, 14 
Issues call s to selected 15 
subsidiary procedures ~ and ~ 1& 
to effect re-expanslon of the 17 
Jop's envIronment to Its usual 16 
level followIng Job 19 
InItiatIon. 20 
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A major facet In the tuning of the operating environment for 
a part i cu I ar user is prof i I e processing. Prof lies are f II es of 
command language statements which are accessed via a system 
profile dIrectory. They are Implicitly executed by the Command 
Language Interpreter as varIous levels of user IdentIfIcatIon are 
achieved. Their Interpretation is analogous to that caused by 
the ENTER command language statement. 

When the Command. Language Interpreter is first entered, It 
executes a System Profile, If any. This can set Installation 
default conditions and lImits on all system users. 

Next, the profile appropriate to the ter-minal (or system 
input device) and port are processed. 

After this, the LOGIN is processed to Jetermlne the account 
and user Identifiers. Profiles corresponding to these Identities 
are processed in that order. 

Final Iy, interpr~t.tion commences on the primary Input file 
for the job. 

All functions and system services whlc'l are available 
through normal command lanquag@ sequences are also available 
through profile orocessing: e.g., through the use of oroflles, 
standard environmental requirements such as priorities, various 
limits, mounting of removable volumes, 
attaching/detachlnq/ooenlng/ciosing files, dialogue with the 
operator, etc., can be ful filled Implicitly as oart of the login 
process. 
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1.0 INTROOUCI ION 
1.7 PR.OFILES· 

JOB WHJ "COflOL COMPILE AND EXECUTE" 
COLLECT SOURCE 

C030L SOURCE D~CK APPEARS HERE 

" .. 
COBOL I=SOUR.CE, O=OdJECT, L=LISTING, S=ERR 
IF ERR. LEVEL GT 0 

PRINT LISTING 
JOBEND 
IFEND 

SAVE 08JECT 
OBJECT A~D=OaJECT 
COLLECT DATA UNTIL = I. 

DATA DECK APPEARS H~RE 

I. 
EXECUTE P~Ob=MAIN, PARAM=OATA 
JOBEND 

JO~ HHJ "COBOL EXECUTE ONLY" 
O~JECT ADO=OBJECT 
COLLECT DATA UNTIL = I. 

DATA DECI( APPEA~S HE.RE 

I. 
EXECUTE P~OG=MAIN, PARAM=DATA 
JDBEND 
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2.0 ACCOUNTING 

o Detect. measure. and record utIlIzatIon 
resources ,by users of the system. 

2-1 
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of system 

o Provide consistent Information regarding resource 
utIlIzatIon for every identical running of a given job. 

2.2.1 DETECTION 

Detection of an Instance of resource utIlIzatIon Is the 
responsIbIlity of the system procedure whIch Is chartered to 
manage· the resource; for example. FIle Manager is responsIble for 
the detection of file creations. releases. etc. while Buffer 
Manager may be responsIble for the detectIon of file actIvIty. 

2.2.2 MEASUREMENT 

Measurement of resource utilization consIsts of providIng 
detaIl informatIon relevant to the use of each resource; some 
Information may pe common to all· resources whlle other 
information may be peculiar to only one resource. (The 
dIscussIons of the text portIons of accounting records are 
included in the section on System Logging.1 Measurement. also, 
is the responsibIlity of the system procedure which manages a 
resource. 
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2.0 ACCOUNTING 
2.2.3 RECORDING 

2.2.3 RECORDING 
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InformatIon regardIng each use of a system resource Is 
recorded on a SYSTEM LOG FILE by the approprIate manager of a 
resource at the time the usage Is Quantifiable. RecordIng Of 
accountIng InformatIon on a SYSTEM LOG FILE Is accomplished 
through use of the JMOSYSLOG request provIded by Job Management. 
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3.0 SYSTEM LOGGING 

-----------------------------"!",-----------------------------------------

3.0 ~STEM LOGGING 

Logging of system accountIng, system error, and system 
dayfile Information Is accomplished bV system elements through 
use of the JMIISYSLOG request. The request processor which 
services the JM#SYSLOG request appends requestor-specIfied log 
Information to a standard record header and transmIts that set of 
information to a system-provIded System Log File. 

Anv system-provided file Which is to be utilized as the 
System Log File must possess the following characteristicsl 

o the fIle must reside on disk storage: 

o the fIle must be permanently cataloged and the system 
defined to be its owner; 

a the file must be sequentially organized; 

a the file's block size must be of fixed length and equal to 
4096 bytes; and 

o the file must be dvnamicallv expandable bV block-size 
increments. 

System Log File records are ·of 
record Is comprIsed of a standard, fixed 
header and a variable length record 
peculIar to the type of record. 

variable lengths. Each 
length Log FIle record 
text portion which Is 
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3.0 SYSTEM LOGGING 
3.2.1 RECORD HEADER 
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---~-------------------------~-----------------------------------------

3.2.1 RECORD HEADER 

The standard Log File record header contains the InformatIon 
lIsted below. 

o Record IdentIfier Code 

A hexadecimal number of the form ttccss, where tt Identifies a 
record type, cc identifies a class of record within a type, 
and ss identifies a record subclass within a class. 

The fol lowing values for tt are currentlv defined. 

t t=Ol System Bench Mark Record 

tt=02 Job Bench Mark Record 

t t=O 3 Account Ing Record 

t t=04 Error Record 

tt=05 Dayfile Record 

Specific values of cc and S5 are defined in individual 
discussions of the various record types. 

o Current Time 

o Length of the record text portion. 

3.2,2 RECORD TEXT 

a Current Date 
a Central Site Identifier 
a Software version/maintenance I~vel 
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-----------------------------------------------------------------------
3.0 SYSTEM LDGGING 
3.2.2.2 Job Bench Mark Records (Identifier Code=02ccss) -----------------------------------------------------------------------

o Internal Job Identifier (a concatenation of the KJL entry 
ordinal and the KJL entry sequence number) 

o External Job Identifier (system assigned JCB name) 
o Account Identifier 
o User Identifier 

o Internal Job IdentIfier 

o Internal Job Identi f ier 

o Volume set name 

o Internal Job Identifier 

o Volume set name 

o Internal Job Identifier 

o Peripheral type 

o Number of units 

3.2.2.3.4 lltlILS.E.LREll.ASLR.IT.QRQ. 

o Internal·Job Identifier 

o Periphera I type 

o Number of units 
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3.0 SYSTEM LOGGING 
3.2.2.3.5.FILE CREATION RECORD 

o Internal Job Identifier 

o Fi Ie name 

CHPO 404 

o Volume set name on which the file resides 

o Type of peripheral to which the file Is assigned 

o Number of bytes of storage allocated to the file 

o Internal Job Identifier 

o F il e name 

3-4 
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o Account name. User name; If the named fIle Is temporary, 
these names wi II be identical to those in the Job Bench 
Mark I record associated with the Job re~uesting the file 
E~PANO operation; if the file is cataloged as permanent, 
these names will be those regIstered in the 
cata I og ;c.~9.2.C.Q.~~Q.LJitl.eth!1£._~ _ _1.l.li_ll_ll!!l~a~ 
Qgcm2ngnt~ __ 1h~_~~QYDi_n2m~_~g_~C_n2~~~£lLl~~ 
ar~-tl!!LQ.D.~12_whll!:L2cCo!,J[l11!llL2illU.li~ 

o Volume set name on which the file resides 

o Type of peripheral to which the file is assigned 

o Previous file sIze; this is the number of bytes of storage 
allocated to this file prior to this operation 

o Ne w f II e 
which is 
operation 

size; this is the number of bytes of storage 
allocated to the file subsequent to this 

o Date and time of most recent prior adjustment to the sIze 
of the file (I.e., creation or expansIon); for permanent 
files thIs information may be obtainable from the flle's 
cataloq; for temporary files this information must be 
maintained within a file related table and recorded in a 
catalog if the temporary fife is ultImately made 
permament. 
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IPLOS GDS - JOB MANAGEMENT -----------------------------------------------------------------------
3.0 SYSTEM LOGGING 
j.2.2.3~7 FILE RELEASE RECORD -----------------------------------------------------------------------

3. 2.2.3. 7 Ell..LB.fllA!iL~ 

The text area of th~ File Release record Is Identical to 
that of. the File Expansion record 

o Internal Job Identifier 

a Fli e name 

a Volume set name 

a Type of peripheral to which the file is aS51gned 

a Date and time file was opened 

o Date and time file was closed 

o Number of read operations 

a Number of write operations 

a Total number of bytes transferred to and from the file 

3.2.2.3.9 ~RHlNATIQN RECORD 

a Internal Job Ident I f IeI' 

a Date and time of lob in It ia tl on 

a Oate and time of Job termination 

0 Job mode; Initial or ,..estart execut Ion (f or future 
considerat Ion) 

a Job ~Ias~: batch, interactive 

a Termination type; normal, abnormal 

a Number of System Command Language statements processed 

o Primary In~ocatoridehtlfier 

a CPU time used; totat number of milliseconds of real time 
during which control points of the lob were dispatched 

o Memory used; an accumulated paqe-tlme value 
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3.0 SYSTE~ LOGGING 
3.2.2.3.9 JOB TERMINATION RECORD 

It Is recognlzea that the calculation of memory utilization 
will not guarantee identical results for every identical instance -
of execution of the same lob; variations will occur because of 11 
the effects of sharing upon the calculation of working set size~ 
and, 2) timing variances associated with asynchronous .. Iob 
related activities. Even though providing inconsistent 
accounting information is In direct conflict with one of the 
previously defined obJectives, such deviation Is considered to be 
Justified In this case; memory is a facility of obvious value to 
the system and charges for the use 0 fit are appropriate. 
Because of the nature of the IPL system, no practical technique 
to assure consistency of memory utilization measurement is 
evident; it is assumed that users wi II understand the reasons for 
these possiole Inconsistencies and accept them. 

3.2.2.3.10 [ILE ROUTING~fkORD 

o Internal Job Identifier 

o File name 

o Date and time routing Initl~ted 

a Date and time. routing completed 

o Peripheral type of source device 

a Peripheral type of destination device 

o Destination name 

o SpecIal forms Identlfer 

o Number of copl es routed 

o Number of read operations 

o Number of wrIte operations 

o Total number bytes transferred 

To Be Supplied 
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3.0 SYSTEM LOGGING 
3.2.2.5 DayfIle Records !IdentifIer code=05ccss) 

o Internal Job IdentIfier (from which message is issued) 

o Operator Identifier 

o Text of message transmItted to the operator 

o Internal Job IdentIfIer (for which message is intendedl 

o Operator Identifier 

o Text of message from operator 

o Text of any free-form message which any system element 
desires to be placed on the System Log File; if sender 
identifIer is necessary it is the responsibIlIty of the 
sender to Include such InformatIon within the message 
te xt. 

Following is a list of currently assigned System Lpg File 
Record Identifier Codes and the assocIated record names. ThIs 
list is tentative because it is recognized that changes of code 
assignment within a record type may be desirable in order to 
place a significance on record class and subclass different from 
those shown; further, It is assumed that requIrements for 
additional records will be discovered as the system desIgn effort 
progresses. This list, however, is to be considered the focal 
pOint for coordinating any definition and/or modifIcatIon of 
System Log File Record Identlffer Codes. 
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IPLOS GOS - JOB MANAGEMENT -----------------------------------------------------------------------

3.0 SYSTEM LOGGING 
3.3 ASSIGNED RECORD IDENTIFIE~ COOES 

.lMnli.ti..!l.!:_kQ.dg Eru:.lI.!:.d_t:l5Il!!& 1 
2 
3 

TYeE kL.!~s.. ~.e.k!..!'s'S 4 
5 

01 01 01 System Bench Mark & 
7 

02 01 01 Job Bench Mark I 8 
02 01 02 Job Bench Mark II 9 

10 
03 XX XX Accounting Records 11 
03 01 01 Vo I ume Set Reservat i on 12 
03 01 02 Volume Set Release 13 
03 02 01 UnIt Set ReservatIon 14 
03 02 02 UnIt Set Release 15 
03 03 01 Fil e CreatIon 1& 
03 03 02 File E xp3ns Ion 17 
03 03 03 File Re I ease 16 
03 03 04 FlIe Actlvity 19 
03 010 01 Job TerminatIon 20 
03 05 01 Fil e Routing 21 

22 
04 XX XX Error Records 23 

24 
05 XX XX Oay f.i' e Records 25 
05 01 01 Me"ssage to Operator 2& 
05 01 02 Message from Operator 27 
05 02 01 Free-form Message 28 

29 
30 
31 
32 
33 
34 
35 
3& 
37 
38 
39 
100 
41 
102 
43 
44 
45 
46 
107 
48 
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-----------------------------------------------------------------------
4.0 SCHEDULING 

-----------------------------------------------------------------------
4. 0 .5..C.lffD.ill..I.!::Hi 

To Be Supplied 
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IPLOS GDS - JOB MANAGEMENT 

4.0 SCHEOULI NG 
4.2 JOB SCHEDULING 

The normal mod ... of operation of the IPL Ope-atlng System is 
for all jobs known to the system to be In some sense active. 
User validation and command language interpretation are not done 
until a job has been established and has executed for some period 
of time. Thus, very little is known about a job before it is 
executing. Job scheduling is designed to accomodate this mode of 
operation, where lobs must be preempted as they express 
requirements for resources and resumed as the resources become 
available. 

Job scheduling is designed to be, as much as is feasible. 
table driven. Hany of the factors which determine scheduling 
decisions may be set at system generation time and/or varied 
dynamically while the system is running. This wil I permit an 
installation to tune schedu ling to its particular mode of 
operation and to change the mode of operation during the 
processinq day. 

Job scheduling must accomodate a mixture of batch, 
interactive, and transaction Jobs simultaneously and in various 
combinations. 

A Job in the IPL Operating System exists in one of several 
states which are of interest to the schedulers. These states 
arel queued, deferred, inactive, and active. There will also be 
frequent references t~ the running state which implies inactive 
or active. These states correspond to the amount known about a 
job and the amount of system resources used by a Job. The system 
knows the least about a queued job and it uses the least system 
resources. The system knows the most about an active Job and it 
requires the most system resources. 

One o.f the major functions of job scheduling is to move lobs 
from one state to another. The following diagram Indicates which 
state transitions are possible and also which sc,eduler controls 
that transition. 
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4.0 SCHEDULING 
4.3 JOB STATES 

FINAL ST ATE 
t---t---t---+---+ 

Q I 0 I r I A I 
U I E I N I C I 
F. I F I A I T I 
U E I C I I I 
E R I T I V I 
D I R I I I E I 

ORIGINAL I. E I V I I 
STATE I DIE I I 

t---------- ---1---1---1---1 
I QUEUED I I 1 I I 
t----------t---t---+---t---t 
I DEFERRED I I I 2 I I 
t----------+---+---t---+---+ 
I IN4CTIVE I I 2 I I 3 I 
t----------t---t---+---t---+ 
I ACTIVE I I I 3 I 
t----------t---+---t---t---+ 

1 I Queued Job Monitor 

2 I Deferred Sob Monitor 
! . 

3 I Running Job Monitor 
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The amount known about a lob in the various states and the 
dispositional various resources is summarized in the following 
table. 
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4.0 SCHEDULING 
4.3 JOB STATES 

RESOURCE 1 
t-------+------t------+---------t 2 
IWS ISTICPI NE I 3 
IDE IYAIOOI OM I 4 
IRT ISBINII NP I 5 
IK ITLITNI -T I & 
II IEEIRTI PI I 7 
I N I M S I OS I RBI 8 

STA TEl G I I LIE L I 9 
I I I I E I 10 

t----------I-------I------I------I---------I 11 
I I I I I I 12 
I QUEUED I none I '" I none I none I 13 
+----------+~------t------+------+---------+ 14 
I I swap I swap I swap I I 15 
I DEFERRED I file I file I file lallocatedl 1& 
+----------+-------+------+------+---------+ 17 
I I swa p I I n lin I I 18 
I INACTIVE I file I memorylmemorylal locatedl 19 
+----------+-------+------+------+---------+ 20 
I I Ion I I 21 
I I I dis- I I 22 
I lIn lIn Ipatchl I 23 
I ACTIVE Imemory Imemorylchain lallocatedl 24 
+----------+-------+------+------+---------+ 25 

2& 
'" Known Job List Entry and Job Control Block al located. 27 

28 
29 

4.4 ~tlEQU~AabE~ 30 
31 
32 

As mentioned earlier, the schedulers are taole driven. This 33 
section describes the varIous tables used by the schedulers to 34 
determine their decision making process. The method of supplying 35 
these tab I es inlt ia II y is yet to be determ ined. Requests are 3& 
orovided to modify the tables while the system is running. 37 

38 
39 

4.4.1 CLASS ATTRIBUTE TABLE 40 
41 
42 

The Class Attribute Table (CAT) defines the attributes and 43 
characteristics of each class of lobs. There can be any number 44 
of classes (Installation defined) but there must be at least 45 
threel System. Initial Batch, and Initial Interactive. These are ·4& 
the classes that the system Job is in and batch and interactive 47 
lobs are in respect! v el y when they are first estab lished. 48 

NCR/CDC PRIVATE REV 27 MAY 75 



4-5 
ADVANCED SYSTEMS LABORATORY CHP0404 

75/05127 
IPtOS GGS - JOB MANAGEMENT -----------------------.------------------------------------------------

4.0 SCMEDULING 
4.4.1 CLASS ATTRIBUTE TABLE -----------------------------------------------------------------------

CLASS ATTRIBUTE TABLE 

+~-----+-------+-------+------------+ 
ISYSTEMIINITIALIINITIALIINSTAlLATIONI 

IBATCH IINTER- I DEFINED I 
I IACTIVE I I 
I I I I 

ATTRIBUTE 0 I 1 I 2 131 ••• 1 n I 
+---------------------------- -------1-------1---1---1----1 

CPL N on- preempt I I 1 I 1 
CPL Deferred I I I 1 I 
CPL Running I I I I I 
MaxI11Ium PrIorIty 1 I I 1 
Max i mum KnoNn Jobs I I I I 
Maximum Running Jobs I I I I 
Maximum Active Jobs I I I I 
Maximum Total Working Set I I II 
M a j or Ti me S I ice I I I I 
MInor TIme Slice I I I 1 
Dispatch Time Slice I I I I 
PFF Goal I 1 I I 
Lowest Scheduling Level I I I 
Non-preempt Pri ori ty I I I 

Increment I I I 
Deferred Priori tv Increment I I I 
Inact ive Priori t y Increment I I I I 
ActIve Walt Time I I I I 
Inactive Wait Time I I I I 
Max i m um 101 a i t Tl mel I I I 
Class Residence TIme I I I I 
Next Class (Time) I I I I 
MaxImum Job Working Set I I I I 
Next CI ass (loiS) I I I I 

+----------------------------+------+-------+-------+---+---+----+ 

CPL Non-preempt I 
CPL Deferredl 
CPL Runningl 

CPL = CI·ass Priority Level 
These fiefds define the priority 
relationship among classes for 

di fferent phases of schedl.lling. 
There may be as many levels as 
classes but there can be feNer; 
e.g., several classes may have the 
same CPL for non-preemptlble 
resources. 

CPL is an integer O •• n with 0 having 
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IPLOS GDS - JOB MANAGEHENT -----------------------------------------------------------------------
4.0 SCHEDULING 
4.4.1 CLASS ATTRIBUTE TABLE 
--------"------------------- ... _-----------------;-------------------------

Maximum Priorityl 

MaxImum KnONn Jobsl 
MaxImum Running Jobsl 
MaxImum ActIve Jobsl 

Maximum Working Setl 

Major Time SIIcel 
Minor Time Slicel 
Dispatch Time SIIcel 

PFF Goall 

LONest Scheduling Levell 

Deferred Priority Incrementl 
Inactive Priority Increment I 
Non-preempt Priority 

Increment! 

Active Wait Tlmel 
Inactive Wait Tlmel 

the most priority and n the least. 
This is so that classes may be added 
with little Impact on previously 
defined classes. 

The highest base priority that a Job 
In this class can have. 

The maxImum number of Jobs of thIs 
class which can be sImultaneously 

known to the system or In the 
Runni ng and Act I ve states, 
respectlvelv. 

Maximum real memory sImultaneously 
available to all Jobs In this 
c I ass. 

The time slIces to be allocated Jobs 
In this class when they go 
to the Running State, Active State, 
or one of their control points Is 
dlsP3tched on a processor, 
r espe c t I ve I y • 

Page Fault Freque~cv goal for Jobs 
in this class. The schedulers 1'1111 
adjust runnIng parameters to 
normalIze a job's fault frequency to 
this value. 

Limits jobs In this class to the 
Deferred~Runnin!LAct I ve, 
Running_ActIve, o~ Active only 
states. 

The amount to Increment a.job·s 
effective priority based on time Job 
has b~en In the Deferred or Inactive 
states respectIvely or requires 

non-preemptible resources. 

The length of time that all control 
pOints of a Job must be waiting 

before It should be moved from .the 
Act! ve to Inact Ive or Inact Ive to 

.Deferred states respectively. 
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4.0 SCHEDULING 
4.4.1 CLASS ATTRIBUTE TABLE ---- ---------------------- - -.----- --------- -------- ---------------------

Maximum Wait Timel The maximum amount of tIme Jobs of 
thIs class can walt before it Is 
considered an error state. 

CI ass ResIdence Time: Amount of CPU time a lob can stay In 
thIs class before It Is 
automatically swItched to another 
class. 

Next Class (Tlmell The class to whIch to switch the job 
if its CI ass ResIdence Time has 
expIred. 

Maximum Job Working Setl The maxImum workIng set a Job can 
have before It Is automatIcally 
switched to another cl ass. 

Next C lass (VIS): The class to which to switch the Job 
1 fits maximum jobs working set 
limits has ben reached. 
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4.0 SCHEDULING 
4.4.2 CLASS PRIORITY LEV~L TABLE 

4.4.2 CLASS PRIORITY LEVEL TABLE 

The Class Priority Level Table (CPLTl defInes the decIsIons 
and algorithms used by the various schedulers to perform the 
state transitions described in SectIon 4.3. There Is an entry 
for each CPL used in the CAT. There are parameters in each entry 
about each state transitIon plus parameters control lIng the 
method of ~Ilocation of non-preemptlble resources. 

CLASS PRIORITY LEVEL TABLE (CPLTI 

+---------------------------------+---+---+---+---+ 
I Class PrIority Level 1 0 1 1 1 ••• 1 M 1 

+---------------------------------+---+---+---+---+ 
1 Deferred to Inactive TransItIon I 
I Method I 
I PrIority Cutoff 
I Termination I 
I Inact i ve to Deferred Trans 1 t 1 on I 
I Inactive to Active TransItIon I 

Method I 
P rIo r i t Y Cu t 0 f f . I 
Term Inat i on I 

Active to Inactive Transition 
Method 

Non-preement Resource 
Method 
Priority Cutoff 
Term 1 nat ion 
Partial Allocntion 

AI locat Ion I 
1 
I 
I 
I 

+---------------------------------+---+---+---+---+ 
Class Priority Levell 

Deferred to Inactive State 
Tra os it ions I 

The pertInent class priority 
level (CPLl of the entry. The 
number of prIorIty levels Is 
smaller than or eQual to the 
number of classes. 

The parameters In thIs section 
direct the Deferred Job Monitor 
when it selects a deferred lob 
to make runnIng. 

NCR/CDC PRIVATE REV 27 MAY 75 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
2S 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 



ADVANCED SYSTEMS LABORATORY 

IPLOS GDS - JOB MANAGEMENT 

1t.0 SCHEDULING 
1t.1t.2 CLASS PRIORITY LEVEL TABLE 

Method; Round-Robin 

Method; FIFO 

Method; Priority 

Priority Cutoffl 

Tp.rminationl 

Inactive to Deferred Transition I 

Inactive to Active State 
Transi t ionsl 

Method; Round-Robin 

CHP 01t0 It 
1t-9 

75/05/27 

Jobs are examined on a circular 
basis. If a job cannot be made 
running for some reason, the 
next job in the CPL is examined 
untIl a II jobs In the CPL have 
been e xami ned. 

Jobs are made running in the 
order they appeared in the 
deferred state. If a job 
cannot be made running, no 
other jobs in the CPL are 
ex amined. 

JObs are examined in effective 
priority order. If a job 
cannot be made running for some 
reason, the next lower 
effectIve priority Job Is 
examined until all Jobs In the 
CPL have oeen examined. 

If the Method; PI' ior i ty was 
selected, then jobs with an 
effective priorlty higher than 
the priority cutoff value will 
be treated as 1 f Method; FIFO 
",p.re se lected. 

Determines whether or not to 
examine jobs in the next lower 
CPL I f there ar-e remaining 
de ferred Jobs In thl s CPL. 

There are no par-ameters 
this transition. Jobs 
from inactive to deferred 
on Inactive Wait Time and 
Time Slice from the CAT. 

for 
move 

based 
Halor 

The parameters In this section 
di r-ect the Runn I ng Job, HonIt or 
when It selects an Inactive job 
to make active. 

See Deferred 
Tr ans i t ion 

to Inact! ve 
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1t.0 SCHEDULING 
1t.1t.2 CLASS PRIORITY LEVEL TABLE 
-----------------------------~-----------------------------------------

liet hod; FIFO 

Method; Priorlty 

PrIor 1 t y Cu t 0 f f I 

Terminat lonl 

Active to Inactlv~ Transitlonl 

PriorI t.v: 

Least Time Sllcel 

System Fit: 

Nonel 

Non-preemptlble Resource 
A" oeat i onl 

Method: Round-Robin 

Method; FIFO 

See Deferr-ed to Inactive 
Transi t ion 

See Deferred to Inactive 
Transi t ion 

See Deferred to Inactl ve 
Transition 

See Deferred to Inactlve 
Transition 

Normally jobs move from active 
to inactive based on Hinor Time 
Slice and Active Wait Time. In 
some clrcumsta~ces, however, it 
is necessary for the scheduler 
to deactivate a lob for other 
reasons; e.g., system 
thrashing. This parameter 
specifies th~ method used to 
select a job to deactivate. 

Deactivate the Job of lowest 
priority in this CPL. 

Deactivate the job which has 
the least remalnin9 Minor Time 
S I Ice. 

Deactivate the Job which will 
do most to alleviate the 
situation which requires a Job 
to be deac tl vated • 

Do not forcibly deactivate jobs 
In thi s CPL. 

The parameters in this section 
direct the Resource Scheduler 
when it selects a job to which 
to allocate non-preemptible 
resources. 

See Deferred to Inactive 
Tr ansi t ion 

See Deferred to Inactive 
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4.4.2 CLASS PRIORITY LEVEL TABLE 

Met hod; Priori ty 

Priority Cutoff 

Terminat i on 

Partial AllocatIon 
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TransItion 

See De f erred to Inactive 
TransItion 

See Deferred to Inactive 
Transition 

See Deferred to Inactive 
Transi t ion 

Indicates· whether or not some 
of a jobs non-preempt ib Ie 
resource req.Jests should be 
sa ti s Ii e d if all. of the mca nn ot 
be. 
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4.0 SCHEDULI NG 
4.4.3 CLASS·TRANSITTON TABLE 

4.4.3 CLAS'; TRANSIfION TABLE 

The Class Transition Tab'" (CTT) soecifies which class 
changes are valid when requested by the JMflSET_CLASS request. 

ORIGINAL 
CLASS 

CLASS TRANSITION TABLE (CTT) 

DESTINATION CLASS 
+------+------+------+------+------+ 

S IB II' , 
Y N. ANN' I 
S IT IT I I 
T, T C TEl N 
E IH IR I 
M A A A I 

L L C I 
T I 
I I 
V I 
E I 

+-------------1------1------1------1------1------1 
ISYSTEM I Y I Y I Y I Y Y I 
+-------------+----~-+------+------+------+------+ 
I INIT IAL I I I I I I 
I BA TC H I N I YIN I " I " 
+-------------+------+------+------+------+------+ 
I INITIAL I I 
I INTERACTIVE INN Y I" " 
+-------------+------+------+------+------+------+ 
I I I I I 
I I I I I 
IN" "I" I " I 
+-------------+------+------+------+------+------+ 
I I I I I I I 
INN I " I " I " I Y I 
+-------------+------+------+------+------+------+ 

" Installation Specified 
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4.4.4 SCHEDULER CONTROL TABLE (SCT! 

fhe Scheduler Control Tab Ie contains some parameters which 
define the general operating characteristIcs of the va~ious 
schedulers. 

Frequency of Queued Job Monitor' 
'Frequency of Deferred Job Monitorl 
Frequency of Running Job Monitorl 

The frequency of activatIon 
of these ·schedulers. It is 
assumed 'that the QJH shou Id 
be at I east an order of 
magnitude less frequent than 
the DJM. which should be ~t 
I east an order o.<'f, magnitude 
less frequent than'-the RJH. 

PFF Floor I 
PFF Ceilingl 

I/O Rate Floorl 
110 Rate Cellingl 

Number of Classesl 

HIghest CPLI 

The schedulers wil I attempt to 
maintain the total page fault 

frequency In the system somewhere in 
the range PFF Floor < System PFF < 
PFF Cei lIng. 

The schedul ers wi I lat'tempt to 
maintain the total frequency of lID 
requests In the system in the range 
110 Rate Floor < System 110 Rate < 
110 Rate Ceiling. 

The number of classes specIfied In 
the CAT and CTT. 

The hIghest CPL specIfied In a CAT 
entry. 
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Certain facilities/properties are orovlded by the system as 
constituents of all standard Jobs; those constItuents of whIch 
the user should be cognizant are are discussed In thIs section. 

~.!!lli.ll1-2.1 The SYstem Global Logical Name Space (SGlNS) segment; 
this global segment Is interpretively readable by the user. 

~Qill~Ql-21 The User Local Logical Name Soace (ULLNS) segment for 
the Job; the.segment Is directly and Interpretively readable 
and writable by the user. 

~Bill~Ql-Zl The System Local Logical Name Space (SlLNS) segment 
for the job; the segment Is Interpretively readable and 
writable by the user. 

~.9:!l!Ull_!l.!. The User Global Logical Name Space (UGLNS) segment; 
thIs global segment Is interpretively readable and wrItable 
by the user. 

5.2 IIllS 

JDBtUl::!.EUIl The logical name unconditionally assIgned to the Job's 
Primary lnput File; this file Is for the exclusive use of 
Command Language Interoreter and serves as the default source 
of command language statements in the Job. 

,lQli!!.QAYFILll The logical name assigned to a sequentially 
organIzed,· disk resld~nt file which Is used to record 
sequential history of activIties In the Job (e.g., images of 
command language statements processed, messages to/from 
ooerators, user suoplied InformatIon). This file may be 
written by system elements in a Job as wei I as by the user 
via record level I/O functions. ThIs file Is routed 
according to the Job's Primal Invocator Identi f ier (PIII by 
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Job Terminator in the absence of any user specifIed DIRECT 
specl f lcat Ion. 

~~EINI The logical name assigned to a sequentially organized 
disk resident file which is unconditionally provided by the 
system. This file Is provided as a default file to be used, 
via record level I/O, by elements of the system and the 
product set (e.g., loader maps, compiler source listing). In 
the absence of any user specified OIRECT speCification, this 
file is routed by Job Terminator accordIng to the Job's PII. 

~EnOUTPUI! The logical name of a file which is used by Command 
Language Interoreter for communications directed to the user 
(e.g., command language functional. syntactical or parameter 
error notification). In a batch Job JOBnOUTPUT Is an alias 
logical name for JOBnOAYFILE, I.e •• ;:ommand Language 
Interpreter error notifications transmitted to JDB#OUTPUT 
actually are recorded ~n the physical file assocIated with 
JOB.oAYFILE. For an inferactive Job JOB#OUTPUT Is the 
logical name of the output side (e.g •• display) of the 
interactive device and, consequently. Command Language 
Interoreter error notIfications are transmItted to the 
interactive user; such messages are also transmItted to 
JOBl/oAYFILE by Command Language Interpreter'. JOBI/OUTPUT Is 
written usIng record level I/O functions. 

5 • 3 .!ll!:!fE 

JOB.JC B I An LNS a Ii as through which the user. and system elements 
within the Job address space, may reference the Job Control 
Block of the Job. JOBIIJCB. resides In the Job's SlLNS 
segment. 
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6.0 JOB MANAGEMENT ~EQUESTS 

The following requests are available for communication with 
the varloui Job Managem~nt facilities. 

6.1.1 Jt111SUBMIT 

The JMflSUBMIT request Is utllzed to request the creation of 
an ,asynchronously executing job in a new address space. 

JMflSUBMIT (fname, jname, eo, do, status) 

fname The name of a Fi Ie Control Block w~lch resides in a 
logical name space (LNS), and which describes the file to 
be used as the Primary Input File for the Job being 
invoked; specification of this parameter is mandatory. 
The file must be permanent, and an ACL defined for it to 
permit access under the account and user Identifiers under 
which the new job will run. 

jname Specification of this parameter is 2.l2.1i2J:la.l In user 
jobs; if speci fle'd, it is interpreted to be the name of an 
alias variable which the _system wil I declare in the user 
job's System Local Logical Name Space (SLLNS); the user 
may reference fie Ids in t he Job Contra I Block of the lob 
being invoked by referring to the name of the SLLNS alias 
variable. 

Specification of this parameter by the system programs 
Stager 'and System Access Manager Is J!!iU!~r.~; in these 
instances, the parameter Is interpreted to be the name of 
a, Job Cant ro I Block prev ious I y dec I ared in Sy stem Global 
Logical Name Space (SGLNS). 

eo This parameter v,a lue is used to specify 
immediate establishment is desired, or 
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6.0 JOB MANAGEMENT REQUESTS 
6.1.1 JM f1,SUBMIT -----------------------------------------------------------------------

establishment is permissible. One of the following values 
for eo may be specifledl 

Q I Delaved establishment is permissible 
null I same as Q 
I Reject if immediate establishment is not possible 

do I This parameter value is used to specify the desired 
disposition of the Primary Input Fl1e following the 
running of the job being invoked. One of the following 
values may be specified for dol 

P I Purge the fl Ie when Job terminates 
K : 00 not ~urge the fiJe 
null I same as K 

The P ootlon wil I be honored only when the user Identifier 
of the terminat Ing Job matches the owner identi fler of the 
permanent f il e. 

statusl returned request status. 

6.1.2 JMtlOIRECT 

The JMflOIRECr request permits the specification of explicit 
parameters for use with a file during the subsequent issuance of 
a JMOROUTE reqUest with some or al I of the parameters omItted. 
Any optional parameters supolied'during a JMIIROUTE reQuest will 
override the correspondIng explIcit parameters from a JMIIOIRECT 
request. 

JMflOIRECT (file, destination, form, caples, status) 

filel The logIcal name of the file (temporary of permanent. 
, to be directed. 

destinatIon: An optional oarameter whIc, speclfles the 
logical destination name of the location to whIch to 
direct the file. If not specifIed, the default 
destInation from the JMflROUTE reQuest Is used. 

form: An optional 
properties of 
type, printer 
to be olaced. 

parameter which specifIes the physical 
the output medium (e.g., paper size, card 

train, ribbon tolar) upon which the data is 
If not specified, .the default form from the 
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JM#ROUTE request is used. 
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copies: An optional parameter which specifies the number of 
copies to be placed on the output unit. If not specified, 
the default number from the' JMOROUTE request is used. 

status: returned request status. 

6.1.3 JMORETRACT 

The JMORETRACT request is used to cancel a previously issued 
JMOOIRECT request on the same file. The entry that was placed in 
the local directed file list for the specified file is removed. 

JMORETRACT (file, status) 

file: The file to be retracted. 

statusl returned request status. 

6.1.4 JMtlROUTE 

The purpose of the JMflROUTE, request is to initiate the 
transmittal of 'a file (temporary or oermanent) to some 
destination. If no explicit value is given for an optional 
pardmeter, the explicit values from a previously issued JMODIRECT 
reQues,t on that logical file name will take precedence over the 
defual t val ues in ,,!f fect at the time the JMtlROUTE request is 
issued. 

JMOROUTE (file, destination, form" COPies, status) 

filel The logical name of the file (temporary or permanent) 
to be transmitted. 

destInation'l An optiona I parameter which specifies the 
destination to which to direct, the fi Ie. If not 
specified, the default destination is assumed. 

form: An optional parameter which specifies the physical 
properties of the' output medium le.g., paDer size, card 
type, orinter train, ribbon color) upon ~hich the data is, 
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IPLOS GOS - JOB MANAGEMENT 
--------------------------------------------------~-------------------
6.0 JOB MANAGEMENT REQUESTS 
6.1.4 JMOROUTE -----------------------------------------------------------------------

to be placed. If not specified, the default medium is 1 
assumed. 2 

3 
capies: An optional parameter which specifies the number of 4 

copies to be placed on the output unit. If not specified, 5 
the default number of copies is assumed. 6 

7 
statusl returned reauest status. 8 

9 
10 

6.1.5 JMOSYSLOG 11 
12 
13 

The JMtlSYSLOG request 1s utIlIzed by elements of IPLOS to 14 
effect the transfer of information to the SYSTEM LOG >ILE. 15 

16 
17 

JMtlSYSLOG Irecid, addr, bytes, status) 18 
19 

recid: A SYSTEM LOG FILE record Identifier code of the form 20 
tt/cc/ss/ Irefer to sectIon on System LoggIng for a 21 
discussIon of Log File Record IdentifIer. 22 

23 
addrl The PVA of the begInnIng of the information whIch Is 24 

to be transferred to the SYSTEM LOG FILE. 25 
Informat ion wlllc" begins at the speci fl ed address 26 
must be readable within the addressing context of 27 
the job In which the JMOSYSLOG request is issued. 28 

29 
bytesl The numDer of bytes of information to be transferred 30 

to the SYSTEM LOG FILE. 31 
32 

statusl returned request status. 33 
34 

Specification of all parameters is required. 35 
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6.0 JOB MANAGFMENT REQUESTS 
6.1.6 JMIICLAIM 

6.1.6 JMIICLAIM 

The purpose of this request is to establish the maximum 
simultaneous usage of a class of peripheral devices by a job. A 
claim must be established for a class of devices before a 
JMIIRESERVE request may be issued for dev ices 0 f the cl ass. 
Claims may not be increased while any devices are allocated to a 
job. Claims may be decreased at any time down to the number -of 
devices currently allocated to the job. 

JMIICLAIM (unit_class, number, status) 

unit_classl the class of devices for which a claim is being 
made. 

number: the number of devices of the class being claimed. 

status: returned request status. 

JMIICLAIM Request Processor Entry 

+------------------------+----+---------------------------+ 
IValid Unit Class No I Yes I 
I ----1----------------+----------1 
ICI aim increase I Yes I No I 
I 1-----+----------1----------1 
IAny allocated units I Yes I No I I 
I I -----1-----+---- I 1 
IClaim exceed limits I: Yes (No 1 I 
1 I 1-----1----1-----+----1 
ILess than allocated ( I Yes 1 No I 
+------------------------+----+-----+-----+----+-----+----+ 
IError status X I X I X I ., X I I 
: En t e r c I aim I I I X I I X I 
ISignal Scheduler 1 I 1 X 1 I X 1 
I Return X X I X (X : X 1 X I 
+------------------------+----+-----+-----+----+-----+----+ 
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6.0 JOB MANAGEMENT REQUESTS 
6.1.7 JMIICHANGE_CLAIM -----------------------------------------------------------------------

The purpose of this request is to increase or decrease the 
number of units of a class previously claimed th~ough JMICLAIM or 
JMIICHANGE_CLAIM request. Claims may not be increased whi Ie any 
devices are attached to the job. Claims may be decreased at any 
time down to the number of devices currently allocated to the 
job. 

JI11ICHANGE_CLAIM (unit_c lass, numb·er, status) 

unit_class: the class of devices for which the claim is being 
modified. 

number: the signed value to be added to th~ eXisting claim. 

statusl returned reouest status. 

6 • 1 • 7. 1 W!!:!li 

JMIICHANGE_CLAHI Request Processor Entry 

+------------------------+----+---------------------------+ 
IValid Unit Class No I Yes 

IClaim increase 

IAny allocated units 
I 
IResultant claim exceed 

limit 

ILess than al located 

--~-r----------------+----------I 
I Yes No 
J-----+----------I----------I 
1 Yes 1 No 
1-----1-----+----1 

: Yes I No I 
I 

1-----1----1-----+----1 
I Yes I No I 

+------------------------+----.-----+-----+----+-----+----+ 
IError status X X X X 
IAdJust claim X X 
(SIgnal scheduler X X 
(Return X X X X X X 
+-----------------------~+----+-----+-----+----+-----+----+ 
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&.0 JOB MANAGEMENT REQUESTS 
&.1.8 JMIIRESERVF -----------------------------------------------------------------------

&.1.8 JMIIRESERVE 

The purpose of this request Is to register the requirement 
for a non-preemptlble resource -(file, volume set, or unit set. 
The allocation of the resource to the Job 1'111 I not take place 
until the Issuance of a JMIIACQUIRE request. This request permits 
groups of resources to be acquired simultaneously. This reduces 
the possibility of deadlock and Increases_ total system efficiency 
by not hav I nq some re sour-ces a ttached to a job wh lie It stili 
needs others to continue execution. --

JMIIRESEI<VE (resource, usage, status) 

resourcel an (LNSt structure defining the resource to be 
reserved. Allowable types are File Control Block, Volume 
Set Control Block and Unit Set Control Block. 

usagel Indicates whether the resource Is to be obtained for 
shared use or private to the Job. 

statusl returned request status. 
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IPLOS GDS - JOB MANAGEMENT 

6.0 JOB MANAGEI1ENT REQUESTS 
&.1.6.1 Logic 

JMIIRESERVE 

Request processor entry point 

+------------------------+-----+----------------------+ 
IJMIIACQUIRE outstanding I Yes I No I 
1------------------------1-----1-----+----------------I 
; Resource a FCB I Yes I No I 
1 1-----1--- --+----------1 
IResource a VSCB I I Yes 1 No I 
I 1 1-----1-----+----1 
I Resource a USCB I I I Yes I No I 
+-----------------------~+-----+-----+-----+-----+----+ 
1 Error 1 X 1 I I X I 
ICal1 RESERVEF I X I I I I 
ICall RfSEf;>VEV I I X I I I 
ICal1 RESERVEU I I I X I I 
I Return I X X I X X I X I 
+------------------------+-----+-----+-----+-----+----+ 
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6.0 JOB MANAGEMENT REQUESTS 
6.1.8.1 Logic 

6-9 
CHP0404 

75/05/27 

-----------------------------------------------------------------------
RESERVEF Procedure 

+-----------------------------+-------------------+---+ 
IFile reserved or attached I No IYesl 

I Permanent f i I e 
I 
IVSCB named 
I 
IVS reserved or attached 
I 
IVS containing catalogue 
lon-line 

I--+~---------------I---I 

INol Yes I I 
1--1--+-------------1 I 
I INo I Yes I I 
I 1--1------+------1 I 
I I No I Yes I I 
I I 1--+---1--+---1 I 
I I INolYeslNolYesl I 
I I I I 1 I 

+-----------------------------+--+--+--+---+--+---f----+ 
ITo be suoolied IXI I I I· I 
ISupply system V.S. name I IX I I I I 
ICal1 JMIIRESERVE (VSCBI I I X X I I I I 
IMark FCB as Reserved I IX X X IX I X I I 
I Get catalogue entry I IX X I I X I I 
IBuild File Reservation Record: IX X X:X X I I 
IFile unique name In FRR I IX X IX I I 
IFile external name in FRR I I X IX I I 
I Error status I I I I X I 
I Re turn I X I X )( X I X X I X I 
+-----------------------------+--+--+--+---+--+---+--~+ 

RESERVEV Procedure 

+----------------------------------+---+---------------+ 
IVolumeset reserved or attached IYesl No I 
I 1---1-------+-------1 
IAre volumes specified I IY IN I 
I I 1-----+-1-----+-1 
lIs USCB named I IY INI Y INI 
I 11-+---1-1-+---1-1 
lIs other VSCB associated with USCSI IYIN IYI N I I 
I I .1-1-+-1 1-1-+-1 I 
lIs USCBreserved or attached I I IYINI I IYINI I 
+----------------------------------+---+-+-+-+~+-+-+-+-+ 
IError status I X IX I I I IXI I I I 
IGet cat"llogue entry I I I I I IXIXIXI 
IBuild USCB . I I I IXI I I IXI 
ICal1 JMII~ESERVE I I IXIXI I IXIXI 
IBuild VS reservation record I IXIXIXI IXIXIXI 
IMark VSCB as reserved I IXIXIXI IXIXIXI 
IReturn X IXIXIXIXI IXtXIXI 
+-----------------------~----------+---+-+-+-+-+-+-+-+-+ 
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6.0 JOB MANAGEMENT ~EQUESTS 

6.1. 8.1 Logic -----------------------------------------------------------------------
RESERVEU Procedure 

+-----------------------~----------+-----+----------------+ 
I Unl t set reserved or attached I Yes I No I 
I 1-----1-----+----------1 
IExceed CLAIM I 1 Yes 1 No I 
I 1 1----- 1-----+----1 
IVS associated with USCB 1 I 1 Yes I No I 
+----------------------------------+-----+-----+-----+----+ 
IError status I X I X I I 1 
IBuild Unit reservation record I 1 1 ·1 X 1 
IMark USCB as reserved I 1 1 X 1 X I 
IReturn . 1 X I X 1 l( 1 X 1 
+----------------------------------+-----+-----+-----+----+ 
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6.0 40B-MANAGEM~NT REQUeSTS 
6.1.9 JMflCANC£L_~ESE~VE 

6.1.~ JM#CANCEL_RESE~VE 

6-11 
CHPOlt04 

75/05127 

The purpose of this request is to cancel the effects of all 
JMIIRESERVE requests issued since the last 4MIIACQUIRE request. 

JMflCANCEL_RESERVE (status) 

status: returned request status. 

6.1.9.1 1..,Q.9.!.£ 

JMIICANCFL_RESERVE 

Request orocessor entry 

+------------------------+---+--------------------+ 
IJMIIACQUIRE outstanding IYes; No 
I I---I--+-----~-----------I 
IAny more resource I INol Yes I 

reservation records 1 I I 1 
I 1--1---+-------------1 

IFile reservation record 'IYes' No , 
I 1---1---+---------1 
IVolume set record I IYesl No I 
I I 1---1------+--1 
IUnit set record I I Yes INol 

-I I 1---+--1--1 
ISystem supol y USCS I I Yesl Nol I 
+------------------------+---+--+---+---+---+--+--+ 
IError status I X I I I I IX I 
I Ma rk F C Bas no t X I I I 1 

reserved I I I I 
IMark VSC9 as not I X I I I 
I reserved I I I I 
IMark USCB as not I I X I I 
I reserved I 1 I 
IReturn USCS I X I I I 
IReturn reservation X I X X IX I I 

record I I I I 
I Re turn X X X I X X I X I X I 
+------------------------+---+--+---+---+---+--+--t 
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6.0 JOB MANAGEMENT REQUESTS 
6.1.10 4MIIACQUIRE 

6.1.10 4MIIACQUIRE 
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The purpose of this request is to cause the system to 
satisfy all requests previously establishe:! throu9h the 
JMflRESE~VE request. All outstanding requests must be satisfied 
before any additional 4MflRESERVE or JMIIACQUIRE requests can be 
issued. . 

4MIIACQUIRE (Queue, [ecb I, status) 

Queue: indicates whether the request for resources shoul d be 
queued if they cannot 311 be satisfied Iml1edlately or - the 
4MIIACQUIRE be terminated with none of the allocations 
made. 

ecbl optional parameter which names an event to be PMIICAUSEO 
when all outstanding requests have been satisfied. When 
the "Queue" parameter indIcates Immediate termination, the 
specification of an ecb is not permitted and if present 
will resu I t in an erro!" status. 

status: returned request status. 
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ADVANCED SYSTEMS LABORATORY 

IPLOS GDS - JOB MANAGEMENT 

6.0 JOB MANAGEMENT REQUESTS 
6.1.10.1 Logic 

6.1.10.1 1..2.Sil£ 

JMflACQUIRE 

Request Processor Ent ry 

CHP0404 

t --- --- -- -- - - -------__ +- __ .+ ____ - __________________ + 

lIs JMflACQUIRE Yes 1 No 
1 outstanding 1 
1 1---------+-------------1 
IResource ReservatIon 1 No 1 Yes I 
1 _ Records I 1 I 
1 1--+------1------+------1 
IECB named INol Yes 1 Yes No I 

:--1--+---1---+--1---.--1 
II~mediate Return INoIY~sl YeslNolYeslNol 

t---------------------+---t--t--+---+---+--+---t--+ 
tError Status I X I I X I X 1 I I I 
ISelect Reply no trap I I X IX I 
:Select Reply trao to I I IX I 
I Alloc'lte I I I, I 
ISigna I Resource I I I X X I X 
1 Allocate I I 
IWait for reply I X IX 
: Call ALLOCATE 1 1 X I X 
ICause ECB I IX I 1 
IReturn IX X 1)( X X IX X IX 

+---------------------+---t-- t--+-- -+ ---+-- .'- -- +--+ 
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--;...--------------------------.,.---------_._--------------~--------------
6.0 JO B MANAGEMENT REQUESTS 
6.1.10.1 Logic -----------------------------------------------------------------------

ALLOCATE: Procedur~ cal led by JM#~CQUIRE or via trap 
from Re~ource Allocator. 

+-----------------------~-----+------+--------------+ 
IAny more Resource Res Recs No 1 Yes 
I 1------1---+----------1 
IF 11" Request I I Yes 1 No 1 

:Volume Set ~equest 
1 
IUnit Set Request 
I 
1 ECB name:! in JMIIACQUIRE 

1--- 1---+------1 

I--t--- 1 
INolYesl 

I Yes 1 No I 
1---1---+...,-1 

1 Yesl No 1 
1---1--1 
1 I I 

+-----------------------------t--+---+---+---+---t~-+ 
ICal1 ATTACHF 1 I X I I I 
IMark VSCB as attached 1 1 I X I I I 
IMark USCI3 as attached I I, 1 X 1 I 
:Remove Resource Res. Rec. I I I X X X 1 I 
IPick next RRR X X X I 
ILoop to ALLOCATE I X X X I I 
: Cause ECB I X I I 
I Return 1 X X 1 X I 
tError Status I IX I 

+--~--------------------------+--+---+---t---+---.--+ 

on reply 
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6.0 JOB MANAGEMENT REQUESTS 
6.1.11 JM'RETURN 

6.1.11 JM#RETURN 
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The pu~pose of this request Is to return a file volume set 
or unit set previously allocated to a Job through 
JM'RESERVE/JM#ACQUIRE commands. If a file is named, then only 
the fllels returned. If a vo lume set Is named then a II files on 
the volume set that are attached to the Job a~d the volume set 
are returned. If, In this case, the unit set was supplied by the 
system, it Is also returned. If the unit set was supplied by the 
Job, it is left allocated to the job. If a unit set Is named, 
the attached files, volume set and unit set are returned. 

JM.RETURN (resource, [claim_disposition], status) 

resource I the (lNS) structure defining the resource to be 
returned. Allowa'ble types are File Control Block, Volume 
Set Control Block, and Unit Set Control Block. 

claim_dISPosItIon: If the 
Indicates whether or not 
appropriate device class. 

unit set 
to reduce 

statusl returned request status. 

involved Is returned, 
the claim for the 
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ADVANCED SYSTtMS LABORATORY 

IPlOS GOS - JOB MANAGEMENT 

6.0 JOB MANAGEMENT REQUESTS 
6.1.11.1 ·loglc 

JM flRET URN 

Request processor entry point 

·CHP0404 

+--------------------------+---+--------------+ 
lIs JM.ACQUIRE outstanding IYesl No I 
I 1---1---+----------1 
lIs resource a FCB I I Yesl No I 
1 I 1--- 1---+------1 
lIs resource a VSCB .1 IYesl No I 
I I 1---1---+--1 
I Is resource a USCB I I IYeslNol 
+--------------------------+---+---+---+---+--+ 
IError status I X I 1 I IX I 
ICal1 RETURNF I 1 X I I I I 
ICal1 RETURNV I I X I I 
I Ca I I RETURNU I I X I I 
I Re turn X I X I X X I X I 
+--------------------------+---+---+---+---+--+ 

RETURNF procedure 

+-----------------------------+-----+----+ 
lIs File attached I Yes I No I 
+-----------------------------+-----+----+ 
ICallDETACHF I X I I 
ISlgnal Resource Allocator X I I 
IError status I X I 
I Re t urn X I X I 
+-----------------------------+-----+----+ 
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-------------------------------------------------------- -----~---------
.6.0 JOB MANAGEMENT REQUESTS 
6.1.11.1 LogIc ------------------------------------------------------------.----------

RETURNV Procedure 

+--------.---------------.. ----------+--+---------------------+ 
lIs VSCB allocated ·.I.Nol Yes I 
I I--I---+-------------~---I 
IAny more attached f 11 es I IYes I No I 
I I 1---1------+----------1 
lIs volume set shareable I I I Yes I No I 
I I 1 1---+--1---+------1 
ICalled by RETURNU I I IYeslNolYesl No I 
I I I 1---1--1---1---+--1 
IWas unlt set supplle·d by system I I I I I IYeslNol 
+----------------------------------+--+---+---+--+---+---+--+ 
I Error status I X I I I I 1 I I 
IPick fIrst attached FCB I I X I I I I·· I I 
ICa II RETURNF I I X I I I I I I 
I Loop to RETURNV I I X I I I I I I 
I Mark USCB not reserved I I I X IX IXI X IX I 
ISIgnalresourceallocator I I I X IX IX I X IX I 
I Ca II RETURNU I I I I X I I X I I 
IReturn IX I I X IX IX IX IX I 
+--,..--"'----------------------------+--+---+---+--+---+---+--+ 

RETURNU Procedure 

+-----------------------------+----+---------------------+ 
IIsUSCBallocated INol Yes I 
I I-~--I----------+----------I 
I Is VSCB attached I I Yes I No I 
I I 1-----+----1-----+----1 
lIs claIm to be reduced I I Yes I No I Yes I No I 
+-----------------------------+----+-----+----+-----+----+ 
I Error Status I X I I I I I 
IMark USCB not attached I I X I X I X I X I 
ICall RETURNV I I X I X I I I 
ISIgnal resource allocator I I X I X I X I X I 
IReduce number claimed I I X I 'I X I I 
I Return I X I X I X I X I X I 
+-----------------------------+----+'..,----+----+-----+----+ 
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6.0 JOB MANAGEMENT REQUESTS 
6.1.12 JM*SET_PRIORITY 

The purpose of thIs request Is to establish or change the 
base priority of a Job. 

JMOSET_PRIORITY (Job,priority,status) 

jobl LNS descriptor of the Job Control Block or alias of the 
Job to have its priorIty changed. 

priorltyl The value of 1 •• 15 to set the priorlty. 

status I returned request status. 

.Examp let JMIISET _PRIORITY (thl s_J ob.· 7' ,status) ; 

job. 
The purpose of thIs request Is to change the class of a 

JMOSET_CLASS (job,class,statusl 

jobl LNS descrIptor- of the Job Control Block Or alIas of the 
job to have its class changed. 

classl The value (l •• n) where n Is the highest class number 
to set the class. 

statusl returned request status. 

Examp I e I JHIISET _CLASS (thls-l ob.xaction ,status!; 

The purpose of this request Is to get a copy of a record of 
the Class AttrIbute Table. 

JMnGET_CAT (class,buffer,status) 

class. The class number of the record desIred. 

NCR/CDC PRIVATE REV 27 HAY 75 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
41 
48 



ADVANCED SYSTEMS LABORATORY 

IPLOS GOS - JOB MANAGEMENT 

6.0 JOB MANAGEMENT REQUESTS 
6.1.14 J MI/GET _CAT 

CHP0404 

bufferl The location to put the copy of the record. 

status I returned request status. 

6.1.15 JMIIREPLACE_CAT 

75/05/27 

The purpose of this request is to replace a Class Attribute 
Table record with a new ohe. 

JMIIREPLACE_CAT (class,buffer,status) 

classl The Class number of the record to be replaced. 

bufferl Location of the new record. 

status: returned request status. 

The purpose of this request is to get a copy of a Class 
Priority Level Table record. 

JMIIGET_CPLT (col,buffer,status) 

CPL: Class priority level of the desired record. 

ouffer: Location into which to place the record. 

statusl returned request status. 

The purpose of this request 1 s to rep I ace a CI ass Pr ior i ty 
Level TabJe record with a new one. 

JMIIREPLACE_CPLT (CD I ,buffer ,status) 

CPLI Class priority level of the record to be replaced. 

bufferl Location of the new record. 

status: returned request status. 
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6.0 JOB MANAGEMENT REQUESTS 
6.1.18 JMIIGET_CTT 
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-----------------------------------------------------------------------

The'purpose of this request Is to get a copy of a class 
Transition Table record. 

JM#GET_CTT (class,buffer,status) 

classl The class number of the desired record. 

bufferl The buffer Into which to place the record. 

status: returned request status. 

The purpos~ of this request is to replace a Class Transition 
Table record with a new one. 

JMI/REPLACE_CTT (c lass,buffer,status) 

Classl The class of the record to be replaced. 

bufferl Location of the new record. 

status: returned request status. 

The purpose of this request is to get a copy of the 
Scheduler Control Table. 

JMIIGET_SCT (buffer,status) 

bufferl Location to place the SCT. 

statusl returned request status. 

The purpose of this request is to replace the current 
Scheduler Control Table with a new one. 
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6.0 JCla MANAGEMENT REQU~STS 
6.1.21 JMflREPLACE_SCT 

JM#REPLACE_SCT (buffer,status) 

buffer: The location of the nerl SCT. 

status: returned re~uest status. 

6-21 
CHP0404 

75/05/27 

Each terminating request processor returns status 
information, in 3 coded format, whIch describes the dIsposition 
of the request. 

6.2.1 OEFINITION OF STATUS CODES 

Accepted 

o JM GO 0 
4 JM 000 

Re J ect ed 

accepted and completed 
accepted and Queued for service 

Par~meter Error Rejects 

13 JM 101 reauired parame ter not specified 
B JM 102 Invalid para met er type 
Il JM 103 invalla para'lleter value 
8 JM 104 unde fined L"lS variable name 
8 J!1 1ll 5 dupl icate L"lS v ar iab Ie name 
8 JM 106 i nva I I d address specifIed 
8 JM 107 (unde fined status code) 

8 JM 1FF (undefined status code) 

Functional Error Rejects 

8 JM 201 
8 JM 202 
8 JM 203 

att~mpted to submit interactive job 
disk f lie not oermanent 
(undefin~d status code) 
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6.0 JOB MANAGEMENT REQUESTS 
6.2.1 DEFINITION OF STATUS CODES 

1\ J M 2FF (undefined status code) 

Internal Condition Rejects 

C J M 901 
C JM 902 
C JM 903 

C JI1 '3FF 

system limits exceeded 
no table soace available 
(undefined status code) 

(undefined status code) 

Internal Error Rejects 

CHP0404 

F JM A01 
F JM A02 

lNS variable not in proper lNS segment 
(undefined status code) 

F J M A FF (undefined status code) 
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6.0 JOB MANAGEMENT REQUESTS 
6.2.2 STATUS CODES BY ReQUEST 

6.2.2 STATUS CODES BY REQUEST 1 

s S D R S S G 
U Y I 0 £ £ £ 
9 S R U T T T 
n L £ T - - -
I 0 C £ P C C 
T G T R L A 

I A T 
0 S 
R S 
I 
T 
Y 

o In DOD x X 
~ In DOD x 
8 In 101 x X 
8 In 102 
8 In 103 x 
8 In 10~ x 
8 In 105 x 
8 In lDL x 
8 In 201 X 
8 In 202 x 
C In '01 x 
C In '02 
F In AOl x 

R G R G R G R C C R R A 
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7.0 PROCESS DESCRIPTIONS 

7.0 £gQCESS DESC&lf1I~~ 

To be supplIed 
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7.0 PROCESS OESC~IPTIONS 
7.1.1 DECISION TABLES 

7.1.1 DECISION TABLES 

II • FILE • <:rnall'> para.Rtar speci nad 
)01. pea • <fnalillt> reside In LNS 
'08S feB· <'nalle> describe disk or interactive file 
Is Alpha thlt SystR" .lob 
Does FeB II <fnallle . describe I disk resident file 
Is the disk resident file permanent 
Is II JOB = <jname> para:aeter speci fled 
Does deB tI <.inamd> reside in SClNS 
Does Alias' <jna.1!> resida in SLLNS 

1. Set return .status · Reject' fILE paralletar absent 
~. Set return status • Reject\ FeB. <fnallla'> undefined 
3. Sat return status • Reject\ Illegal input fila lIIediu. 
~. Set return status • Reject; Input fUe not on disk 
5. Set return status • Reject; Disk file not perlllanent 
L. Set return status • Reject; <jnallle> not unique· 
1. Set return status : Reject; dOB pararaeter absent 
8. Set return status : Reject;. dCD = <jnallle> Undefined 
'I. Declare a JCB D <Uniquli> in SGLNS 
lD. Declare an Alias • <jnaaae> in SLLNS 
11.. Set dCB nallle into the Alias variable 
l~. Copy User Id. fro. dCB.ALPHA to dCB.BETA 
13. Copy Account id. fro. dCB.ALPHA to dCB.BETA 
l~. Copy PII fro. dCB.ALPHA to dCB.BETA 
15. Set dob Type field of dCa.BtTA to "User Job" 
1L. Copy Initial Priority fro. dCB.ALPHA to dCB.BETA 
l7. Set Job Class field of dCB.BETA to "batch" 
l8. Set .dob Class field of dCD.BETA t·o ninteractivQn 

1'. Sat na •• of dCB Into dCB.BETA 
20. Set current date/time into dCB.BETA 
21.. Set dab Status field of dCa.BETA to "known/not estab." 
22. Obtain perm. f11e name from fCB - place In dCB.BETA 
~3. Sat ENQ ·fhld of dCB.BETA with ENQ para.atar .alu. 
~~. Sat nsp field of dCB.BETA with DISP para.ater .alua 
~5. Sand SIGNAL containing dCB.BETA na.a to dob Estab. 
21.. Uait for reply signal frolll dob Establisher 
27. Proceed with Phase II when reply signal arrives 
28. RE~URN immediately to .callll!r (with return status> 

• alPHA is used here to designate entities associated wIth 
the sub.ittor Jab; BETA designates entities associated 
with tha dab being s.ubldtted. 
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-----------------------------------------------------------------------
7.0 PROCESS DESCRIPTIONS 
7.1.1 DECISION TABLeS 
-----------------------------------------------------------------~-----

Is Alpha the System Job . 
Does status from Job Establisher indicate "reject" 
Did Phase I create an Alias of <,inams> in SLLNS 

1. Link JCB.BETA into ALPHA's Submit thread 
2. REMOVE SLLNS Alias = <,iname> 
3. REMOVE dCB.BETA previously declared by Phase I 

.4. Set return status: {That returned by Job Establisher} 

S. RETURN to caller with return status 

y 

X 

X 

SUBMIT REQUEST PROCESSOR - PHASE II 

N Y 

X X 
X X 

X X X 
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7.0 PROCESS DESCRIPTIONS 
7.2 JOB ESTABLISHER TASK 

To bp. sUDpl led 
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7.0 PROCESS DESCRIPTIONS 
7.2.1 DECISION TABLE 

7.2.1 DECISION TABLE 

Is the sign.l-spoci nod deB in SGLNS 

llI.s III IC:JL entry previously assigned (1 ..... quaued) 
Is III KdL entry available for assign.ent 
Does the deB specify an interactive jab 
Is I.crnt<I.max 
Is a.crnt< 9.max 
DOBS the JCa specify queull permissIon 

1. Set return status I' Reject; JCB -<nallle> undefined, 

i!. Set roturn status: Reject\ ICJL lilllits exceeded 
3. Set return status: Reject; Interactive limits exceeded 
lI. Set roturn status: Reject' Batch U.lts exceeded 
5. Acquire a KdL entry 
b. Inter-link JCB and KJL 
7. Set KJL entry status : Queued far Establishment 
8. Set KJL entry priori ty froll deB 
,. Set JeB status field ; Known/not .stabUshad 
10. Set return status : Accepted and Queued 
11. Issue CREATE_ADDRESS_SPACE 
12. Set KJL entry status : Establish" swapped in 
13. Set deB status field = Cst. - not initiated 
llf. Triggar initial execution of SEQ.nTR in nav Jab 
IS. Set I.crnt • I.crnt + 1 
lit. Sat 8. crnt -= B. crnt + ], 
1? Sat return status : Accepted, estabUshed 
11. Send reply signal vith return status to requestor 

JOB ESTA8LISHER TASK 
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7.0 PROCESS DESCRIPTIONS 
7.3 QUEUED JOB MONITOR 

7.3 QUEUED JOB MONll.Q& 

To be suppl led 
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-----------------------------------------------------------------------
7.0 PROCESS DESCRIPTIONS 
7.3.1 DECISION TABLES 
-----------------------------------------------------------------------

7.3.1 DECISION TABLES 

A. Is the length of KJL "queue" thread 'I 0 

L. Set index <i} to first KJL "queue" thread entry 
2. Set index {j} to {{i}. next} 
3. Proceed with Phase II 
~. Wait on time event 
S. Proceed at {A} when Wait is satisfied 

QUEUED JOB MONITOR - PHASE I 
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7.0 PROCESS DESCRIPTIONS 
7.3.1 DECISION TABLES 

A. Is {j} =·0 
Is {{jropriority}> {{iropriority} 

L. Set {i} = {j} 
2. Set {j} = {{j}.next} 
3. Proceed at {A} 
~. Extract Hi}.jcbid} 
S. Send signal to Job Establisher 
b. Wait for reply signal from Job Establisher 
7. Proceed with Phase III when Wait is satisfied 

CHP0404 
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QUEUED JOB MONTIOR - PHASE II 
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7.0 PROCESS DESCRIPTIONS 
7.3.1 DECISION TABLES -----------------------------------------------------------------------

Yas establish.ent request accepted 
~as the Job established 

~ait on time event 
Transmit a message to System Error stream 
Advise System Operator of the error 
Wait for System Operator's acknowledgement 
Proceed with Phase I 

N 

x 

X X 

QUEUED JOB MONITOR - PHASE III 
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7.0 PROCESS DESCKIPTIONS 
7.4 SYSLOG REQUEST PROCESSOR 

To be supplied. 

7.4.1 DECISION TABLE 

Are RECID .. lOe, and LENGTH parameters specU'1e-d 
Is TYPE field of REel) paralll.eter valid ~ 
Is addrClss sped ned for LOe valid 
Is value spec! tied for LENGTH valid 

Set return status: Reject:. required parallleter absent 
Set return status: Reject; invalid parameter value 
Set" return, status: Reject\ invalid memory address 
Acquire contiguous memory sufficient fer record 

header and text in a global segment 
Construct record header in acquired global memory 
Append text to header in global memory 

* Send signal to LOGTA~K in System Job 
Set return status: Accepted and transl3itted 
Return to requestor with status 

* Signal includes address of the record in the global 
segment and the length of the record 

JMNSVSLOG REQUEST PROC. 
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7.0 PROCESS DESCRIPTIONS 
7.5 DIRECT REQUEST PROCESSOR -----------------------------------------------------------------------

7.5 QIRECI REQUES1-EB~E 

The JM#OIRECT request is one of the Task Services in the 
user job. The request is processed to completion befor~ control 
Is returned to the requestor. Note that the JHIIDIRECT request 
does not InItIate routing; it only associates a destination .with 
a file. The issuance of a subsequent JM#OIRECr request or a 
JI1/JROUTE with explicIt parameters .wIII take precedence over a 
prevIous JMIIDIRECT request. . 

DurIng the Inltillzatlon of every job, a local directed file 
lIst wil I be provided In the local LNS segment. Whenever a 
JH/JDIRECT request is issued, an entry containing the fIle along 
with the explIcIt parameters that were specified ·on the request 
wil I be placed in the local directed file list. When a JI1/1ROUTE· 
request is issued, the local dIrected file list will be 
consulted. If the file appears, the explIcit parameters In the 
entry wil I be used In lieu of the default values for the JI1OROUTE 
request. That entry in the local directed file list will then be 
removed. 

If a subsequent JI1/JDIRECT request is issued for the same 
flle, all informatlom from the former request wIll be discarded. 

The destInatIon will probably be· the name of an output 
queue. During (and after) the autoload sequence for the system, 
a number of standard output queues will be 'dec I ared In Global 
LNS; they will then be ONSYSTEMed to one or more output units. 
Subsequently, when a ftle is placed in a gIven output queue, the 
contents will be transferred to the appropriate output unIt. 

Note that the above paragraph does not preclude'~he use of 
an alias for the output queue. In fact, the use of an alIas for 
the destination will lIkely oe the normal mode of operation sInce 
the presence of that mechanism al lows for the use of universal 
destinatIon names such as PRINTER and PUNCH. The system profile 
would then provide the relationshIp between these names and the 
output queues. Thus, a central site which ·se,-ved many users 
would need only one queue for each of the standard default 
destinations. 

Additional output queues would be needed for each additional 
unique type of output unit. Then, if a pa~t i cui ar user was 
temporarily offslte or needed to use a non-standard output unit, 
It would be an extremelv sImple matter for him to redefine the 
alias in order to direct the file to a dIfferent unit without any 
changes in the actual programs. 
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Tables Required 1 
2 

Local DIrected FIle List 3 
4 

A Loca I DIrected File LIst (LDFll will have entries which contain 5 
the followIng Informationl 6 

0 File 
0 Destination 
0 Form 

0 CopIes 

the 
the 
The 
the 
The 

7 
descriptor of the fcb 8 
descriptor of the qcb 9 
actual string of characters giving 10 
form to be used 11 
actua I number a f cop ies 12 

13 
14 

7.6 EE!BA~I~~ PROCESSQR 15 
16 
17 

The JH#RETRACT request is one of the Task ServIces in the 18 
user job. The request Is processed to completIon before control 19 
Is returned to the requestor. 20 

21 
During the Initl IIzation of every job, a local dIrected file 22 

I 1st w it I be prov i ded in the I oca I LNS segment. Whenever a 23 
JH#DIRECT request Is issued, an entry containIng the file along 24 
with the explicit parameters that were specIfIed on the request 25 
will be placed in the local dIrected flle list. When a 26 
JM IIRETRACT request is issued, the I oca I dl rected fi I e 11 st will 27 
be consulted. If the file appears, that entry wIll be .removed. 28 

29 
30 

7.7 E!l..Yll..Rf!ll!fSLfRQ.GESS!lE 31 
32 
33 

The JMIIROUTE request Is one of the Task Services In the user 34 
Job. The request Is processed to completIon before control is 35 
returned to the requestor. JMIIROUTE wil I attach the specIfIed 36 
fIle to the output queue IndIcated by the specifIed destInatIon. 37 

38 
The destination will probably be the name of an output 39 

queue. A number of standard output queues will be declared in 40 
G I oba I LNS; theY will then be ONSYSTEMed to one or more output 41 
units. Subsequently, when a file is placed in a gIven output 42 
queue, the contents wIll be transferred to the appropriate output 43 
unit. 44 

45 
Note that the above paragraph does not preclude the use of 46 

an alIas for the output queue. In fact, the use of an alias for· 47 
the destination will likely be the normal mode of operation $ince 48 
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the presence of that mechanism allows for the use of universal 
destInation names such as PRINTER and PUNCH. The system profile 
wou I d then Pro v I de th e re I at lonshl p between these names and the 
output ·queues. Thus, a central site which served many users 
would need only one queue for each of the standard default 
dest inat Ions. 

Additional output oueues would be needed for each addItional 
un ique type of output unit. Then, I I a particu I ar user was 
temporari Iy offsite or needed to use a non-standard output unit, 
It would be an extremely simple matter for him to redeflne the 
alias in order to route the lile to a different unit without any 
changes in the actual programs. 

It should also be noted that some sites may require a 
separation between the different users who wIsh to transfer data 
to the output unit. HIgh priority files could be pl"aced In one 
outout Queue while lower priority files go to a second or a third 
output queue. Storage space restrictions mi3ht require the 
operator to place all low priority fi les on backup storage and 
retrieve them for processing at 3 later time. The use of an 
alias which is available to both the system and the user makes 
such examples easy to handle. 

When any explicit parameters in the JMflROUTE request are 
omitted, a local directed file list for the job will be accessed 
to determine if a JMIDIRECT request Is outstanding on the 
speclf led file. If one exists, the exo Ilci t val ues therein will 
be used to override all optional parameters left unspecified in 
the JMIROUTE request, and the entry in the local directed file 
list for the specified file will be removed. Otherwise, standard 
default values are assumed whlch wil I be determined from entrles 
in the local LNS segment. 

If the Ii Ie is temporary, JMIIROUTE wlll make the file 
permanent under a unique ne~1 name. However, JMIIROUTE wlll 
Include In the out out Queue a directIve to release the file after 
the file has been routed to Its destination. 

Tab les Required 

Output Queue 

Each Output Queue entry will contain the fol lowing informationt 
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o File 
o Form 
o Copies 
o Job 10 

7. 8 Ub.LRQlJ..llR 

the descriptor of the fcb of the flle 
the actual strIng of characters 
the actual number of copies 
the descriptor of the jcb of the job 
which submitted the ROUTE request 

File Router ,Ii II periodically ascertain the state of all 
known output Queues. When appropriate, File Router wil I activate 
and send to an instance of the specified Output DistrIbutor Its 
associated outout Queues. A set of tabl es will be used to 
control and direct the functions which File Router performs, 
I.e., File Router wi I I be tabl e driven. 

Function Description 

There ~ill be only one File Router task in the SYstem Job. 
Periodically, it will be invoked. Its sole function will be to 
check if there arB any idle output units whIch are assocIated 
with one or more active, non-empty output Queues. Whenever, it 
finds one in that condition, File Router "ill determine if the 
number of currently active Output DistrIbutors al lows an 
additional one to be SPAWNed. If that may be done, File Router 
wi II hand off to the new Output Distributor subtask the output 
unit and its associated set of output Queues. 

Tables Required 

Known Output Queue List 

Each entry in the Known Output Queue List will contain the 
fo Ilowing informationt 

a 
a 

a 

Queue 
Status 

Unit List 

the descriptor of the qcb 
the output Queue may be either 
or inactive. 
the descrfptor of the Ilst of 
unlts to whlch the assoclated 
queues are to be drained 
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Known Output Unit List 

Each entry in the Known Output Unit List will contain the 
following informationl 

0 Unit 
0 Status 

0 Sub task 
0 File 

0 Queue List 

7.8.1 FILE ROUTER DIRECTOR 

the descriptor of the ucb 
the output unit may be either active 
or Inactive 
the descriptor of the stcb 
the descriptor of the current 1i Ie's 
fcb 
the descriptor of tne Ust of output 
Queues from which the output uni t Is 
to be drained 

File Router Director wIll be used to modIfy and change those 
tables which are used to control and direct the functions 
performed by File Router. This orogram wIll be available to 
system programs which have ooerator authorization level security 
to read and/or modify these tables via the standard system 
interface. 

Function Description 

Control and direction of the functions performed by File 
Router should normally require infrequent attention. In the 
usual mode of operation, the standard profile used by an 
operator's Job will Initialize the tables used oy FIle Router. 
Thereafter, except for changes in printer forms, there wIll be 
few additional occasions (relative to the number of tImes that 
Fi Ie Router is used) that F lie Router DIrector wlll be needed. 
ConsequentlY, although the functions performed 0'1 this program 
are inher<!ntly part of File Router, they have purposely been 
di vorced from that program. SynchronizatIon locks will be 
required to ensure coordination between the two oro grams. 

File Router DIrector wi II be able to receIve commands from 
an operator communications program which may wish to regulate 
and/or modify the standard mode of operation for File Router. 
The following primitives wIll be accepted which may be used 
either singly or In combInation to achieve the effect d~sired by 
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the operator's command. 

(a) REGISTER (queue_I ist,uni t_Iist,status) 

Each output Queue that Fi Ie Router is to handle must be 
entered into the tables which control and direct the 
functions of File Router. An error status wlll be returned 
if an output queue does not exist or Is already registered. 

(b) REMOVE (Queue_llst,unit_IIst,status) 

This primitive will remove the specifled output Queues from 
the tables used to control and direct the functions of File 
Router. If an output Queue Is active or Is not presently 
registered, an error status will be returned. 

Ic) ACTIVATE (Queue_I ist,unIt_llst,status) 

This primitive will change the status of the speci fied 
queues from inactive to active. A number of the output 
queues, whicn are registered in the tables olhlch control 
Fi Ie Router, may be designated as Inactive. Such output 
queues wII I retain al I of their attributes, but wil I not be 
connected to an Output Distributor. If the output queue .. as 
already active or it .. as not registered with File Router, an 
error status wi I I be retcJrned. 

(d) SUSPO::ND (queue_Iist,unIt_list. status) 

This prImitive will change the status of the specified 
Queues from active to inactive. A number of the output 
Queues. which are registered in the tables which control 
Eile Router, may be designated as inactIve. Such output 
queues wi II retain all of their attributes, but will not be 
dispatched to an Output Distributor. If the output Queue 
was already inactive or it was not registered with Fi Ie 
Router, an error status wIll be returned. 

(el ALTER (Output _DistrIbutor',unit ,status) 

This primitive may be used to alter the Output DistrIbutor 
associated with an output unit. 

(f) LIST (Queue, statusl 

to be supolied 

(gl FORM (type,status) 
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An Output Distributor wil I be used to transfer data from 
files which are attached to a set of output Queues. When first 
given control, an output unit will also be specified to which the 
data will be transferred. 

In addition, an Output Distributor will accept a number of 
primitive directives to control the processing of the files. 

Function Description 

There will be several different flavprs of Output 
Distributor, one for each different type of output unit. CAt 
present, three different types are known - printer, punch, 713 
terminal.) Each uniQue Output Distributor may have several 
instances of itself active at anyone time depending on the 
activity in the output aueues, the mix of output units available, 
and the maximum number of instances allowed for all Output 
Distributors. 

When an Output Distributor is SPAWNed, It will be given a 
set of output aueues and an output unit. It wi II then proceed to 
transfer the data from the files in the output Queues to the 
unIt. The following steps outline the set of actions performed 
up on each f i Ie. 

(a) Find the highest priorIty fIle attached to the given set of 
oueues. 

(b) Determine the file type. 

Ic) Determine the form type reQuired. 

Cd) If the correct form is not on the unit, reQuest the operator 
to change forms and wait for the reply. 

(el Select the Conversion Routine whiCh performs the correct 
transfer of data from the file to the unit. 

(fl Open the fIle. 

(9) Trans fer the fll e • 
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(hI Close the file. 

(I) Release the file if that indication is present in the output 
queue record. 

(j) Remove the output Queue record for that file. 

(k) Update the accounting log for the job which submitted the 
JM.ROUTE reQuest to reflect the charges incurred ta tra~sfer 
the file to the output unit. 

(I) Check the proceed indicators. 

In additIon to performin9 the basic function of directing 
the data from the file to the output unlt, Output Distributor 
wil I be able to receive commands from an operator communication 
program which may wish to reQuest and/or modify the standard mode 
of operation for any particular Output Distributor. The 
following primitives will be accepted which may be used either 
singly or in combination to achieve the effect desired by the 
operator's command: 

(a) CONTINUE 

This primitIve will direct the Output DistrIbutor to resume 
processing at the point where it is currently situated. If 
processing was Interrupted In the mIddle of a fil e, and no 
other primitIves. have been Issued, output to the unit wIll 
resume where it left off. If the Output Distributor is not 
in a hold mode, a null operation wIll result. 

(b) HOLD 

This primitive will direct the Output DIstributor to cease 
processing. Th e Input poi nter wll I not be a I teredo 
However, a II output buffers wIll be cl eared. If the Output 
DistrIbutor is already in a hold mode, a null operation will 
result. 

(c) CANCEL 

This primitive will direct the Output Distributor- to skip to 
the EOF for the current file to be (or beIng) processed. It 
is not necessary for the Output Distributor to receIve a 
HOLD directive prior to the CANCEL. All subseQuent 
processing will then take place in the usual manner. 

(d) RESTART 
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This primitive will direct the Output Distributor to reset 1 
the input pointer to the beginning of the file being (or to 2 
be - which then becomes a null operation) processed. It is 3 
not necessary for the Oufput Distributor to receive a HOLD 4 
directive prior to the RESTART. 5 

& 
(e) SINGLE (n) 7 

8 
This primitive is to be used with an output unit that is a 9 
printer. If the. primitive is accepted by an Output 10 
Distributor which is being used for any other device, a null 11 
operation will result. In the case of a printer, this 12 
primitive wi II direct the Output Distributor to place a 13 
blank at the beginnIng of each record of output so as to 14 
effect a single spacing of the listing. The. primitive wi II 15 
take effect immediately as soon as it is received. It is 1& 
not necessary for the Output Distributor to receive a HOLD 17 
directive prior to the SINGLE. The SINGLE directive wi II 18 
lapse after the start of n files. If n is one and a RESTART 19 
directi~e is issued, the file will be printed in the normal 20 
manner. A new SINGLE directive wi II override any previous 21 
SINGLE directive. If a SINGLE directive with a value for n 22 
of zero (explicit - not default) is received, the rest of 23 
the file wil I be printed in the normal manner. The default 24 
value for n is one. 25 

2& 
(f) ROLL (nl 27 

28 
This· primi t ive will direct the Output Distributor to skip n 29 
records of ou~put to the unit (n pages if the unit is a 30 
printer). The par.meter n may be negative in which case the 31 
output will be repeated. If n is such that the extent of 32 
the fIle being output Is exceeded (in either direction), the 33 
default wil I be to the start or end of the file. The 34 
default value for n is ona. 35 

3& 
(g) PROCESS (n) 37 

38 
This primitive wi II direct the Output Distributor to 39 
transfer the contents of the next n records of output to the 40 
unit (n pages if the unit is a printer or the file type·is 41 
print) after which the Output Distributor will go into a 42 
HOLO condition. It Is not necessary for the Output 43 
Distributor to receive a HOLD directive prior to the 44 
PROCESS. Note also that if the Output Distributor Is In a 45 
HOLD condItion, the PROCESS directive wil I not cause any 4& 
data to be transferred. Only a CONTINUE directive has that 47 
effect. The default value for n is one. 48 
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(h) PROCEED (n) 

This primitive will direct the Output Distributor to 
transfer the contents of· the next n files to the unit after 
which the Output DIstrIbutor will go into a HOLD condltion. 
It is not necessary for ~he Outout Distributor to receive a 
HOLD directIve prior to the PROCEED. Note also that If the 
Output Distributor is in a HOLD condition, the PROCEED 
directive will not cause any data to be transferred. Only a 
CONTINUE directive has that effect. The default value tor n 
I s one. 

Il) FI NISH 

This primitive will direct the Output Distributor to 
terminate i tsel f at the start of the next fil e if the Output 
Distributor was ab(}ut to go into a HOLD condItIon. It is 
not necessary for the Output Distributor to receIve a HOLD 
directive prior to the FINISH. Note that if the Output 
Distributor is in the middle of processing a file, a FINISH 
directive will not by itself immedIately termInate 
processing. A PROCEED (1) followed by a RESTART must also 
De issued which woul d then preserve the f il e for f.uture 
transfer. AlternatIvely, a PROCEED (11 followed by a CANCEL 
could be issued whIch would remove that entry f~om the 
output queue.· If the Output Distributor is In a HOLD 
conditIon at the start of a neW file (a RESTART or CANCEL 
dIrectIve will force It to the start of a new tllel, a 
FINISH direct ive wIll direct the Output Distributor to 
terminate itself immediateli. 

(j) FORM (type) 

to be supplied 

Conversion Routine Types 

(a) COpy 

COpy does not change the data format in any way. Its 
primary purpose is to a II ow f or any fil e 0 f any organi zati on 
to be transferred to any unit (with presumably a default 
organization of sequential). In addition, when the output 
record exceeds the physIcal device size. the extra 
characters will be placed upon succeeding output records. 
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In the case of a printer. these succeeding records NIII be 
preceded by a blank character. 

Ib) COPYTK 

COPYTK is identical to COPY, but Nlth the addltlona-I feature 
that each record of data transmitted Nil I be truncated to a 
specified number of characters (probably the physIcal device 
size). ThIs feature Nould be used In the case of a punch 
unit beinq the output medium and the source fIle havIng more 
than the al 10Ned number of characters per record. 

(c) COPYSB 

COPYSB Is IdentIcal to COPYTK, but Nlth the addItional 
feature that each record of data transmItted NIII be 
preceded by a blank character. 

(d) DUMP 

DUMP cannot be defined at thIs poInt. It Is expected to 
alloN reformattIng of the data In a file such that object 
flies and lIbrarIes Ito gIve but tNO examples) Nould have a 
meanIngful lIsting if output was placed on a prInter. 

Fli e Types 

la) Source 

Ib) Pr Int 

(c) Punch 

(d) - Terminal 

Ie) Object Program 

(f) Libra ry of Programs 

Output UnIt Types 

(a) PrInter 
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Ib) Punch 

(c) TermInal 

ConversIon MatrIX 

+---------+----~----+--~------+ 
I prInter I punch I termInal I 

+---------+---------+---~-----+---------+ 
I null I COPYTK I.COPYTK I COPYTK I 
+---------+---------+---------+---------+ 
I source I CDPYSB I COPYTK I COPYTK I 

+---------+---------+---------+---------+ 
I pr Int I COpy , I COPYTK I COPYTK 
+---------+---------+---------+---------+ 
I punch I COPYSB I COPY I COPYTK I 
+---------+---------+---------+---------+ 
I termlnall COPYSB I COPYTK I COpy I 

+---------+---------+---------+---------+ 
I ooJect I DUMP I DUMP I DUMP I 

+---------+---------+---------+---------+ 
I lIbrary I DUMP I DUMP I DUMP I 

+---------+---------+---------+---------+ 
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System Access Manager runs as a sIngle task Nithin the 
System Job. Its prImary purpose Is the recognItIon of neN Input 
from system input devIces and the submIssIon of such Inputs as 
new jobs to the system. 

7.9.1 DESCRIPTION OF FUNCTIONS 

The lIIajor function of Systelll Access Manager Is the 
recogni tion of events caused by the Act Ive DevIce Detector 
IndIcatIng that a system Input device Is ready to transmIt data 
to the system. Occurrence of such events will cause Sys_tem 
Access Manager to scan the SYstem Input Device list to determIne 
whIch device became ready. The actIons of Systen Access Hanager 
wIll be dIfferent dependIng upon whether the Input Is from a 
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7.9.1 DESCRIPTION OF FUNCTIONS 

batch or interactIve source. 
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If the input medium Is an interactive terminal then System 
Access Manager will declare a uniquely named Job Control Block 
and a uniquely named File Control Block In System Global LNS. 
The F ite associated ·with thIs F ite Control Block Is the 
interactive terminal and wil I be specified as the Standard Input 
File on the SUBMIT request. System Acess Manager wIll then Issue 
the SUBMIT request to Job Management in order that the input will 
be processed. 

A count will be maintained of the number of Interactive 
devices logged in at anyone time. If thIs count exceeds a 
speci f ied system Ii mi t, then a message wil I be sent to the user 
requesting him to try again at a I ater time and the user'S line 
will be disconnected. 

If the Input medium Is a batch device, then System Access 
Manager will declare a uniquely named Job Control Block and a 
uniquely named File Control Block In System Global LNS and wIll 
then Invoke the Input Stager to process the Input from that 
devIce. Upon return from Inout Stager, System Access Manager 
wII I issue a SUBMIT request to Job Management to process the fIle 
Into which the Input Stager has placed a logical Input stream. 
System Access Manager wII I then reinvoke the Input Stager In case 
there Is more input on the same device. 

A Count wil I be maintained of the number of actIvatIons of 
Input Stager. If the number of active Input Stagers reaches a 
system defined maxImum then System Access Manager wil I Queue any 
further requests for I~put until such time as there are resources 
to process 1he input. 
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7.0 PROCESS DESCRIPTIONS 
7.9.2 EXT~RNAL UATA STRUCTURES 
-----------------------------~-----------------------------------------

7.9.2 EXTERNAL DATA STRUCTURES 

The following externallY defined data structures are used by 
System Access Manager. 

Job Control Block. 

System Access Manager declares a Job Control Block for each 
new job entering the system. The following Information is olaced 
in the Job Control Block. 

o Job Class, that Is Batch or InteractIve. 

o PII, the Primal Invocator IdentIty. 

File Control 910ck. 

System Access Manager declares a File Control Block for each 
Input Device and also a File Control Block for every mass storage 
file required by Inout Stager. The individual fields withIn each 
Fi Ie Control Block are f 11 led in by Data Management requests. 
File Formats are defIned below. 

Event Control 910ck. 

Event Control Blocks will be used to communIcate between 
System Access Manager and the Active Device Detector. 

Subtask Control Block. 

System Access Manager will have a Subtask Control Block for 
use in the SPAWN request to invok9 Input Stager. 

Confi~uration ~anaqer UnIt Tables. 

System Access Manager wil I access these UnIt Tables In order 
to determine which System Inout Device has become ready for 
Input. 
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7.0 P~OCESS DESCRIPTIONS 
7.9.3 INTERNAL DATA STRUCTURES 

7.9.3 INTERNAL DATA STRUCTURES 

System Access Manager wlll have one data structure internal 
to itself. This data structure wIll be a table of pointers to 
the System Inout Device Tables, each oointer poIntIng at a system 
input device which has been olaced ·Onsystem'. The InformatIon 
requIred by System Access Manager In these tables Is specifIed 
below. 

System Input DevIce Tables, 

System Access Manager wIll requIre InformatIon specifIc to 
the devIces from whIch it receives input. A prelI.minary Idea of 
the tYoe of information required is given below. These 
descrIptions are byno means rigorous or defInItive, but give 
some notion of the information required. 

Type. 
Device_Classes = ( Interactive_Device.Batch_Device I • 
Device_Types = ( Card,Tape, Disk, Terminal ,etc) , 

Primal_Invocator_Identity = Record 
SI te I Integer , 
Terminal I Integer, 
Unit I Integer, 

Recend , 

System_Input_Device_Description = Record 
DevIce_IdentIfier I Primal_Invocator_IdentIty , 
Ready_IndIcator I aoolean , 
Device_Tyoe I Device_Types, 
Device_Class I Device_Classes, 

Recend ; 

7.9,4 OPERATOR COMMUNICATIONS INTERFACE 

System Access Manager has three request processors which 
Interface wIth Doerator CommunicatIons. These a~e I 

'Onsystem' req~est. 

'Offsystem' request, 
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7.0 PROCESS DESCRIPTIONS 
7,9.4 OPERATOR COMMUNICATIONS INTERFACE 

'OfflIne' request. 

The 'Onsy~tem' request wIll notIfy System Access Manager 
that a device is a system Input devIce and wII I cause System 
Access Manager to make an entry in Its system Input devIce 
table. The 'Offsystem' request will cause the relevant table 
entry to be deleted, The 'Offline' request Is necessary because 
It Is feasible that a devIce whIch is 'Onsystem' can be taken 
'Offline' without fIrst takIng it 'Offsystem', 

The format of the 'Onsystem' request Is as follows, \ 

SAflONSYSTEM( Unit_DescrIptor, Status) 

Unit_Descriptor I The Unlt_Descrlpto~ parameter the LNS 
descriptor at the devIce In ConfIguratIon Manager's 
Unit. tables. 

Status I Status Is the identIfIer of the status record 
returned to the ca Iler by System Access Manager. The 
status codes are defIned below, 

The format of the 'Offsystem' request Is as follows. 

SAflOFFSYSTEM( Unlt~Descriptor , Status) 

Unlt_Descriotor I The Unit_Descriptor pa-ameter the LNS 
descriptor of the' devIce In ConfiguratIon Hanager's 
UnIt tables. 

Status: Status is the identIfier of the status record 
returned to the ca Iler by System Access Hanager. The 
status codes are defIned below. 

7.9.4.3 ~fllne' Reg~st Proc~ 

The format of the 'Offline' request is as' follows. 
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7.0 PROCESS DESCRIPTIONS 
7.9.4.3 'Offline' Request Processor 

SA 

4 SA 

4 SA 

4 SA 

S SA 

S SA 

SA'OFFLINE! Unit_Descriptor, Status) 

Unit_Jescriptor I The Unit_Descriptor parameter the LNS 
descriptor of the device in Configuration Manager's 
Unit tables. 

Status I Status is the identifier of the status record 
returned to the ca Iler by System Access Manager. The 
status codes are defined below. 

The Status Codes returned by System Access Manager are as 
follows. 

000 Request successfully executed. 

001 Onsystem request for dev i ce already Onsyst em. 

002 Offsystem request for device alreadY Offsystem. 

003 Offline request for d ev ic e already Offsystem. 

004 Onsystem request for device whic h is not an Input 
Device. 

005 Of f s yst e m re Quest fo- a device which is not an Input 
Device. 

7.9.5 SUBMIT FORMATS. 

There are two separate formats for the SUBMIT request to Job 
Management deoending on whether the in.put is from a batch or an 
interactive device. The two different formats a~e as follows. 

l"Jatch Input. 

JMffSUBMIT( FCB , JCB , ENQ=Q , DISP=P , Status I 

This request indicates that the file specified by FCB will 
be purged on job comoletion and that the job will be Queued if 
there are insufficient resources to process the job. 

Interactive Input. 
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7.0 PROCESS DESCRIPTIONS 
7.9.5 SUBMIT FOPMATS. 

JM.suaMIT! FCR , JCB , ENQ=I • DISP=K • Status) 

This request indicates that in the event of there being 
insufficient resources to process the Job,submitwill be rejected. 

Input Stag"!r runs as a subtask of System Access Manager. It 
is responsible for transferring data from system input devices to 
mass storage staging files. 

The functions performed by Input Stager are as follows. 

o Creates a file whose File Control Block has been 
declared by System Access Manager. 

o Copies data from the Input File to the mass storage 
staging File until a 'fence' card has been read. 

o Saves the mass storage staging File. 

o Returns to System Access 
stating whether 'device end' 
inout device. 

Manager with an indicator 
WRS encountered on the 

o Input Stager will report on staged jobs in the system 
log. 

To cater for those cases where large quantities of data are 
being staged from cards and the user wishes to take precautions 
against system crashes, a new type of data separator will be 
provided. This new type of car.d is known as a HEDGE card. Input 
Stager wi II always remember the input deck as f~r as the last 
Hedge card which it encounters, such that if a crash does occur, 
the user need only relnout the portion of his data following the 
last successfully read Hedge card. 
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-----------------------------------------------------------------------
In keeping with 'Fence' c~rds. Hedge cards are identified 

uniquely by some combination of punching whIch requIres 
multlpunching. A Hedge card'also requires two additional items 
of information, these two extra items being User'S logical Deck 
Name and Hedge Card Name. 

User's logical Deck Name is required sInce the system stages 
Input to uniquely named flIes. It would be diffIcult In some 
cases to inform the user of the name of the file onto which his 
input deck has been stage"d, so the user is a It owed to provIde a 
logical Name for his particular deck. Input Stager will keep a 
record of logical Deck Names associated with each input devIce 
such that the user may access the name of the staging fl Ie 
associated with his logical Deck. 

The first Hedge Card encountered in a deck wi II be the one 
which identifies the logical Oeck Name. Each subsequent Hedge 
Card can optiona Ily omit the logiea I Oeck Name, the one first 
quoted being used. Each Hedge Card encountered In the input deck 
must have a unIque name. In the event of a system crash the user 
may then quote that Hedge Card Name as the positIon at which he 
wishes to continue staging his input. The exact format of Hedge 
cards wil I be defined at a later stage. 

Two types of File are created by System Access Hanager. One 
is the fl Ie from System Input Devices and the other is the mass 
storage files written by Input Stager. 

System Inout Device Files. 

The general characteristics of this type of file wIll be. 

o File Control Block declared with a unIque name In 
System Global lNS. 

o FIle Organization will be Sequential. 

o Usage wil I be Shared Read. 

o Access Method will be Sequential at the Record level. 

Mass Storage Staging File. 
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7.9.5.3 File Formats. -----------------------------------------------------------------------

The general characteristics of this type of file will be. 

o File Control Block declared with a unique name in 
System Global lNS. 

o FIle will reside on System Volume Set. 

o Fi Ie Organi zatIon to be Sequential. 

o Access Method wil I be Sequential at the Record level. 

o Usage will be Excl usive Wri teo 

o Error Processing will De left to System error handlIng 
procedures. 
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-------.----------------------------------------------------------------
8.0 JOa MANAGEMENT STRUCTURES 

-----------------------------------------------------------------------
8.0 JOB MANAGEMENT STBY~~fS 

This section IdentIfIes and specIfIes the structures which 
the facilltIes of ,Job Management utilize in the performance of 
theIr functIons. 

8.1 ~NTRQL 8LOCK-1~ 

8.1.1 STRUCTURE TYPE 

II sy stem def ined LNS record. 

6.1.2 UNIT OF ASSIGNMENT 

One JCB for each job known to the system. 

8.1.3 LOCATION OF STRUCfURE 

System Global LNS 

8.1.4 RESIDENCY CHARACTERISTICS 

PageableJ not swapped with the j~b. 

8.1.5 STRUCTURE ASSIGNMENT 

A JCB is declared by the SUBMIT Request Processor for Jobs 
submitted from withIn user jobs. For the system's submIssion of 
staged batch jobs and interactive jobs, a JCB is declared by the 
STAGER program and the SYSTEM ACCESS MANAGER, respectively. 

NCR/CDC PRIVATE REV 27 MAY 75 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47, 
48 

ADVANCED SYSTEMS LABORATORY 

IPLOS GOS - JOB MANAGEMENT 

8.0 JOB MANAGEMENT STRUCTURES 
8.1.6 LIFECYCLE 

6-2 
CHP0404 

75/05127 

8.1.6 LIFECYCLE 1 
2 
3 

Once declared, the JCB exists unUI the Job with which it is 4 
associated has terminated and untIl all dependency threads 5 
originatIng in it, or cont Iouing through It, are no longer 6 
required by the system. 7 

8 
9 

8.1.7 CONTENTS 10 
11 
12 

o External name of the job; thIs Is the unIque name assigned by 13 
the system to the JCB itself. 14 

o Job st atus 15 
known but not established 16 
established but not inItiated 17 
inItIated 18 
comp I eted 19 

o TImes 20 
fIrst known to the system 21 
establ ished 22 
initiated 23 
co mp I eted 24 

o Ini t Ia I prIorI ty _ 25 
o User IdentIfier '26 
o Accoun t ldent I f leI' 27 
o Queue-for-estabIIshment option designator 28 
o PrImary Input FIle dIsposition option designator 29 
o Log i ca I Sense Sw itches ' 30 
o Job class (batch/interactIve) 31 
o Job type code (stsndard user Job, Subsystem Supervisor Job, 32 

System Job, DiagnostIc Job) 33 
o Primal Invocator IdentIfier (PII) ,34 
o Cata loged' named of the lob's PrImary Input File 35 
o Identi f leI' of FCB of the lob's Pool F I Ie 36 
o IdentIfIer of Job's Swap Segment 37 
o Known Job List (KJLl ordinal of KJL entry assoc. wIth this 38 

lob 39 
o Pointer to Job Gate Table In the lob's address space 40 
o Pointer to Job Stack Table in Job's address space 41 
o OrigIn of the lob's EstablIshed Program Control Block {EPCBI 42 

thread 43 
o Job Resource Limit Record 44 

Processor time limIt 45 
Memory limIt 46 
Peripheral LimIt Control Elements (one p'er peripheral type) 47 

specified lImIt 48 
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number shared 1 
number assigned 2 
number claimed 3 

o Address of the JCB of the Job which submi tted this Job; for 4 
root Jobs, this va lue is zero 5 

o Address of a JCB in a forward thread of JCBs which correspond 6 
to other Jobs submitted by the 's.Y!l.ml.11.QC_.!l1.-1h..lLJ..QQ 7 

a Address of a JCB in a backward thread of JCBs Which correspond 8 
to other Jobs submitted by the 's.YQmlll.2C-.!l1.-1blLJ..Q~ 9 

o Address of a JCB which constitutes the origin of a thread of 10 
JCRs which correspond to Jobs submitted Q~~ 11 

12 
13 

8.2 KMQ~_J.Q~bl~I-1K~1 14 
15 
16 
17 

8.2.1 STRUCTURE TYPE 18 
19 
20 

KJL is comprised of a fixed number of fixed I ength entries. 21 
Every entry in KJL is a memoer of one of five threaded listsl (1) 22 
those entries which are available for assignment, (2) those 23 
entries associated with Queued jobs. (3) those entries associated 24 
with deferred Jobs, (4) tnose entries associated with running 25 
Jobs, and (5) those entries which are in a state of transition 26 
between the other four threaded lists. 27 

28 
29 

8.2.2 UNIT OF ASSIGNMENT 30 
31. 
32 

One entry for every Job known to the system. Entries having 33 
ordinals 1 and 2 are permanent Iy aSSigned to System MonItor and 34 
the System Job, respectively. 35 

36 
37 

8.2.3 LOCATION OF ST~UCTURE 38 
39 
40 

To be determined ~4~~~~~~~~~~~ 41 
42 
43 

8.2.4 RESIDENCY CHARACTERISTICS 44 
45 
46 

Pageable; not swapped with the associated Job 47 
48 
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8.0 JOB MANAGEMENT STRUCTURES 
8.2.5 STRUCTURE ASSIGNMENT -----------------------------------------------------------------------

8.2.5 STRUCTURE ASSIGNMENT 

A KJL entry is assigned for each Job either at the time the 
Job is established or at the time it is Queued for delayed 
establishment. KJL entries are acquired for a lob by the Job 
Establisher task of the System Job. 

8.2.6 LIn"CYCLE 

The.KJL entry lor a Job exists until the Job is collapsed by 
the Job Col lapser task of the System Job. 

8.2.7 CONTENTS 

o Identifier 01 the JCB of the Job with whIch the KJL entry is 
associated. 

a Job Status 
Queued for establishment 
established 

swapped out 
swapped ·in 

active 
inactive 

o Pointer to previous KJL entry in same thread as this entry 
o Pointer to next KJL entry In same thread as this enfry 
o KJL thread Identifier 
o S wa p F i lei de n til i er 
o Working Set Size 
o Major Time Slice 
a Remaining amount of major time slice 
a Minor Time SlIce 
o Time selectIon 
a Time thread 
o Job identifier «KJL ordinal> concatenated with <sequence 

number» 
o Current Job priori ty 
a Entry Lock Indicator 
o Identifier of element holding a lock 
o Base Job oriority 
o Amount of central processor time used 
o Amount of memory-time used 
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8.3 ~OB STATE THREAD ORIGIN TABLE USTOT) 

8.3 JQ~IAIE-ltlaE!U_QEI~ TABLE iJSTOTL 1 
2 
3 
4 

8.3.1 STRUCTURE TYPE 5 
6 
7 

JSTOT is comprised of a fixed number of fixed length 8 
entries. 9 

10 
11 

8.3.2 UNIT OF ASSIGNMENT 12 
13 
14 

One JSTOT in the system ~5 

16 
17 

8.3.3 LOCATION OF STRUCTURES 18 
1'1 
20 

Same as KJL ·21 
22 
23 

8.3.4 RESIDENCY CHARACTERISTICS 24 
25 
26 

Pageable 27 
28 
2'1 

8.3.5 STRUCTURE ASSIGNMENT 30 
31 
32 

JSTOT is constructed during system loading operation; it is 33 
permanently assigned to the System Job. 34 

35 
36 

8.3.6 LIFECYCLE 37 
36 
39 

Exists t.hroughout the life of the system. 40 
41 
42 

8.3.7 CONTENTS 43 
44 
45 

a PVA a f the or 1 gln of the Known Job L1 st (KJLI 46 
o Length of a KJL entry 47 
o Number of entries in KJL 46 
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8.0 JOB MANAGEMENT ST~UCTURES 
8.3.7 CONTENTS 

a Address of highest priority 
a Address of highest priorIty 
0 Address of highest priorIty 
0 Address of highest priori ty 
a Address of highest priority 

entry 
entry 
entry 
entry 
entry 

8. 4 llli!itWl.L~ROll!.8.1.--IAJlJ.Ll.EJQll 

8.4.1 STRUCTURE TYPE 

in KJL "avai I ab Ie" thread 
in KJL tlneutral" thread 
in KJL "Queued" thread 
in KJL "running" thread 
in KJL "deferred" thread 

RJOT is comprised of a fIxed number of fixed length 
entries. 

8.4.2 UNIT OF ASSIGNMENT 

One entry f or each job running in the system; one RJOT e nt ry 
is permanently dedicated to System Monitor. 

8.4.3 LOCATION OF STRUCTURE 

Segment 5 of System Monitor.address space. 

8.4.4 RESIDENCY CHARACTERISTICS 

Not oageablel swapped wIth the associated job. 

8.4.5 STRUCTURE ASSIGNMENT 

An RJOT entry is assigned to a Job by System Monitor as a 
result of Job Establisher issuing a CREATE_ADDRESS_SPACE request 
during the Job establ ishment process. 
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8.4.6 LIFECYCLE 

An RJOT entry remains asslqned to a Job during the time 
which the Job is running. The entry is released after its 
contents are transferred to the Joo's swap segment during the 
process of swapping-out the Job. An RJOT entry is assigned 
during the process of swapping-in a Job and the previous entry 
contents are obtained from the Job's swap segment. 

8.4.7 CONTENTS 

Type 

Status 

Job's Type, corresponds to Job Descriptor's entry 
. number within KJL. 

Job Identifier. Currently the following job types 
are defined 

o Standard User Job 
o Subsystem Supervisor 
o System Job 
o Diagnostic Job 
o Deadstart/Recovery Job 

Job's Status_Indicators, these are the followlngl 

o RJOT Interlocked 
o Active Job 
o Going Inactive/Active 
o Ful I Swap-Out in progress 
o Ful I Swap-In in progress 
o No time limit 
o No swap permitted 
o No time slice 
o One-Control Point-a-time dispatching 
d No forced page-steal 
o Page_Interrupt_RP in action 
o Save_Signa Is 

Relative pointer to Segment Descriptor Table of 
this Job within Segment 3 of System Monitor. 
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TSL 

eTL 

PATT 

PICI 

WSSL 

CWSS 

JTL 

LPIT 

PIAS 

WSL 

SSID 

SSO 

Table_Size_Limit, sets maximum alloNable size of 
job owned .tab les within system space (modulo 256 
byt es) , 

Page_Age_T ick_Ti me, detarmlnes t"le a9ing_rate of 
Dages belonging to a job's Working_Set, (Set by 
Job Schedul er) 

Page_Interrupt_Count_Increment. 
Interrupts accumul ated since I <'1st 
Page Contro I. 

Number of page 
e xa m i na t ion by 

Worklng_Set_Size_Limlt, if Working Set Size exceeds 
this limit, Job Scheduler is notified (in page 
size) • 

Job_T ime_Limi t. Dispatcher compares the sum of 
Task_Execution_Times against JTL on eXpiration of a 
Task's time-slice, Job Scheduler is notified when 
JTL is exceeded. 

Last_Page_Interrupt_Time, sum of Task EXecution 
Times Is recorded here on a Page Interrupt. 

Page_I n terrupt _Accumu I at ion_St art 
Execution Times. 

time In Task 

Working_Set_Link, relative pointer into 
Memory_Map. Used by Page Control to find the head 
of WS page chain. 

Swap Segment's unique ident 1 f ieris kept here While 
a job is being deferred or made running. 

QI: 

Swap_Segment_Ordinal, relative Pointer into ASNT to 
find Swap Segment of a running Job. 

NCR/CDC PRIVATE REV 27 MAY 75 

1 
2 
3 

.4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 


