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decislons are made by the job through command tanguage statements

1.0 INTRODUCTION - 1
2 as it executes.. It 1is assumed that all jobs are active and
3 scheduling decislions are made as a resuit of command l|anguage
L4 requests which are described elsewhere In this and the command
5 fanguage documentation. Jobs which are queued due to system
6 saturation are removed from the queue and ptaced Into execution
7 on a first in first out basis.
The job 1is the vehicle through which the -Individual user 8
interfaces to the IPL Operating Systems A Jjob is comprised of a g
set of user ‘defined function/environment definitions and a set of 10 1.1 DEFINITION OF TERMS
formal system created structures. The definitlons provided by 11
the wuser occur in the form of system command language statements 12
which describe and direct a comouting process. The system 13 Command Language = the language through which an external wuser
created structures permit the operating system +to unliquely 14 communicates with the system.
identify, monitor, and account for the user computing sessione. 15
16 - Command Language Interpreter - the system provided routine which
Users may present job definitions to the operating system 17 is responsible for recognizing avd interpreting
from either batch input devices or from interactlve terminals. 18 statements written in command language.
In the first case a complete sequence of command {anguage 19 -
statements is transferred from the input device to system mass 20 Control Language - the SHWL Ianguage macros through which an
storage for subsequent processings In the second case command 21 executing program communicates with the system.
Ianguage statements are interpreted on a statement-at-a-time 22 .
basis as they are read from the ferminal. 23 End of Physical Inout Stream - a logical status pertinent to the
: 24 system input stager. This status occurs only when a
Job Management is concerned with the following areast 25 system input device signals *"end of data™ and the final
26 record In the input buffer Is a fence record.
Recognizes that a terminal or a batch input device is ready 27 .
for servicings 28 Fence Record - a system defined record of a unique configuration
. 29 which is placed at the end of 3 logical input stream to
Establishes a basic environment within which the job witl 30 identify the end of that togical Input stream.
operate; 31
32 Job Establishment - the process of creating basic and fundamental
Schedules the use of computing facilities among muttiple 33 structures for identifying and controtling a new job.
Jobs}$ 34 Job Establishment functions are performed by the Job
35 Establisher task in the System Job.
Distributes job-generated output files 'to user specified 36
destinations} 37 Job Initiation - the process of expanding the local environment
38 of a previously established Job. Job Initiation is
Controls the altocation of peripheral resources +to active 39 performed by the Sequence Monitor task iIn each Individual
jobs}$ - 40 Job.
41
Returns system resources from terminated jobs and} 42 Logical Input Stream - the volume of Input data which appears
43 befween fence records in a physical input stream.
Accounts for the system resources used by jobse 4y
45 Physical Input Stream - all input data which Is avallable fo the
The normal mode of operation of the IPL Operating System is 46 system via an actlve system input devices A physical
to have as many jobs active in the system as an installation will 47 input stream is comporised of one or more “logical* input
permite All ~schedulingy, resource reservation, and operatlonal streams.
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1.0 INTRODUCTION
1.2 J0OB SUBMISSION

Primal Invocator Identifier - the ultimate terminal or site which 1 1.2 JOB SUBMISSION
caused the execution of a Job. The oprimal Invocator 2
identifier (PII) of an interactive job is the terminal. 3 .
If the interactive job SUBMITs a batch jobs, the batch 4
job*s PII 1Is also the  terminal. Tne PII Is used to 5 1.2.1 FROM EXTERNAL SOURCES
identify the logical operator of a job and for default 6
file routing information. 7
8 Jobs may be introduced In one .of two ways based on the
Primary Input File - the source from which an instance of the 9 classification of the initiating device. If the device is
Seaquence Monifor -obtains command language statements when i0 classified as a system input device then its function is the
no alternative source is specified by the command 11 submission of batch jobs. If It is classifled as an interactive
I anguage . The name of the Primary Input File is 12 terminal then ifts function is the submission and control of
information -reauired by the Sequence Monltor from the 13 interactive jobs. A device®s mode of operation is determined by
routine which invoked it. A disk fite is the primary 14 installation parameters and .the functional attributes and
input file for a batch job. The primary. input file for 15 capabilities of the device.
an interactive job is the terminal. 16
. 17
Resourcey non-preemptible - a non-preemptible resource 1is one 18 1.2.1.1 System Inpput Devices
which cannot be taken away from a job without cooperation 19
from the job. Non-preemptible resources include flles, 20 :
volumes and units. 21 When a device classed by an Installation as a system lnput
22 device becomes active the input stager is notified. This routine
Resource, preemptible - a preemptible resource Is one which can 23 will create a temporary mass storage file as a destination for
be taken away from a Jjobs used by another . joby, and 24 the job deck being entered from the device. When an end-of-flile
returned with no effect on the first job except executlion 25 is detected the input stager makes the temporary mass storage
time. Preemptible resources include memaory and CPU's. 26 file containing the job deck a permanent mass storage file. This
27 permits the system to remember fllies that have been completfely
28 staged across a system crash. The input stager next prepares to
Sequence Monitor - a system provided program which serves as the 29 submlt the Job to job management.
primary confrol element during the interpretation of a 30 ’ =
togical Input stream. The command language Interpreter 31 If +the submit request is rejected due to any type of systenm
comprises a part of the sequence monitor. 32 saturationy the job Is queued for subsequent execut ion.
. 33 . :
Staging - the process of transferring logical input streams from 34 ‘
system input devices to mass storage files. Each fogical 35 1.2.1.2 Interactive Devlces
input stream is placed on a unique mass storage files 36
37
System Input Device - an input device which the system defines as 38 When an interactive terminal becomes active either through a
being dedicated to the process of submitting “ohyslical® 39 dial=-in or initiation of activity on an inactive terminal, the
input streams. 40 System Access Manager is notified. The System Access Manager
. 41 prepares to submit a job with the terminal as the primary Input
System Input Stager - the system provided routine which Is 42 fite.
responsible for staging. 43
Ly If the submit Is rejected due to system activity, the user
45 will be notified at his terminal to try again at a later time.
46 The terminal will then te closed and disconnected if on a dial-up
47 line.
48

NCR/COC PRIVATE REV 27 MAY 75
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1.2.2 FROM ACTIVE JOBS

command language interpreter in the command sequence

1
2 currently being serviced.

3

The capability is provided by which actlive jobs may lnvoke 4 **NOTE** The loqout capability is also provided via control

the asynchronous processing of -other Jobs. To wutllize this 5 language. The second login capability Is not.

capability the active Job must provide a file of command tanguage 6
statements on a permanent mass storage file and then request the 7
creation of a job which witl utillze the file as its primary 8
input file. Jobs created in this manner are initiated as batch 9
jobs. . 10
11
12
1.3 JOB_INITIATION 13
14
. 15
The process of job initiation occurs within an established 16
job. The ©process commences immedliately after the . activated 17
instance of the Sequence Monitor program gains initial control 18
and continues until such time that the Sequence Monitor 19
determines that a non...LOGIN statement may be accepted from the 20
primary input file associated with the jobe Although control of 21
the job Initiatlon process resides with the Sequence Monitor 22
program and the functions performed by the process are performed 23
independentty of the individual wuser, iInstaliation and user 24
participation in the .process is not -precluded. The «capability 25
for such participation is provided by wuser and instaftlation 26
orianted profiles (refer to section 1.7). 27
28
29
1.4 JOB TERPMINATION 30
. 31
32
Job Termination is a system-supplied facility which provides 33
the functions and the control required for the systematic removal 34
of previously initiated jobs from the system. The Job 35
termination oprocess executes within the individua! job under 36
control of the cognlzant Instance of the Sequence Monitor 37
programe The job termination process is invoked within a job as 38 .
a result of one of the following situationss: 39
40
1. A command language logout statement is encountered by the 41
command -language interpreter in the command sequence which 42
it is currently servicing, or an end-of-file <condition |is 43
encountered by the command language Iinterpreter whilte 44
processing statements from the primary input file. 45
46
2. A command language login statement is encountered subsequent 47
48

to Jjob initiation (i.e.y a second login command) by the
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1.0 INTRODUCTION
1.4 JOB TERMINATION

L
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1 Wwhich posesses as secure a recovery mechanism as - possible and
2 which requires the minimum of system overhead to save the
: 3 information necessary to restore the output queues (assuming the
1.5 QUTPUT_FILE DISTRIBUTION 4 information will never or very -infrequently be used). One
S possible method would be to log each route request using a unique
! : 6 identifier. When the transfer was comolete, the accounting
Qutput file distribution is a system-supplied faclility which 7 information would also include the unique identifler.s A missing
transfers user-specified output files to user~specified 8 echo would be used fo signal the recovery orograms that the file
destinations (printers, punches, terminatls). 9 had not been transferred. -
. . 10
The routing mechanism provided by Job Management is designed 11
to facilitate the transfer of data between any file in the system 12 1.6 JOB FLOW
and any output device. Obvious Incompatibilitles will occur such 13 -
as attempts to output libraries of object codes It iIs intended 14
that the routing facilities provide standard conversion utitities 15
to reformat the data in such a way as to provide useful output. i6 1.6.1 OVERVIEW OF JOB MANAGEMENT IN SYSTEM JOB
: 17
The three Task Services requests which provide the user 18
interface are JUM#ROUTE, JM#DIRECT, and JM#RETRAZT. There will 19 Folliowing is a list of names of programs which execute under
also be a number of operator control mechanisms which permif the 20 the auspices of the System Job and provide functions whlich are
operator to achieve output wunit sefup and - control wWhen such 21 relevant to job managements. For each program listed, there is a
action is needed. The tatter set of directives are outside of 22 definitlon of ifs structure and an overview of the functions
the user repertoire and wiil be available only to programs which 23 which it performs.
act at an operator‘®s level of authority. ’ ’ 24
’ 25 A graphic overview of th2 flow of data and control among
The form control parameter, which is a string of up fto 32 26 these listed job maragement programs is provided via the attached
characters,; is used to specify the physical oproperties of the 27 diagram entitled "Job Flow Through the System Job"™ (Figure
outpuf medium (eg. paper slze, card type, printer train, ribbon 28 1.6.1-1). Circled tetfters on the diagram correspond to the
color) upon which the data is to be placeds The actual meaning 29 underlined letfters which aopear in the functlional overviews of
of the form parameter and the resulting interaction between the 30 the programs; these letters are provided as points of reference.
user and the operator in control of the setup of the output units 31
will be teft to the discretion of each individual site. The 32
operating system will be designed to support the operator in that 33
it will remember the current form setups of all output units and 34
wilt facititate a change from one setup to another. It is 35
intended that algorithms will be developed which wil{ notify the 36
operator that a form change is required based on the priority of 37
the files in the output queues and the number of output units 38
available which can accept the required form. 39
B 40
One problem which is not dealt with at the 1level of Task 41
Services is the question of a system crash. The loss of the 42
output queues should not be allowed to negate the transfer of 43
these files, However, the use of a file to retain the Ly
information in its original form of ocutput queues and File Router 45
tables may not be practical. Other meftnods should be 46
Investigated which will preserve the information in the event of 47
a system failure. It is recommended that a procedure be adopted
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Programs_of System Job

Name

Active
Device
NDetector

System
Access
Manager

Stager

Job
Establisher

Structure

a part of
Configuration
Manager

Task

Subtasks of
System
Access Mgr.;
one active:
per every
actlive batch
System Input
Device

Task

1-9
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0
«6.1 OVERVIEW OF J0OB MANAGEMENT IN SYSTEM J0OB

Functlonal Qverview

Detects hardware level signals
A which indicate that a
previously inactive device has
become active.

Associates a particular hardware
signal with a particular device
and places the device type and
device Identifier in the System
Input Device List B

Causes an event or sends a
signal C to awakan System
Access Manager.

Polls System Input Device List
for an entry whicnh identiflies a
device requiring service 0

When no entries existy walts

for event/signal C

When entry exlists in System
Input Device List, makes a
determination of whether the
device Is for batch or
interactive.

For interactive,y lssues JM#SUBMIT
which results in a slignal being
sent to Job Establisher E

For batch, invokes the execution
of a Stager subtask E (i.cey
issues a PMi#SPAWN request)

Copies a Logical Input Stream
from a batch System Input Device
to a permanent disk flle G
Issues JM#SUBMIT which results
in a signal being sent to Job
Establisher H

Repeats above for every Logicatl
Input Stream on the batch System
Input Device, then terminates
execution.

Awakened by arrival of a signal
Es Hy0, or P which contains

NCR/COC PRIVATE REV 27 MAY 75
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Queued Task
Job
Monitor

Deferred Task
Job
Monitor

1-10
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information concerning a3 job for
which establishment is desired.
(Signal P results from the
Issuance of a JM#SUBMIT

request from within a user job.)
If system limits prohibit
immediate job establishment,

and if the Job is interactive
(or is batched with *no enqueue™
specified) sends a reject signal
to the requestor.

If system {imits prohibit
immedlate job establishment,

. but the job is batch with

enqueue permission specifiedy
creates a Known=Jdob-List (KJL)
entry and marks it as "not
established™ I

Wnen immediate establishment is
permissiblet Uses the System
Monitor provided
SM#CREATE_ADDRESS_SPACE request
which constructs fundamental Job
tables and segmeats. Acquires
a Known Job List entry, sets
the entry's status field to
"Established=-swapped In", and
Interilnks the KJL entry and
the Job Control B8lock (JCB) for
the new Job. Triggers the
execution of the Sequence
Monifor Program in the new Jobs

Awakened by a time event

Polls Known-Job-List entries
marked as '“not established"

for the one having the highest
priority Ny then sends a signal
0y to Job Establisherj the
signal includes the identlity of
the JCB associated with the Job
to be establ ished,

Awakened by a time event
Performs swap-out/swap-in of
jobs based upon scheduling
algorithms and system states

NCR/COC PRIVATE REV 27 MAY 75
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1.6.1 OVERVIEW OF JOR MANAGEMENT IN SYSTEM JOB
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Job
Cot lapser

Fiie
Router

Task

Task

swap out includes deal location
of system segments assigned to

a job and writing of a job image
to a swap filej swap in Includes
al-location of system segments
and reading of the job Image
from the swap file Into memory.
Known-Job-List entrlies are
appropriately marked Q to
indicate whether a job is
swapped-in/swapped=-out.

Awakened by signals which
originate from within

the job termination procedures
of user jobs S

Uses information accompanying
a received signal to identify
a specific job which Is to be
collapsed

Deallocates segments, tables,
efcsy Wwhich are assigned to the
joby and which cannot be
dealtocated by the job
terminatlion procedures in the
user job

Awakened by signals I from the
JMH#ROUTE request processors in
the System Job and In user Jobs
Determines identity of file to
be routed and the desired
routing destination from
information accompanying the
signal

Determines whether output to the
desired destination is currently
actives if it Is not, invokes
the execution-of an Output
Distributor subtask, via PM#SPAWN
request, and specifles the
identlty of the file to be
routed U3 iIf output to the
desired destination is already
in progress, places name of

file to be routed In a queue

for the retevant subtask of the
Output Distributor ¥
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1.6 1 OVERVIEW OF JOB MANAG:MENT IN SYSTEM JOB

Output
Uistributor

Operator
Communication

Subtasks of
File Router)
one active
per each
active
System
Output
Device

To be defined

~ o - ~—

Opens a System Oufput Device
Transfers a file from disk
storage to the System Output
Device W

Clioses the output device when no
additional flles are queued for
transmission to the System
Output Device currently being
serviced] terminates execution

Receives messages from tasks in
the system job and from tasks

in the user jobs, and transmits
those messages to the operator X
Recejves messages from the
operator and transmits those
messages to tasks in the system
job or to tasks in user jobs ¥
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®
{ | smaceo
| Pugws
\ 308 ESTABLISHER ’
s08
A NS
4

beuus ]
_JoB_MONITOR

/

7
/ .
|
! W

o

S | dﬁ
. (RIS * .,_,.
o NONITOR ) |‘>‘\‘°"

® . ® _KNown=gogeL1T
* 38 e
> o8 { user J0ps COLLAPSE

® @ | , Dﬁ’m
DP o
®

308 _OUTAT FILE

T0/FR0M  ALL
TASKS IN SYSTEM

Job Flow Through The System Job

Figure 1.6.1-1
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1.6.2 OVERVIEW OF JOB MANAGEMENT IN USER JOB

The controlling element of every wuser job 1is a system
provided program - SEQUENCE MONITOR. This program, which
executes as a task in the address space of every user job, is
constituted of numerous procedures; these procedures are

into four sets of procedurest Sequence
Initiation, Command Language
A general discussion of the
within the

logically categorized
Monitor Main Control, Job
Interoreters and Job Termination.
responsibilities/functions of each set of procedures
Sequence Monitor program followss
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Procedure Set

Sequence Monitor Main Control

Job Initiation

Command Language Interpreter

Job Termination

The attached dliagram entitled

NCR/CDC PRIVATE

Responsibilities/Functions

o

the point of
job executlion
job establishment

Provides
initial
following

Provides seguencing control
over the other three sets of
procedures in Sequence
Monitor

Provides “interrupt®
location and logic to permit
atypical job termination
(eegs.y forcad termination by
operator or operating
system)

Expands the basic
environment of the Jjob as
initially provided by the
job establishment process}

standard job
connects files

e+ ges creates
output fites,
to streams
Vatidates and account
identifiers

Performs LOGIN processing
Processes command language
statements and directs job
processes as speclfied by
these statements

Jser

Reduces the Job environment
to a level which is equal
to, or stightly greater
than, the level provided
initialtly by j ob
establishment3 e.ge.y closes
job filesy routes standard
job files, releases job

local LNS segment

Advises Job Coltapser in the
System Job when conditions
dictate that the user job Is
to be completely purged from
the system

"Overview of Sequence Monitor"

REV 27 MAY 75
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(Figure 1.6.2-1) is
types of inter-set
occurs within the Se
circles on
they are presented t
and are not inten

procedure function relationships.

within the lines
calls and procedure
follows

Is an explanation of the program flow as

1-16
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the
which
small

provided. as 3 graphic representation of
and inter-procedure flow of control
quence Monitor programe. Large and

the diagram represent non-specific procedures, iseey

only,

oprocedure name =
C and R contained
Iindicate procedure
discussion which
deplcted by the

o depict types of interrelationships
ded to 1iImply any formal
The letters
representing control flow
returns respectively. The

aforementioned diagram.
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1.0 INTRODUCTION
1.6.2 OVERVIEW OF JOB MANAGEMENT IN USER JOB

SQMTR Conmmn
. LANGUAGE  Iwrerreeria
b H Procepures

! SamTR  Jon
I wiriation < N\
" 13 T
) Procez ees | SQuTR 308 TERMINATION

e e ST . . 1_PROCEDURES

oo ControL DrecTwes
Vi Commans LANGUAGE
Statements ( From:
PRIMARY INPVT FILE,
PROF LTS, oreun{,pc »)

To USER SUPPLIED AND/OR
SPECIFIED PROGRAM

Overview of Sequence Monitor

Figure 1.6.2-1
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Diagram Reference Numbers

1

3. 4

n

I
[~}

-~ e e e e e e o o s o

s 2t s 0 0 0 0 e e 0 o o NS At P 0 0 0 o0 0 D 8 0 0 0 0 8 0 0 0 0 O 8 0

Discussion

Sequence Monitor Main Control
galns control the first time
following job astablishments

this is accomplished by
presetting various elements In
the Control Point wused to
control ‘the execution of

Sequence Monitor,

Sequence Monitor "Maln Control
(MP(0)) calls the primary
procedure (IP(o)) of the set of
Job Initlation procedures.

Procedure IP{o) iIssues calls to
invoke the execution of all
subsidiary procedures which
results In alf§ functions of job
initiation being per formed.

IP(o) returns to MP(o0)

MP (0) calls the primary
procedure (CLP{o)) of the set
of Command Language Interpreter
procedurese.

Command Language Interpreter
performs LOGIN processing, user
and account identifier
validation, and command
statement processing by reading
command statements Y4 and
calling subsidiary procedures 8
to perform required functions.
Functlons performed may include
invoking the execution of a
user provided and/or specified
program 9

Upon encountering a command
tanguage LOGOUT statement
CLP{o) returns to MP(o) 10

completed
Command

Ify, after having
LOGIN )processlngo
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Language Interpreter encounters 1 call 18 to the secondary Job
a subsequent LOGIN stafement in 2 Initiation procedure (IP(1)} to
the command stream, CLP(0) 3 re-expand the job's environment
calls 11 a secondary Job 4 to 1Its wusual level following
- Termination procedure (TP(1)) 5 job - Initiation. Partial
to - effect partial ___iob 6 initiation 1Is reguired because
termination and job 7 only partial termination was
reinitiation. Upon return of 8 performed. Uoon return of
TP{1) to CLP (o), Command 9 ! IP(1), TP(1) returns to-
Language Interpreter continues 10 CLP(o).
as described for 7, 8y and 8 11
12 19, &4 The secondary Job Initiation
12,13 MP(o) <calls the primary Job 13 procedure (IP(1)), in response
Termination oprocedure (TP (o)) 14 to the call 18 from TP(1i),
to effect total job terminatjon 15 Issues calls to selected
with no subsequent job 16 subsidiary procedures 19 and &
reinitiation. Thls «call, for 17 to effect re-expansion of the
which no return ever occurs, i8 job*s environment to its usual
occurs as a result of CLP(o) ‘s 19 level following Job
return 10 after MP(o)*s call to 20 Iinitiation.
it 6y or an "interrupt*" 13 into 21
Sequence Monitor Mailn Control 22
for atypical activation of Job 23
termination, 24
25
14, 15, 16 Procedure TP(o0) lIssues calls to 26
all subsidiary procedures, 27
which results in gl} functions 28
of Job termination being 29
performed. Upon return of all 30
subsidiary procedures, TP(o) 31
sends a signal 186 to Job 32
Collapser In the System Job} 33

fotlowing completion of the
services of Job Cotllapser in
response to the transmitted
signal, this Jjob wil!l no longer
exist In the system.

17, 15, 18 The secondary Job Termination
procedure (TP(13)), in response
to the call 11 from CLP(o),
issues calls to selected
subsidiary procedures 17 and 15
to effect onty a partial Jjob
termination process. Having
effected partial job
termination, TP(1) issues a 48
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1.7 PROFILES

A major facet in the tuning of the operating environment for
a particular user is profile processing. Profiles are flies of
command language Sstatements which are accessed via a system
profile directory. They are implicitly executed by the Command
Language Interpreter as various levels of user identification are
achlieveds Their interpretation is analogous to that caused by
the ENTER command language statement.

When the Command Language Interpreter is first entered, It
executes a System Profiley, if any. This can set installation
defaul t conditions and limits on all system users.

Nexts the profile appropriate to the terminal (or system
input device) and port are processed.

After this, the LOGIN is processed to Jdetermine the account
and user identifiers. Profiles corresponding to these identitles
are processed in that order. .

Finally, interpretation commences on the primary input file
for the job.

At functions and system services

which are avallable
through normal command lanquage sequences are also available
through profile orocessing?! e«g.y through the use of profites,
standard environmental requirements such as opriorities, various
limits, mounting of removable volumes,

attaching/detaching/opening/closing files, dialogue with the
operator, etce., can be fulfilled implicitly as oart of the loglin
process.
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JOB WHJ "COBOL COMPILE AND EXECUTE"

COLLECT SOURCE

.

. CO30L SOURCE D&CK APPEARS HERE

.
wx

COBOL I=SOURCE, 0=03JECT,

IF ERR.LEVEL GT O
PRINT LISTING
JOBEND
IFEND
SAVE 0BJECT
OBJECT ADD=0BJECT
COLLECT DATA UNTIL = /.

.

. DATA DECK APPEARS HERE

/.

EXECUTE PROG=MAIN, PARAM=DATA

JOBEND

JOR WHJ "COBOL EXECUTE ONLY"™

03JECT ADD=0BJECT
COLLECT DATA UNTIL = /.

« DATA DECK APPEARS HERE

/e

EXECUTE PROG=MAIN, PARAM=DATA

JOBEND

L=LISTING, S=ERR
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Information regarding each wuse of a system resource Is

recorded on a SYSTEM LOG FILE by the aopropriate manager of a
resource at the time the usage is quantifiable. Recording of
accounting information on a SYSTEM LOG FILE 1is accomplished
through use of the JM#SYSLOG request provided by Job Management.

240 ACCOUNTING 1 2.2+.3 RECORDING
. 2
3
4
5
6
7
8
201 OBJECTIVES OF TPL_ACCOUNTING 1‘3
11
o Detecty measure, and record util ization of system 12
resources 'by users of the system. 13
14
o Provide consistent information regarding resource 15
utilization for every identical running of a given jobe. 16
17
' 18
242 DETECTION, MEASUREMENT, RECORDING_OF RESOURCZ UTILIZATION ;;3
21
a 22
2+2.1 DETECTION 23
24
25
Detection of an instance of resource wutillzation 1Is the 26
responsibility of the system procedure which is chartered to 27
manage  the resource$ for exampley, File Manager is responsible for 28
the detection of file creations, releasesy, efc. while Buffer 29
Manager may be responsible for the detection of file activity. 30
: 31
32
24242 MEASUREMENT 33
34
35
Measurement of resource utilization consists of providing 36
detail information relevant to the use of each resourcej some 37
information may be common to all resources while other 38
information may be peculiar to only one resource. (The 39
discussions of the text portions of accounting records are 40
incltuded in the section on System Logging.) Measurement, also, 41
is the rasoonsibility of the system procedure which manages a 42
resource. 43
4y
45
46
47
48
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3.0 SYSTEM LOGGING

~~ e

3.0 SYSTEM LOGGING

Logging of system accounting, system error, and system
dayfile information Is accomplished by system elements through
use of the JM#SYSLOG reaquest. The reaquest processor which
services the JM#SYSLOG request appends requestor-specifled log
information to a standard record header and transmits that set of
information to a system-provided System Log Files

3.1 LOG _FILE CHARACTERISTICS

Any system-provided flle which 1is to be utillzed as the
System Log File must possess the following characteristics?

o the file must reside on disk storage}

o the file must be permanentiy cataloged and the system
defined to be its owner; .

o the file must be sequentialliy organized}

o the file's block size must be of fixed length and equal to
4096 bytes3 and

o the file must be dynamically expandable by block=-size
Increments.

3+2 LOG FILE RECORD_CHARACTERISTICS

System Log File records are of variable lengths. Each

“record is comprised of a standard, fixed length Log File "record

header and a variable Ilength record text portlion which is
peculiar to the type of record. ;
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3.2.1 RECORD HEADER

The standard Log Flle record header contains the information

listed belowe

o Record Identifier Code

A hexadecimal number of the form ttccss, where tt identifles a
record typey, cc identifies a class of record within a type,s

and ss identifies a record subclass within a class.

The following values for‘tf are currently defined.

tt=01 System Bench Mark Record
tt=02 . Job Bencﬁ‘Mark Record
tt=03 'Accountlng Record

t1=04 Error Record

tt=05 Dayfile Record

Specific values of c¢c and ss are defined in Individual

discussions of the various record types.
o Current Time

o Length of the record text portion.

3.2.2 RECORD. TEXT

3.2.2.1 System Bench Mark Records (Identifjer Code=0iccss).

o Current Date
o Central Site Identifler .
o Software version/maintenance level
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3.0 SYSTEM LOGGING
3.2¢242 Job Bench Mark Records (Identifier Code= 02ccsﬂ
3024242 Job Bench_Mark Records (Identifjer Code=02ccss)
342424241 JOB BENCH_MARK I
o Internal Job Identifier (a concatenation of the KJL entry

ordinal and the KJL entry sequence number)
o E&Extarnal Job Identifier (system assigned JCB name)
o Account Identifier
0 User Identifier

3.242.2.2 JOB BENCH MARK_II

o Internal Job Identifier

3.202.3 Accounting Records (Identifjer code=03ccss)

3¢2+243.1 VOLUME_SET RESERVATION RECORD
o Internal Job Identifier
o Volume set name

3+¢2.2434.2 VOLUME SET_RELEASE_RECORD
o Internal Job Identifier

o Volume set name

302424343 UNIT _SET RESERVATION RECORD

o Internal Job Identifier

o Peripheral type
o Number of units
342424344 UNLT SET RELEASE RECORD
o Internal Job Identifier
o Peripheral type

o Number of units
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3.0 SYSTEM LOGGING
3e42¢2.3.5.FILE CREATION RECORD
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3+2.2.3.5 FEILE CREA

[o]

[o]

o]

o

(o]

342424346 FILE EXPA

o

(o]

IION_RECORD
Internal Job Identifier

File name

Volume set name on which the file resides

Type of peripheral to which the file Is assigned
Number of bytes of storage allocated to the file
NSION_RECORD

Internal Job Identifler

File name

If the named file Is temporary,
to those in the Job Bench

User namej}
be identical

Account name,
these names will

Mark I record associated with the Job reguesting the fite
EXPAND operations if the fiie is cataloged as parmanent,
these names will be those registered in the

catalogiregardless of whether the _file_ _is temoorarv or
permanents__the

are_tne ones to which a QM"_‘I._L_Q_QQL'J_S.

Volume set name on which the file resides
Type of peripheral to which the file is assigned

Previous file size$ this is the number of bytes of storage
allocated to this file prior to this operation

the number of bytes of storage
file subsequent to this

New file
which Is
operation

sizej} this s
altocated to the

Date and time of most recent prior adjustment to the size
of the file (l.esy creation or expansion);} for permanent
files this information may be obtainable from the file‘s
catalog; for temporary files +this information must be
maintained within a file related table and recorded iIn a
catalog if +the temporary file is uttimately made
permament.
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3.0 SYSTEM LOGGING
342424347 FILE RELEASE RECORD
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3.2.2.3.7 EILE_RELEASE RECORD 1 It is recognlzed that the calculation of memory wutifiization
2 Wwitl not guarantee identical resulfs for every identical Instance
The text area of the File Release record is identical to 3 of execution of the same job3 variations will occur because of 1)
that of the File Expansion record 4 the effects of sharing upon the calculation of working set sizey
. 5 and, 2) timing variances associated with asynchronous job
3.2.2.3.8 FILE ACTIVITY RECORD 6 related activitiess Even though providing inconsistent
7 accounting information Is in direct conflict with one of the
o Internal Job Identifier 8 previously defined objectives, such deviation Is considered to be
9 justifled in this case$ memory is a facitity of obvious value to
o Flile name 10 the system and charges for the wuse of It are appropriate.
11 8ecause of the nature of the IPL systems no practical technique
o Volume set name 12 to assure consistency of memory wutilization measurement Is
13 evidents it is assumed that users will understand the reasons for
o Type of peripheral to which the file is assigned 14 these possiple Inconsistencies and accept them,
. 15
o Date and time file was opened ig 3424243410 EILE ROUTING RECORD
o Date and time file was closed 1g o Internal Job Identifier
1
o Number of read operations gg o File name
o Number of write operations gg o Date and tlme routing initiated
o Total number of bytes transferred to and from the flle 24 o Date and time routing completed
25
3.2.2.3.9 J0OB_TERMINATION RECGRD 26 o Peripheral type of source device
o Internal Job Identifier 28 o Peripheral type of destination device
23 :
o Date and time of Job inlitfiation ;2 o Destination name
o Date and time of Job termination gg o Special forms identifer
o Job mode; initial or restart execution (for future 34 o Number of coples routed
consideration) 35
: 36 o Number of read operatlons
o Job classi batch, interactive 37
38 o Number of write operations
o Termination typej normal, abnormal 39
40 o Total! number bytes transferred
o Number of System Command Language statements processed 41
: 42
o Primary invocator identifier 43 3.2+2.4 Error Records (Identifier code=04ccss)
G4
o CPU time wused} total number of milliseconds of real time 45
during which control points of the job were dispatched kg To Be Supplied
A
"o Memory used} an accumulated page-time value 48
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3«0 SYSTEM LOGGING
3e.2+245 Dayfile Records (Identifier code=05ccss)

3.2.2.5 Dayfile Records '(Identifier code=05ccss)

3.2.245.1 MESSAGE_TO OPERATOR
o Internal Job Identifier (féom which message is issued)
o Operator Identifier
o Text of message transmitted to the operator
302424542 ﬂE§§A§§_EBQM_QE§RAlQB

o Internal Job Identifier (for which message is Intended)
o Operator Identifier
o Text of message from operator

3¢242¢543 EREE-FOIM_MESSAGES

o Text of any free-form message which any system element
dasires to be placed on the System Log Filej if 'sender
identifier 1is necessary it is the responsibility of the
sender to include such information within the message
text.

3¢3 ASSIGNED RECORD _IDENYIFIER CODES

Following is a list of currently assigned System Log File
Record Identifier Codes and the assocliated record namese. This
list is tentative because it is recognized that changes of code
assignment within a record type may be desirable In order to
place a significance on record class and subclass different from
those shown3 further, it 1Is assumed that requirements for
addifional records will be discovered as the system design effort
progressess This list, however, is to be considered the focal
point for <coordinatina any definition and/or modiflication of
System Log Fite Record Identiffer Codes.
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04

05
05
05
05

Identitier Code

CLASS
01

01
01

XX
01
01
02
02
03
03
03
03
04
1]

XX

XX
01
01
02

SUBCLASS
01

01
02

XX
01
02
01
02
01
02
03
04
01
01

XX

XX
01
02
01

o vt o e e 0 2 e ot et 0 0 o0 o 0 0 7

Record Name

System Bench Mark

Job Bench Mark I
Job Bench Mark II

Accounting Records
Volume Set Reservation
Volume Set Release
Unit Set Reservation
Unit Set Release
File Creatlion

Flle Expansion

File Release

File Activity

Job Termination

File Routing

Error Records
Dayfile Records
Message to Operator

Message from Operator
Free-form Message
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440 SCHEDULING

" 4.1 DEVICE ALLOCATION AND SCHEDULING

To Be Supplied
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4.2 JOB_SCHEDULING

The normal mode of operation of the IPL Ope~ating System |is
for all jobs known to the system to be in some sense actlive.
User validation and command tanguage interpretation are not done
until a job has been established and has executed for some period
of time. Thus, very littie Is known about a Job before it Iis
executing. Job scheduling is designed to accomodate this mode of
operation, where Jjobs must be preempted as they express
requirements for resources and resumed as the resources become
available.

Job schedullng is designed to be, as much as Is feasible,
table driven. Many of the factors which determine scheduling
decisions may be set at system generation +time and/or wvaried
dynamically while the system 1is runninge This will permit an
Iinstallation +to tune scheduling to its particular mode of
operation anda +to change +the mode of operation during the
processing day.

Job scheduling must accomodate a mixture of batch,
Iinteractive, and transaction jobs simultaneously and In various
combinations.

4e3 JOB STATES

A job in the IPL Operating System exists in one of several
states which are of interest to the schedulers. These states
aret queued, deferred, inactive, and active. There will also be
frequent references to the running state which implies inactive
or active. These states correspond to the amount known about a
job and the amount of system resources used by a jobe The system
knows the least about a queued job and it uses the f(east system
resources. The system knows the most about an active Job and It
requires the most system resourcess )

One of the major functions of job scheduling is to move jobs
from one state to another. The following diagram indicates which
state transitions are possible and also which scieduler controls
that transition.
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4.0 SCHEDULING 4.0 SCHEDULING
4¢3 JOB STATES 4.3 JOB STATES
FINAL STATE 1 RESOURCh
R et T Y ST S 2 L e e R e +
t Q1 Dy T8 At 3 1" WS i S 1
ft Ut EY NE C 4 { 0E ty i
FE LR LA TO 5 I RT t s !
f Ut et ct I 6 t K i T 1
CHE TR ET VIV 7 t I i E !
4+ DI R IVtE 8 i N LI !
ORIGINAL VLE L VO ! C] STATE t G l i
STATE H t Dt E { 10 H ! {
tomemm e IR ELE LTI ER L 11 fmmmmmm——em | = | = {
i QUEUED H i i1 ! 12 i ! { {
L e T Y Y T 13 { QUEUED ! none ! H
{ DEFERRED 1 H 12t 1 14 R et L L R L e Tt S e +
Saabutaiiaiitied Afutaied et Subeind Sbebed 4 15 ! ! swap { swap !
{ INACTIVE 1 21 13t 16 { DEFERRED t file 1 file lallocafedl
L tatattat R i et 3 17 R etk o o +
i ACTIVE H ! P 3 i 18 H ! swap tlin !
tommme e LR s S 19 { INACTIVE } file {memoryimemoryiallocated!
20 tommrmm e tmm————— tommm—— S B +
21 ! H H fon ! i
1 ¢ Queued Job Monitor 22 H H H fdis- | t
. 23 ! tin tin tpatch i
2 ¢ Deferred Job Monitor 24 { ACTIVE tmemory tmemoryichain {allocated!
’ 25 fmmmm e e fommeam e +
3 ¢ Running Job Monitor 26
27 ¥ Known Job List Entry and Job Control Block altocated.
28
The amount known about a Jjob in the various states and the 29
disposition of various resources is summar;zed in the followling 30 Lo4 SCHEDULER TABLES
table. 31
32 ’
33 As mentioned earliers the schedulers are taole driven. This
34 section describes the various tables used by the schedulers to
35 determine thair declision making process.s The method of suppiying
36 these tables initially is yet to be determined. Requests are
37 orovided to modify the tables while the system is running.
38
39
40 Lot 1 CLASS ATTRIBUTE TABLE
41
42
43 The Class Attribute Table (CAT) defines the attrlbutes and
44 characteristics of each class of jobs. There can-be any number
45 of classes (iInstallation defined) but there must be at teast
46 threes Systemy Initial Batch, and Initial Interactive. These are
47 the classes that the system Job is in and batch and interactive
.48 jobs are In respectively when they are first establlished.
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CLASS ATTRIBUTE TABLE

4-5

CLASS A

ATTRIBUTE

frrmeccc e e e c e e e ———————

CPL Non-preempt

CPL Deferred

CPL Running

Maximum Priority

Maximum Known Jobs

Maximum Running Jobs

Maximum Active Jobs

Maximum Total Working Set

Major Time Slice

Minor Time Stice

Dispatch Time Slice

PFF Goal

Lowest Scheduling Level

Non-preempt Priority
Increment

Deferred Priorlty Increment

Inactive Priority Increment

Active Walt Time

Inactive Wait Time

Maximum Wait Time

Class Residence Time

Next Class (Time)

Maximum Job Working Set

Next Class (NWS)

CPL Non-preempt?
CPL Deferredt
CPL Runningt

CHPO4OY
75705727

TYRIBUTE TABLE
tm———- tom————— toemcme—— L ettt +
ISYSTEH!INITIAL!INITIAL!INSTALLATION:
1 I1BATCH {INTER- | DEFINED !
! o 1ACTIVE ! !
! H H 1 1
it 0 t 1 1 2 1 3 leeal n
{emmm—- {—eme- =} mme——— lee=l===l====}
! i ! ! ! 1 1
! 1 1 { ! 1 t
! ! 1 ] H H !
H f 1 ! ! ! !
1 ! H L ! 1 !
{ ! i ! ! ! 1
1 ! 1 t t1 1
! ! 1 ! ! ! 1
1 ! ! ! ! ! !
! ! ! H H ! H
! ! ! 1 ! 1 !
! H 1 H H 1 !
! ! ! ! ! ! !
{ ! ! ! ! ! 1
! ! ! { ! ! 1
i ! i ! ! { 1
! ! 1 ! ! ! 1

{ t ! ! ! !
1 ! 1 1 ! ! !
1 ! 1 ! 1 1 1
1 i { 1 ! 1 1
i 1 ! ! 1 1 [
1 1 ! ! 1 1 !
H ! i ! ! ! !
tom———— tommm——— D il L R et SRR 3
CPL = Class Priority Level

These flelds define the priorlty

relatlonship among classes for

different phases of schedulinge.
There may be as many levels as
classes but there can be fewer$
eegey several classes may have the

same CPL for non-preempt ible

resources.
CPL Is an integer 0..n with 0 having
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Maximum Priority?

Maximum Known Jobs?

Maximum Running Jobst
Max imum Active Jobst
Maximum Working Set?

Major Time Slice?
Minor Time Slice?
Dispatch Time Slice?

PFF Goal?

Lowest Scheduling Level?

Deferred Priority Incrementt

Inactive Prlority. Increments$

Non-preempt Priority
Increments

Actlive Walt Times .
Inactive Wailt Timet

the most priority and n the least.
This Is so that classes may be added
with- littie 1Impact on previously
deflned classes.

The highest base priority that a job
In thls class can have.

The maximum number of jobs of thls
class which can be simultaneously

known. to the system or In the
Running and Active states,
respectively.

Max Imum real
available to
class.

memory simultaneously
all jobs in this

The time slices to be allocated Jobs
in this class when they go
- to the Running State, Active State,
or one of thelr control polnts is
dispatched on a processory
respectively. ’

Page Fault Fregquency goal
in this classs The schedulers will
adjust running parameters to
normallze a job®'s fault frequency to
this value,

for jobs

Limits = jobs ln this class to the
Deferred_Running_Active,
Running_Actlive, or Active
states.

only

The amount to increment a.job‘'s
effective priority based on time job
has been In the Deferred or Inactlve

states respectively or requires
non-preemptible resources.
The length of time that all control
. points of .a Job must be waiting
before it should be moved from .the

Active to 1Inactive or Inactive to
Deferred states respectively.
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Gelel CLASS ATTRIBUTE TABLE

Maximum Wait Times

Class Residence Time:?

Next Class (Time)?

Maximum Job Working

Next Class (WS):

Sett?

4=-7
CHP 04 04
75705727
The max imum émounf of time Jjobs of

this ‘class can wait before it is
considered an error state.

Amount of CPU time a job can stay in

this class before it Is
automatically switched to another
classe.

The class to which to switch the job
if Its Class Residence Time has
expired.

The maximum working set a job can
have before [t s  automatically
switched to another classe. :

The class to which to switch the job

if its maximum jobs working set
fimits has ben reached.
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4ele2 CLASS PRIORITY LEVEL TABLE

The Class Priority Level Tabie (CPLT) defines the decislons
and algorithms used by the various schedulers to perform the
state transitions described in Section 4.3. There is an entry

for each CPL used in the CAT. There are parameters in each entry
about each state transition plus parameters controllilng the
method of allocation of non-preemptible resources.

CLASS PREORITY LEVEL TABLE (CPLT)

S D e B el b ST T
{ Class Priority Level 1 01 1 teeel M
D et L bt et ST S
Deferred to Inactive Transition { t {
Method

{

!

! Priority Cutoff H
H Termination

! Inactive to Deferred Transition

{ Inactive to Active Transition

H Method i
i Priority Cutoff .
! Termination

! Active to Inactive Transitlion

! Method

! ]
!

H

!

!

L]

Non-preement Resource Allocation
Method
Priority Cutoff
Termination
Partial Allocation i !
R e D e D

- o on Oh Sn an Ge wn 0 en oo wa " oo ae

w0 en On we w58 e me wn O ew be an =S e e -

i
i !

!
{ !
H !
! i

!
! !
| !
i !
i i

I
i t
i !
i i
! !
! |
+

Class Priority Levels The pertinent class opriority
level (CPL) of the entrye. The
number of priority levels Is
smalter than or -equal to the

number of classes.

Deferred to Inactive State
Transitions?

The parameters In this section
direct the Deferred Job Monitor

- when it selects a deferred job
to make running.
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4e442 CLASS PRIORITY LEVEL TABLE .
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Method} Round-Robin

Method; FIFO

Method$ Priority

Priority Cutoff:

Terminationt

Inactive to Deferred Transitiont?

Inactive to Active State
Transitionst

Method$ Round-Robin

4=9
CHP 04O G
75/05/27

e e s e e e e o e e 0 e e o e e S o 0 0 B e

Jobs are examined on a clircular
basise. If a job cannot be made
running for some reasony the
next Job in the CPL is examlned
untll atl jobs In the CPL have
been examined.

Jobs are made running in the

order they appeared In t he
deferred state. If a Job
cannot be made running, no
other jobs in the CPL are

examined.

Jobs are examined in effective
priority order. If a job
cannot be made running for some
reasons the next tovwer
effective priority job is
examined wuntil atl jobs in the
CPL have peen examineds.

If the Method} Priority was
selectedy then jobs with an
effective priority higher than
the priority cutoff value will
be treated as iIf Method} FIFO
were selected.

Determines whether or not to
examine jobs in the next lower
CPL If there are remaining
deferred jobs In this CPL.

There are no parameters for
this transition. Jobs move
from inactive to deferred based
on Inactive Wait Time and Major
Time Slice from the CAT.

The parameters in this section
direct the Running Job., Monitor
whan it selects an Inactive job
to make active.

See Deferred to Inactive
Transition
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Method;
Method3 Priorlty
Priority Cutoffs
Termination?

Active to Inactive Transition?

Priority?

Least Time Slice?
System Fift:
None?

Non-preemptible Resource
Altocationt

Method? Round-Robin

Method$ FIFO

4-10
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75705727

See Deferred to Inactive

Transition
See Deferred to Inactive
Transition

See Deferred to Inactive
Transition
See Deferred to Inactlve

Transition

Normally Jjobs move from active
to inactive based on Minor Time
Slice and Active Wait Time. In
some circumstances, however, it
is necessary for the scheduler

to deactivate a job for other
reasonss XY-KX) system
thrashing. This parameter
specifies the method wused to

select a job to deactivate.
Deactivate the Job of lowest
priority in this CPL.

Oeactivate the job which has
the least remaining Minor Time
Stice.

the job which wiil
do most to alleviate the
situation which requires a job
to be deactivated.

Deactivate

Do not forcibly deactivate Jobs
In thls CPL.

The parameters in thils section
direct the Resource Scheduler
when it selects a Job to which
to allocate non-preemptible
resourcese.

See Oeferred to Inactive
Transition
See Deferred to Inactive

NCR/CDC PRIVATE REV 27 MAY 75
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CHEDULING
CLASS PRIORITY LEVEL TABLE

Method§ Priority

Priority Cutoff
Termination

Partial Allocation

Transition

Indicates
of a jobs

resource requests should

4-11
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Transition
See Deferred to Inactive

Transition
See De ferrad to Inactive

Transition
See . Deferred to Inactive

‘whether or not some
non-preemptible

be

satisfied if all. of them cannot

be.

NCR/CDC PRIVATE REV 27 MAY 75
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4.0 SCHEDULING
L4 o4 4¢3 CLASS TRANSITION TABLE

Lolte3 CLASS TRANSITION TABL

The Ctass Transition

E

CHPO4O 4
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Table (CTT) soecifies

which class

changes are valid when regquested by the JM#SET_CLASS request.

CLASS TRANSITION TABLE (CTT)

P fomm——— tomem—— PO S +
H S tI B8 t+ I1 1 1 !
! Y { N.A I NN i i 1
t S {17 tIT 1 H !
! T, {1 TC + TE I aee H N {
H E t I H I IR I 1 !
I M i A { A A ! !
t t L +tLC ! H {
! ! ! T ! ! 1
1 ! 1 I i H H
ORIGINAL l H 1 v i H !
CLASS i H i E ! 1 1
tmmm e | e ———— lem———— IS LD IEEE LT t
iSYSTEM i Y i Y i Y i Y H Y i
. fomeeaa tme———— S A
{INITIAL H 1 i { H H
IBATCH i N H Y { N i *® i * i
o fmmm——— fomm——— pomm——— tmm——— tm—m———— +
TINITIAL ! ! H { ! !
{INTERACTIVE ! N ! N | I 4 { * H * !
tommem e ———— tomcom- - fom———— fomm———— fmmm———— +
! . ! i H { i 1
i . { i 1 ! i !
{ . H N H * ! * H * 1 * !
frmmmem———————— tomme e f e e ———— prm———— + -
{ i i i 1 H 1
! N i N ! * i * | I H Y !
o ———————— - tomm——- fmm———— [P — pomm——— +

DESTINATION CLASS

* Instaltation Specified
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WeNOWMEswn P



ADVANCED SYSTEMS LABORATORY

IPLOS GDS - JOB MANAGEMENT

L

4.0 SCHEDULING

4e4 o4 SCHEDULER CONTROL TABLE (SCT)
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4obol4 SCHEDULER CONTROL TABLE (SCT)

The Scheduler Control Table contains some parameters which

"define the general
schedulers.,

Frequency of Queued Job Monitor?

operating characteristics of. the varlous

The frequency of activation

‘Frequency of Deferred Job Monitor: of these schedulers. It Is

Freguency of Running Job Monitors

PFF Floor?
PFF Ceiting?

170 Rate Floor:
I/0 Rate Celillings

Number of Classesx

Highest CPL3

assumed that the QJM should
be at least an order of
magnitude less frequent than
the DJM,y, which should be at
least an order: o©of magnltude
less frequent than“the RJM.

The schedulers will attempt to

maintain the total page fault
frequency In the system somewhere in
the range PFF Floor < System PFF <
PFF Celling.

The schedulers will attempt to
maintalin the total frequency of I/0
requests 1In the system in the range
I/0 Rate Floor < System I/0 Rate <
I/0 Rate Celiling.

The number of classes speclfled in
the CAT and CTT.

The highest CPL soecitled in a CAT
entry.

. NCR/CDC PRIVATE REV 27 MAY 75
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5.0 ENVIRONMENT OF STANDARD_JOBS

Certain 'facilities/properties are provided by the system as
"constituents of all standard Jobsy} those constituents of which
the user should be cognlzant are-are discussed in this section,

5.1 AUDRESS SPACE

Seament 5% The System Global Logical Name Space (SGLNS) segment}
thls global segment is interpretively readable by the user,

Segment 6% The User Local Logical Name Space (ULLNS) segment for
the jobj the .segment is directly and interpretively readable
and writable by the user.

Segment 72 The System Local Logical Name
' for the job} the segment is
writable by the user.

Space (SLLNS) segment
interpretively readable and

Segment_ 82 The User Global Logical Name
this global
by the user.

Space (UGLNS) segment}$
segment is interpretively readable and writable

5.2 FILES

JOB#INPUTE The logical name unconditionally assigned to the Job‘s
Primary Input Filej this file is for the exclusive use of
Command Language Interpreter and serves as the default source
of command - language statements in the Job.

JOB#DAYFILES The fogical name assigned to a sequentially
organizedy - disk resident file which 1Is used to record
sequential history of activities in the Job (e«gey images of
command 1i{anguage statements processed, messages to/ from
operatorsy, user supplied information). This file may be

written by system elements in a Job as well as by the wuser

via record level I/0 functions.s This ftile is routed

according to the job*s Primal Invocator Identifier (PII) by
NCR/CDC PRIVATE REV 27 MAY 75
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Job Terminator in the absence of any user speci fled DIRECT

speclfication.

JOB#PRINT The logical name assigned to a sequentially organized
disk resident file which is unconditionally provided by the
systeme This file is provided as a default file to be usedy
‘'via record level 1I/0, by elements of the system and the
product set (e.g., loader maps, compiler source fisting)e In
the absence of any user specified DIRECT speciflcation, this
file is routed by Job Terminator according to the Job*s PII.

name of a file which iIs used by Command
user

JOB#QUTPUTY The logical

Language Interpreter for communications directed to the

(esgey command language functional, syntactlcal or parameter
error notification)s In a batch Job JOB#OUTPUT Is an alias
fogical name for JOB#DAYFILE, leseey Command Language

transmitted to JOB#OUTPUT
fite associated with

notifications
recorded on the physical

Interpreter error
actually are

JOB#DAYFILE, For an intferactive Job JOB#0UTPUT is the
logical name of +the output slide (e«.gey display) of the
interactive device andy, consequently, Command Language
Interpreter error notifications are transmitted to fthe

transmitted . to
JOBf#OUTPUT is

such messages are also
Command Language Interpreters
I/0 functions.

interactive user}
JOB#OAYFILE by
Wwritten using record level

5.3 OTHER

JOB#JCB: An LNS alias through which the user, and system elements
within the Job address spaces may reference the Job Control
Block of the Job. JOB#JCB .resides In the Job®s SLLNS
segment.

NCR/CDC PRIVATE - REV 27 MAY 75
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6.0 JOB MANAGEMENT REQUESTS
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6.0 JOB MANAGEMENT REQUESTS

6.1 REGUEST_PURPOSE_AND PARAMETER DESCRIPIION

The following requests are available for communicatlon with
the various Job Management facilities.

6elel JM#SUBMIT

The JM#SUBMIT request is utlized to request the creatlion of
an asynchronously executing Job in a new address space.

JM#SUBMIT (fname, jname, eo, do, status)

fname ¢ The name of a File Control Block wWdiich resides in a
fogical name space (LNS); and which describes the file fo
be wused as the Primary Input File for the Job being
invoked$ specification of this parameter is mandatorye.
The file must be permanent, and an ACL defined for It to
permit access under the account and user identifiers under
which the new job will run.

Specification of this parameter is optional In user
jobs; if specified, it is interpreted to be the name of an
alias wvariable which the system will dectare in the user
job®s System Loc&l Logical Name Space (SLLNS)§ the wuser
may reference fields In the Job Control Block of the job
being invoked by referring to the name of the SLLNS alias
variable.

jname ¢

Specification of this parameter by the system programs
Stager 'and System Access Manager is mandatory 3 In these
instances, the parameter is interpreted to be the name of

a.Job Control Block previously declared in System Global
Logical Name Space (SGLNS).

eo ¢ This parameter value is wused to specify whether
immediate establishment is desired, or delayed

NCR/COC PRIVATE REV 27 MAY 75
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establishment is permissible.
for eo may be specifiedt

One of the following values

Q ! Delaved establishment is permissible
nutll ¢ same as Q
I ? Reject if immediate estabtishment is not possible

do %t This parameter value is used to specify the desired
disposition of the Primary Input Fila following the
running of the job being invokeds One of the following
values may be specified for dotl

P % Purge the file when Jjob terminates
K ¢ Do not purge the file
null ¢ same as X

The P ontion will be honored only when the user identifier
of the terminating Job matches the owner ldenflfler of the
permanent files

status?! returned request status.
6.1.2 JMIDIRECT

The JUM#DIRECT request permits the specification of expliclit
parameters for use with a file during the subsequent issuance of
a JM#ROUTE request with some or all of the parameters omitted.
Any optional parameters supplied during a JM#ROUTE request will
override the corresponding explicit parameters from a JM#DIRECT
request. ’

JM#DIRECT (file, destinations form, coples, status)

filet The logical name of the file (temporary of permanent)

to be directed,

destinationt An optlonal parameter whichr specifies the

logical destination name of the 1location to which to
direct the file. If not specifiedy the default
destination from the JMi#ROUTE request is used.

form: An optlonal parameter which speciflies the physical

properties of the output medium (eege, paper size, card
typey printer train, ribbon color) upon which the data Iis
to pe placeds If not specified, the default form from the

NCR/CDC PRIVATE REV 27 MAY 75
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64142 JMH#DIRECT
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JM#ROUTE reqguest is used.

copies? An optional parameter which specifies the number of
copies to be ptaced on the output unite If not specified,
the default number from the JM#ROUTE reaguest is used.

status? returned request status.

6¢1.3 JM#RETRACT

The JUM#RETRACT request Is used to cancel a previously lissued
JM#DIRECT request on the same file. The entry that was placed in
the local directed file list for the specified file Is removed.

JMHRETRACT (file, status)

filet The file fo be retracted.

statust returned request status.

6elsls JM#RQUTE

The purpose of the JM#ROUTE  request is fo Iniftlate the
transmittal of ‘a file (temporary or permanent) +to some
destination. If no explicit wvalue 1is given for an optional

parameter, the explicit values from a previously Issued JM#DIRECT
request on that logical file name will take precedence over the
defualt wvalues in effect at the time the JM#ROUTE request is
Issued.

JM#ROUTE (file, destination, form, coples, status)
filet The logical name of the file (temporary or permanent)
to be transmitted.

destinatlon: An optional parameter which specifies the
destination to which to direct the file. If not
specifiedy the default destination is assumed.

specifies the physical
paper size, card

form:¢ An optional parameter which
properties of the output medium (eegey
type,

NCR/COC PRIVATE REV 27 MAY 75
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6.0 JOB MANAGEMENT REQUESTS
6.1.4 JME#ROUTE

to be placed. default

assumed.

If not specifiedy the medium Is

copies: An optional parameter which specifies the number of
copies to be placed on the output unit. If not specified,
the default number of copies is assumed.

v

status?t returned reauest status.
64145 JUM#SYSLOG

The JM#SYSLOG request Iis utilized by elements of IPLOS to
effect the transfer of information to the SYSTEM LOG FILE.

JMH#SYSLOG (reclid, addr, bytes, status)

recid: A SYSTEM LOG FILE record identifler code of the form
tt/cc/ss/ (refer to section on System Logging for a
discussion of Log File Record Identifier.

addr: The PVA of the beginning of the informatlon which is

to be . transferred to the
Information whicn begins at the specifled address
must be readable within the addressing context of
the job In which the JUM#SYSLOG request is issued.

SYSTEM LOG FILE.

The number of bytes of information fo be transferred
to the SYSTEM LOG FILE.

bytes?

status? returned request status.

Specification of all parameters is required.

NCR/CDC PRIVATE REV 27 MAY 75
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6.0 JOB MANAGFMENT REQUESTS 6.0 JOB MANAGEMENT REQUESTS
6ele 6 JM#CLAIM 6ele7 JMH#CHANGE_CLAIM
6.1.6 JM#CLAIM 1 641.7 JUM#ECHANGE_CLAIM
- 2
) . 3
The purpose of this request is to establish the maximum 4 The ourpose of this reaquest is to increase or decrease the
simultaneous usage of a class of peripheral devices by a jobe. A 5 number of units of a class previously claimed through JM#CLAIM or
claim must be establlshed for a class of devices before a 6 JM#CHANGE _CLAIM request. Claims may not be increased while any
JM#RESERVE request may be issued for devices of the classe 7 devices are attached to the jobs Clalms may be decreased at any
Claims may not be increased while any devices are allocated to a 8 time down to the number of devices «currently allocated to the
jobe Claims may be decreased at any time down to the number -~of 9 jobe
devices currently allocated to the job. 10 .
11 JM#CHANGE_CLAIM (unit_class, number, status)
JM#CLAIM (unit_classy number, status) 12
13 unit_classt the class of devices for which the claim is being
unit_classt the class of devices for which a claim is belng 14 modified,
mades .
iz numbert the signed value to be added to the existing claim.
number? the number of devices of the class being clalmed. 17
. 18 statust returned reauest status.
status? returned request status. 19
2
, zf 6e1e741 Loglc
6.1.641 LoOgic 22
gz JM#CHANGE_CLAIM Request Processor Entry
JM#CLAIM Reauest Processor Entry 25
26
27 Ll el et trmmet et e crccccrvee s ccacee +
formmmmmmmm e m——————————— fommefmmcememm— e —e—————————— + 28 fvatid Unit Class { No ! Yes !
tValid Unit Class i No ! Yes t 29 ! tomm- [ uinttatetdutet to—mmmmm - !
$ Y U pommmm—— - 1 30 {Claim increase H H Yes ! No l
IClaim increase ! ! Yes ! No ! 31. i ! fommm- fucomococ—— Pommmmmmes !
! ! |emcoctomccncncna] cccaacanan ! 32 {Any allocated units ! ! Yes | No 1 !
IAny allocated unlits H ! Yes | No ! ! 33 ! ! tomoe- Pomm=- Nl !
! ! [Ty [ S | 1 34 IResultant claim exceed | H i Yes | No | i
1Claim exceed limits 1 1 ! Yes ! No ! ! 35 oo limit i ! i ! ! t
! H ! R e et Sy | 36 t 1 ! fmm——— R R m———
iLess than allocated ! ! [ ! Yes | No 1t 37 tLess than allocated i ! ! ! ! Yes | No |
I D bommmfmmm—e pmm——— fommm—pm———— fomm—y 38 e fom e m———— tm———— R R
{Error status t X toxX X 1oX 1 39 {Error status [0 SN S SR R SR Xt |
tEnter clainm ] 1 1 tX ot 1x o 40 {Adjust claim ! ! ! tx o txo
iISignal Scheduler H ! ! t X 1 1t x 41 tSlgnal scheduler H H ! X i txo
iReturn ' PX Ot X b X b X o8 Xt X 42 iReturn X ot x b x b x b x o bxo o
D e ettt ot mm——— D et ey T PR DEPRY 43 tecmcrcccr e cc e c e nca B LR R ke fomm——— LD ELE R R po———it
44
45
46
47 -
48

NZR/CDC PRIVATE REV 27 MAY 75
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640 JOB MANAGEMENT REQUESTS
6.1.8 JM#RESERVF

6.1.8 JMERESERVE

The purpose of thls request Is to register the requlirement
for a non-preemptible resocurce (file, volume set, or unit set.
The allocation of the resource to the job will not take place
until the issuance of a JM#ACQUIRE request. This request permits
groups of resources to be acquired simultaneously. This reduces
the possibility of deadlock and increases. total system efficiency
by not having some resources attached to a job white it still
needs others to continue execution. '

JM#RESERVE (resource, usage, status)

resourcet an (LNS) structure defining the resource to be
resarved. Allowable types are File Control Block, Votume
Set Control Block and Unit Set Contro! Blocke.

usage!  indicates whether the resource is to be obtalned for
shared use or private to the job.

statust returned request status.

NCR/CDC PRIVATE REV 27 MAY 75
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6.0 JOB MANAGEMENT REQUESTS
6+s1.841 Logic

PUpC

6.1.8.1 Loagic

JM#RESERVE

Request processor entry p

fommmmmmmmmmm— e —————————
{JM#ACQUIRE outstanding

HE R e kT
iResource a FCB

{

IResource a VSCB

H

iResource a USCB

L DDA DL bbbl L e -
{Error

iCall RESERVEF

{Call RESERVEV

iCall RESERVEU

{Return

fomm e — e ——— .- ——————-

B i

CHPO4OL
75705727

oint
----- B i s
Yes | No !
----- HE D e e bt
i Yes | No i
IEL L {=-=-- L bl !
H i Yes | No !
H { === {mem—- ===
{ { ! Yes { No !
----- L e R e Dt 4
X 4 ! ! | G
[ G ! ! H
H LD S i H
| ! i X 4 !
X X & X + X tx 1
----- L i et Dt Sttt s

NCR/CDC PRIVATE REV 27 MAY 75
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IPLOS GOS - JOB MANAGEMENT IPLOS GDS - JOB MANAGEMENT
6.0 JOB MANAGEMENT REQUESTS 6.0 JOB MANAGEMENT REQUESTS
6.1+48.1 Logic 6+1+841 Logic e e
RESERVEF Procedure 1 RESERVEU Procedure
2
R ettt prmmemecem———— - — t-—-t 3
tFile reserved or attached 1 No ! Yes! 4 fommmmccccccm——————————— e ——————— fomm—— foccmcc e e —————— +
! R e ittt 1---1 5 tUnit set reserved or attached ! Yes ! No !
tPermanent file INot Yes 1 ! 6 ! {=-=-- l——mee tommm e i
! LR R e ! 7 tExceed CLAIM ! 1 Yes 1 No !
1VSCB named ! INot Yes 1o 8 1 1 e R e L
! LI RSl Rt et ! ! 9 {VS associated with USCB- i i ! Yes | No !
{VS reserved or attached | T | No § Yes ! ! 10 fommcmmmmm—m— e ————————————————— fom—— fomm—— fm———— fmmm—t
! kT Tt { 11 {Error status X 1 X 1 ! i
1VS containing catalogue [ | f NoiYes!iNo! Yest ! 12 {Build Unit reservation record i i ] 4 X 1
! on-line  J R T LI | 1 ! 13 {Mark USCB as reserved ! ! it X X i
D D e e St St bt 3 14 IReturn toX X X tx
1To be supplied 11X ! ! i i 1 ! 15 L e ittt bt D tom——— R Anndbaind bt
{Supply system V.S. name ! X 1 L i ! 16
{Call JUM#RESERVE (VSCB) i H X ¢ X4 ! H ! 17
{Mark FCB as Reserved toixX X b X X r xt { i8
iGet catalogue entry ! X Xt 1 X1 ! i9
tBuild File Reservation Record! IX iIX I X IX ¢ X1 H 20
tFile unique name In FRR PoiIX 1 X ixot i { 21
IFile external name In FRR ! { X 1 IX 1 ! 1 22
{Error status [ o | it X! 23
i Return X X ixt x ixt xtr xi 24
R ekt temtemtontacctentocctaant 25
26
RESERVEV Procedure 27
28
foem e c e r e - ———— LRt e e Dl + 29
IVolume set reserved or attached {Yes! No ! 30
! [EEE S EEE TS $omm e H 31
{Are volumes specified H iy IN | 32
! ' ! | mmmem e mmmm == 33
iIs USCB named ) 1Y INE Y INI 34
H i {=tmmmf=l=ton=]=] 35
i{Is other VSCB associated with USCB! fYIN & YD N 18 36
H i A=d=t=1 1-l=4=-1 1 37
1Is USCB reserved or attached ! TOLYIND § O BYIND 8 38
e ——————————— D e e il e e L S 39
{Error status PXOIXy ororoaxy ot 40
1Get catalogue entry ! P axXaxix 41
{Build usCsB ' ! o0 Xt oaxt 42
1Call JUM#RESERVE i Pororxaxt borxixt 43
. {Bulld VS reservation record ! PoIXXaxt ixyxixi Ly
I Mark VSCB as reserved ! POIXIX Xt IXixixt 45
{Return X IXEXIXIXE IXEXIXY 46
L e e L LT P B ] L ey e e e T T (%4
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JM#CANCEL _RESERVE
6149 JUM#CANCEL_RESERVE
The purpose of this request is to cancel the effects of all
JM#RESERVE requests issued since the last JM#ACQUIRE request.
JM#CANCEL_RESERVE (status)
status: returned request status.

6e1¢9.1 Logic

JM#CANCFL_RESERVE

Request processor entry
N ettt $mmmfmmmm— e e m e —————— +
{JM#ACQUIRE outstanding 1iYesi No i
H R R e L LT H
{Any more resource H {Not Yes i
! reservation records { i i i
H H IEEI LD R L il '
{File reservation record | ! iYes! No !
H H [ R e e E L LT !
{Volume set record ! LI {Yest No !
! ! i R R |
tUnit set record ! i H { ! Yes INot
1 H [ H HEEET EES B
1System suppoly USCB i L ! iYestNot
B el R et T e ey
{Error status X ! ! ! X 1
{Mark FCB as not ! b X H | I T |
! reserved i [ ! i | [
{Mark VSC8 as not H L X H [
! reserved i ! 1 H [
{Mark USCB as not ! ! ! { ! D S R
{ reserved ! H i ! H H o
{Return USCB ! L l | I O T T
tReturn reservation 1 PooEX X b x o ix ot
{ record ! L H H l [
{Return P X X X X X ixax
fome e ce e e e tometmmpomntonct ettt

NCR/CDC PRIVATE REV 27 MAY 75

[
SOWENOVIE WN

[
NOVMEWN e

-
0 ®

NN RN NN
onFrwnhro

n NN
O ™~

ww
"o

FrEFFrrffrrauNwANENNw
oOMF WD FROWVWENOVEWN

Ry
™~

ADVANCED SYSTEMS LABORATORY

: 6-12
CHP 0404
75/05/27

IPLOS GOS - J0OB MANAGEMENT

6.0 JOB MANAGEMENT REQUESTS
6e1410 JUMH#ACQUIRE
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6.1.10 JUM#ACQUIRE

The purpose of this request is to cause the system to

satisfy all requests previously establ ished through the
JM#RESERVE request. All outstanding requests must be satisfied
before any additional JM#RESERVE or JM#ACQUIRE requests can be
Issued.

JM#ACQUIRE (queua, [ecbl, status)

queue! indicates whether the reauest for resources should be
queued if they cdnnot all be satisfied imnediately or - the
JM#ACQUIRE be terminated with none of the allocations
made.

ecbt optional parameter which names an event to be PM#CAUSED
when all outstanding requests have been satisfieds When
the "queue' parameter indicates immediate termination, the
specification of an ecb is not permitted and if present
will result In an erro~ status.

status?! returned request status.

NCR/COC PRIVATE REV 27 MAY 75
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6.1.190

>

!
i

+

!
!
'
l

+
]
1
]
[}
'
]
[}
]
1
]
i
3
1)
[}
[]
1
|
]
)
)
1)

iCatll

1 Logic
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6e1.10.1 Logic

JM#ACQU IRE

Request Processor Entry

Is JM#ACQUIRE
outstanding

<
o
w

Resource Reservation
. Records

l
!

EC8 named

Immediate Return

>

Error Status

Select Reply no trap

Select Reply trao to
Allocate

Signal Resource
Allocate

Wait for reply

ALLOCATE

Cause ECB

Return X

)
]
[}
t
i
[]
'
1
t
1
]
[}
1
i
]
1
]
]
]
[}
1
4 ee mm em an cm e me So Mo e o Se we me em e e ee e . o

[}
[}
]
+
1
[}
[}
]
]
i
1
]
[}
i
]
]
[}
1
[}
[}
]
]
[}
]
[}
]
1)
-+

No !
i

Yes !

mmtmmmmm e e et emmma]
No! Yes | Yes | No 1
R R L s R DY DL

iNolYasiYesiNoiYesiNol
B e et et Ll TS Py
X

X
X
X X

X X ixX +.X X

!
!
H
i
!
1
!
!
i
i
Rt Rl R R Dt S S ]
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6.0 JOB MANAGEMENT REQUESTS

bele1041 Logic

ALLOCATE:

CHPO

from Resource Allocator.

{Any more Resource Res Recs
1

iFile Request

1

iVolume Set Request
!

tUnit Set Reaquest

{ECB named in JM#ACQUIRE

iCall ATTACHF

{Mark VSCB as attached
Mark USCB as attached
iRemove Resource Res.

tPick next RRR
iLoop to ALLOCATE
tCause ECB
tReturn

iError Status

Rec.

NolYes!

4 e = e me e e e ee e
b e e oo me em ae em s

X

X x x

Procedure caltled by JM#ACQUIRE or

PR SRR TP

NCR/CDC PRIVATE

404

6-14

75/05/27

via on

|

YesiNot

Bl Ctr TS SRy Y

| !

X X X X

!
i
!
H
i
H
!
i

i
!
H
!
i
{
X
X
+
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6.1.11 JM#RETURN
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6+1.11 JMH#RETURN

The purpose of this request is to return a file volume set
or unit set previously allocated to a Job through
JM#RESERVE/JM#ACQUIRE commands. If a file is named, then only
the file is returnede If a volume set Is named then atl files on
the volume set +that dre attachad to the job and the volume set
are returned. If, In this case, the unit set was supplled by the
systemy, it Is also returned. If the unlit set was supplied by the
joby it is left allocated to the jobe If a unit set 1s named,
the attached files, volume set and unit set are returned.

JM#RETURN (resourcey [claim_dispositionl, status)
(LNS) structure defining the resource to be

Allowable types are File Control Block, Volume
Blocky and Unit Set Control Blocke.

resourcet! the
returned.
Set Control

involved Is returned,
claim for the

claim_dispositiont if the unit set
indicates whether or not to reduce the
appropriate device class.

status$ returned request status.
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6.0 JOB MANAGEMENT REQUESTS
6e1s11.1 .Logic
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6.1.11.1 Logic

JM#RET URN

Request processor entry point

B R e i T T AP, pmmmfrmm—m e ————

{Is JM#ACQUIRE outstanding {Yes! No

-+

1 [ I R GRS pRp—— |

tIs resource a FCB lYest! No
H

{Is resource a VSCB

tIs resource a USCB

B e R L
tError status

1Call RETURNF

1Call RETURNV

iCall RETURNU

-{Return
focmmcmeccccccemcc—ac—e—————

B I Iy Gpp—
>
4 mm ee me oe en 4 ee e e

RETURNF procedure

foememcmmcemccceccceccme—— e =
iIs File attached '

o crmm - - ————————— ————————
{Cat! DETACHF

iSignal Resource Allocator
{Error status

iReturn
fommec—ccemccceccmenem e —————

N
< 1
P Ty

NCR/COC PRIVATE

IR R Rl Ll
1Yes! No
IR LR TS

tYesiNo!

i
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6.1.11.1 Logic '

RETURNV Procedure

fmmm————— e mmmmm——————— m—————— N
{Is VSCB allocated ’
H

tAny more attached files
:Is volume set shareable
:Called by RETURNU

:Nas unit set supplied by system

+*
[]
]
1
]
]
]
[]
1
'
]
]
]
)
]
[}
]
[}
)
1
[}
[]
]
]
1
]
]
'
[]
)
]
[}
]
]
]

lError status

" IPick first attached FCB
tCall RETURNF :
fLoop to RETURNV
tMark USC8 not reserved
tSignal resource allocator
ICall RETURNU
tReturn

+
[]
]
]
]
[]
]
]
]
]
[]
)
[}
]
]
]
'
[]
[]
]
]
[]
[]
]
[}
)
]
]
[}
]
]
[]
1
]
1

RETURNU Procedure

L - .........
{Is USCB allocated

! )

{Is VSCB attached

i

tIs claim to be reduced

e cm e r e mr e e e m - ——————-
tError Status

{Mark USCB not attached

ICall RETURNV

{Signal resource allocator
IReduce number claimed

I Return

L e e i

i 2 R

NCR/CD

4 om oe e an oe am om o b oo e ee an = o -
>

~ ~

tretemcnncccncen- [P S +
i{Not Yes t

{eelecctencccacncccccanaa]

{Yest! No i

lmm e fmm e e e |

! ! Yes 1} No !

IRt T R L T |

fYyesiNolYes! No !

R B EET POy

L | 1YesiNot

X X XX

x
4 on o we oe om om m we P ae 0u we me

L
B L

]
]
[
1
]
'
[}
]
[}
]
]
[}
[]
]
]
]
]
]
[}
]
1
+

Yes !

.......... tommmc e =]

Yes t No 1

L PO

Yes | No t Yes 1
------------- -—fmm——

X

[
X xX X
4 o oo an me an e

IR R e R
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6.0 JOB MANAGEMENT REQUESTS
6.1.12 JM#SET_PRIORITY
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6.1.12 JUM#SET_PRIORITY

The purpose of
base priority of a job.

this request Is to establish or change the

JM#SET_PRIORITY (job,prlorlfy;sfa?us)

job? LNS descriptor of the Job Control Block or allas of the

Job to have its prlority changed.
priority: The value of 1.¢15 to set the priority.

statust returned request status.

Example? JM#SET_PRIORITY (this_Jobs*7°ystatus)s

6.1.13 JUMHSET_CLASS
The purpose of this request 1is to change the cltass of a

jobe ’ -

JM#SET_CLASS ()ob,class,sfafus)

Job: LNS descriptor of the Job Control Block or allas of the

job to have its class changed.

classt The value (1..n) where n Is the highest class number
to set the class.

status?! returned request'sfatus.

Examples JM#SET_CLASS (thls_jobsxactionsstatus)}

6e1e14 JUM#GET_CAT

The purpose of this request is to get a copy of a record of
the Class Attribute Table.

JMAGET_CAT (classsbuffer,status)

classt The class number of the record desired,

NZCR/COC PRIVATE REV 27 MAY 75
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6ele1ll4 UMAGET_CAT
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buffert The location to put the copy of the record.

statust returned request status.
6.1.15 JM#REPLACE_CAT
The purpose of thils request is to replace a Class Attribute
Table record with a new one.
JM#REPLACE_CAT (class,bufferystatus)
classt! The Class number of the record to be replaced.
buffert Location of the new record.

status? returned request status.
6e1416 UMU#GET_CPLT

The purpose of this request Is to get a copy of a Class

Priority Level Table record.
JM#GET_CPLT (cplybufferystatus)
CPL: Class priority level of the desired record.
buffer? Location into which to place the record.
status? returned request status.
6e1¢17 JM#REPLACE_CPLT
The 'purpose of this request is to replace a Class Priority
Level Table record with a new one.
JM#REPLACE_CPLT (col,buffer,status)
CPL?: Class priority level of the record to be replaced.
buffers Location of the new record.
status?! returned request status.

NCR/CDC PRIVATE REV 27 MAY 75
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640 JOB MANAGEMENT REQUESTS
6e1.18 JMUGET_CTT
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6.1.18 JM#GET_CTT

Thé\puroose of this request is to get a copy of a class

Transition Table record.

JM#GET_CTT (class,bufferystatus)

classt The class number of the desired record.

buffer: The buffer into which fto place the record.

status?! returned request status.
641,19 JM#REPLACE_CTT

The purpose of this request is to replace a Class Transition

Table record with a new one.

JM#REPLACE_CTT (class,bufferystatus)

Class? The class of the record to be replaced.

buffert Location of the new record.

status?t returned request status.
61,20 JUM#GET_SCT

The purpose of this copy of the

Scheduler Contro! Table.

request is to get a

JM#GET_SCT (buffer,status)
buffert Location to place the SCT.

statuss returned request status.

6¢1.21 JUM#REPLACE_SCT

The purpose of this request is to replace the current

Scheduler Control Table with a new one.

NCR/CDC PRIVATE REV 27 MAY 75
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640 JO8 MANAGEMENT REQUESTS
601421 JM#REPLACE_SCT

JM#REPLACE_SCT (bufferystatus)

buffers

The location of the new SCT.

statuss returned reauest status.

6.2 REQUEST STATUS

Each
information, In 3 coded format, which describes the disposition
of the reauest.

terminating request processor returns status

6+2.1 DEFINITION OF STATUS CODES

Accepted

0 JM
4 JM

0g0
000

Rejected

accepted and completed
accepted and queued for service

Parameter Error Rejects

JM
JmM
JM
JM
JH
JdM
JM

@ P X ® oD

8 JM

101
102
103
104
135
106
107

1FF

Functional

8 JM
8 UM
8 JM

201
202
203

reaquired parameter not specified
invalid parameter type
invalid parameter value
undefined LNS variable name
duplicate LNS variable name
invatid address soecifled
(undefined status code)

N

.

(undefined -status code)

Error Rejects

attampted to submit interactive job
disk file not permanent
(undefined status code)

.

NCR/CDC PRIVATE REV 27 MAY 75

-
DOV NONE W

11
12
13
14
15
i6
17
18
19
20
21
22
23
24
25
26
27
28

30
3t
32
33
34
35
36
37
38
39
40
41
42
43
4y
45
46
47
48
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6.0 JOB MANAGEMENT REQUESTS
6.2.1 DEFINITION OF STATUS CODES
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8 UM 2FF (undefined status code)

Internal Condition Rejects

C JM 901 system Iimits exceeded
C JM 902 no table space available
C JM 903 (undefined status code)
C JM OFF (undefined status code)

Internal Error Rejects

F JM AO01 LNS variable not in proper LNS segment
F JM ADZ2 (undefined status code)

. N .
F UM AFF (undefined status code)
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6.0 JOB MANAGEMENT REQUESTS
6.2.2 STATUS CODES 8Y R&QUEST
6.2.2 STATUS CODES BY REQUEST
s{s|>|R|ISs|IsjefR|6|R|G6|R|G|R]JC|CIR|RIA]C
ulylx|o]J]EJEJE|E|E|E|E|E|JEf E|JL|H]E|E]|C| A
Bls|RjufTfrjr|{PlrfP|T|P|T|P]AJAlS|T]|]a|N
miLtefrf=f=f=fL]=-fLr]=Jti=fL]T|NJE|JU]JU|C
Ifofclelprlclclalc]lalctalsfaln|c|RIR|I|E
Tl6|T RlLIA]Jc|Pl Cc|TlC]c| c EfV|N|[R|L
I|AflT|E|L|E|T|E|T|E -|E E| -
ols =T - - - [4 R
RIS 4 C 4 s L E
1 A P T [4 A s
T T L T T 1 E
¥ T n R
v
E
0 Jf 000 X[ X
4 g 000 X
8 Jn 101 x| x
8 Jn 102
8 Jn 103 X
8 Jn 104 X
8 Jn 10§ X
8 Jn 106 X
8 Jn 201 X
8 Jn 202 X
€ Jn 903 X
€ Jn 902
F Ji AOY X

NCR/CDC PRIVATE REV 27 MAY 75

WENO & WN

el el el et ol el ad
OVHFEWUN RO

NN NN R
WnNRrow®N

N N
vl &

NN NN
W ~NO

NN Ww
UN O

N W W
O®eNOV &

FEEEEEE £ S
NPV FWN PO



ADVANCED SYSTEMS LABORATORY

IPLOS GDS =- JOB MANAGEMENT

B e e e e T e e e

7.0 PROCESS DESCRIPTIONS

7-1
CHPO4 04
75705727

- o0 s s 0 0 0 0 e 0 2 0 0 0 0 P ot B0 0 a0 0 e P B

- -

7.0 PROCESS DESCRIPTIONS

7.1 SUBMIT REQUEST PROCESSOR

To be supplied

NCR/CD

i~ P d

C PRIVATE REV 27 MAY 75
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7.0 PROCESS DESCRIPTIONS
7.1.1 DECISION TABLES
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»

7.1.1 DECISION TABLES

Is a FILE = <¥fname> parameter specified
Does FCB = <fname> reside in LNS

Does FCB = <fname> describe disk or interactive fil-
Is Alpha the System Job .
Does FCB = <fname - describe a disk resident file . N !y
Is the disk resident file permanent

Is a J0B = <jname> parameter Speciﬂed
Does JCB = <jname> reside in S

Does Alias = <jname> reside in SLLNS

7-2

75705727

Hat<
=
<!

Set preturn status :
Set return status 3
Set return status @
Set return status :
Set return status :
Set return status :
Set return status @
Set return status :
Declare a J(B = <unique> in SGLNS

Declare an Alias = <jname> in SLLNS

Set JCB name into the Alias variable

Copy User id. from JCB.ALPHA to JCB.BETA

Copy Account id. from JCB.ALPHA to JCB.BETA

Copy PII from JCB.ALPHA to JCB.BETA

« Set Job Type field of JCB.BETA to "User Job"
Copy Initial Priority from JCB.ALPHA to JCB.BETA
Set Job (Class field of JCB.BETA to "batch™ X
Set Job Class field of JCB.BETA to "interactive™

Set name of JCB into JCB.BETA

- Set current date/time into JCB.BETA

Set Job Status field of JCB.BETA to "known/not estab."™
Obtain perm. file name from FCB - place in JCB«BETA
Set ENQ field of JCB.BETA with ENQ parameter value
Set DISP field of JCB.BETA with DISP parameter value
Send SIGNAL containing JCB.BETA name to Job Estab.
Vait for reply signal from Job Establisher

Proceed with Phase II when reply signal arrives

« RETURN immediately to .caller {with return status} : x| x{ X [X

Rejecty FILE parameter absent

Rejects FCB = <fname> undefined

Rejects Illegal input file medium

Rejecty Input file not on disk

Rejects Disk file not permanent

Rejecty <jname> not unique *

Rejecti JOB parameter absent X X

Rejects JCB = <jname> undefined ) X X

tadad
><[><

b< p< pe

ALPHA is used here to designate entities associated with

the submittor Jobs

BETA designates entities associated

with the Job being submitted.

‘

SUBMIT REQUEST PROCESSOR -.PHASE I

NCR/CDC PRIVATE REV

27 MAY 75
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s o 20 r

Is Alpha the System Job .

Does status from Job Establisher indicate "reject” Y N

Did Phase I create an Alias of <jname> in SLLNS NI Y

1. Link JCB.BETA into ALPHA's Submit thread

2. REMOVE SLLNS Alias = <jname>

3. REMOVE JCB.BETA previously declared by Phase I

.4+ Set return status : {That returned by Job Establisher} X

[><|><
[ [><|><p<

5. RETURN to caller with return status X X _1X

X

SUBMIT REQUEST PROCESSOR - PHASE II

NCR/COC PRIVATE REV 27 MAY 75

WENOVIFS N -

T ol
W o

e
Now s

o
0 ®

NN
nNeEeo

N NN NN N
® NV W

w W
oW

W W
W N

NWNWWNANW
Woe~NoWns&

SFEErES e
BNOVMEFE LN O

7-4
ADVANCED SYSTEMS LABORATORY CHPOWLO &
75705727
IPLOS GDS =~ JOB MANAGEMENT

2ttt s 0 0 e o0 e e o o e 0 0 ot 0 0 0 0 P P s e 0 0 P . o 0 0 e 0 8 -~

7.0 PROCESS DESCRIPTIONS
7.2 JOB ESTABLISHER TASK
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7.2 JOB_ESTABLISHER_TASK

To be supplied
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D PROCESS DESCRIPTIONS
2.1 DECISION TABLE
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7.2.1 DECISION TABLE

' Is the signal-specified JCB in SGLNS

Was a KJL entry previously assigned {i.e.. queued}

Is a KJL entry available for assignment
Does the J(B specify an interactive job
Is I.crnt<I.max

Is B.crnt<B.max

Does the JCB specify queue permission

1. Set return status : Reject’ JCB =<name> undefined X

2. Set return status @
3. Set return status @
4. Set return status @
5. Acquire a KJL entry
k. Inter-link JCB and KJL
7. Set KJL entry status ¢
8. Set KJL entry priority from JCB
9. Set J(B status field :
10. Set return status @
13. Issue CREATE_ADDRESS_SPACE
12. Set KJL entry status
13. Set J(B status field @

15. Set I.cent = I.crnt + 3
1b. Set B.crnt = B.crnt + 1
37. Set return status @

JOB ESTABLISHER

Rejecti: KJL limits exceeded X
Rejects Interactive limits exceeded X
Reject’ Batch limits X|

Queued for Establishment

Known/not established
Accepted and Queued

: Establish = swapped in |
Est. - not initiated
4. Trigger initial execution of SEQ.MTR in new Job

Accepted. established
13. Send reply signal with return status to reqg X xlX X X

7-5
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75705727
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7.0 PROCESS DESCRIPTIONS
7.3 QUEUED JOB MONITOR

7.3 QUEUED JOB MONITOR

To be suppliad

~ o e e o e e o s g e st s
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7«3.1 DECISION TABLES
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7.3.1 DECISION TABLES

Ae

Is the length of KJL "queue” thread # 0

Set index €{i} to first KJL "queue” thread entry

Set index {j} to {{i}. next}

Proceed with Phase II

Wait on time event

Proceed at {A} when Uait is satisfied

-

CHP 0404

7-7

75705727

p<p<pe

QUEUED JOB MONITOR - PHASE I
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GDS - JOB MANAGEMENT

PROCESS DESCRIPTIONS
«1 DECISION TABLES

R e e e R - e e e e e e

Is {j} . Y N

Is {(j}-priority}>-{{i}-priority} Y

Set {i} = {j}

Set {j} = {{j} next}

<|><><

Proceed at {A}

p<|><

Extract {{i}.jcbid}

Send signal to Job Establisher

Wait for reply signal from Job Establisher

><[>< < [>¢)

Proceed with Phase III when Wait is satisfied-

QUEUED JOB MONTIOR - PHASE II
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7.0 PROCESS DESCRIPTIONS
7¢3¢1 DECISION TABLES

tas establishment request accepted
Was the Job established

Wait on time event

Transmit a message to System Error stream
Advise System Operator of the error

Wait for System Operator's acknowledgement
Proceed with Phase I

.QUEUED JOB MONITOR - PHASE III

7-10
7-9
CHPO4O & ADVANCED ‘SYSTEMS LABORATORY CHPO4O &
75705727
75/05/727
s IPLOS GOS - JOB MANAGEMENT e ~
7.0 PROCESS DESCRIPTIONS
7.4 SYSLOG REQUEST PROCESSOR
1 7.4 SYSLOG _REQUEST PROCESSOR
2
3
4 To be supplied.
5
6
7 7e4.1 DECISION TABLE
8
9
10
11
12
13
14 Are RECIDs LOC. and LENGTH parameters specified ’ N
15 Is TYPE field of RECID parameter valid L - N
Is address specified for LOC valid N
16 Is value specified for LENGTH valid N
17
18 Set return status: Rejecti: required parameter absent X
19 Set return status: Reject: invalid parameter value . . X X
Set’ return.status: Reject3 invalid memory address X
20 Acquire contiguous memory sufficient for record
21 header and text in a global segment
Construct record header in acquired global memory
22 Append text to header in global memory
© 23 % Send signal to LOGTASK in System Job
N Set return status: Accepted and transnitted
v N 24 Return to requestor with status X X X X
25 )
26
X 27
28 * Signal includes address of the record in the global
29 segment and the length of the record )
X X X 30
31
32
33
g; JUASYSLOG REQUEST PROC.
36
37
38
39
40
41
42
43
44
45
46
47
48

NCR/CDC PRIVATE REV 27 MAY 75 NCR/CDC PRIVATE REV 27 MAY 75
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7.0 PROCESS DESCRIPTIONS
7.5 DIRECT REQUEST PROCESSOR
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7.5 DIRECT REQUEST PROCESSOR

The JM#DIRECT request iIs one of the Task Services In the
user Jjob. The request Is processed to completion before control
is returned to the requestor. Note that the JM#DIRECT request
does not initiate routingy it only associates a destination with
a file. The issuance of a subsequent JM#DIRECT request or 2a
JH#ROUTE with exolicit parameters will take precedence over a
previous JM#DIRECT request.

During the inititization of every job, a local directed file
fist will be provided in the 1local LNS segment. Whenever a
JM#DIRECT request is issued, an entry containing the file along
with the explicit parameters that were specified on the request

Wwill be placed in the local directed file tist. When a JM#ROUTE’

request is issued, the local directed fite [list wlill be
consulted. If the file appearss the explicit parameters In the
entry will be used in tieu of the default values for the JM#ROUTE
request. That entry in the local directed file fist will then be
removeds. )

If a subsequent JMEDIRECT request is issued for the same
fite, all Informatiom from the former request will be discarded.

The destination will probably be the name of an output
queue. During (and after) the autoload sequence for the systemy
a number of standard output queues will be 'declared in Global
LNS$ they will then be ONSYSTEMed to one or more ouftput unitss.
Subsequentlys when a file Is placed in a given output queue, the
contents will be transferred to the appropriate output unit.

Note that the above paragraph does not preclude'the use of
an alias for the output queues In fact, the use of an atias for
the destination will likely be the normal mode of operation since
the presence of that mechanism alliows for the use of universal
destination names such as PRINTER and PUNCH. The system proflile
would then provide the relationship between these names and the
output queues. Thus, a central site which 'served many users
would need only one aqueue for each of the standard default
destinations.

Additional output queues would be needed for each additional
unigque type of output unit. Then, if a par~tlicular user was
temporarily offsite or needed to use a non-standard output wunit,

. It would be an extremely simple matter for him to redefine the

alias In order to direct the file to a different unit without any
changes in the actual programs.
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7.0 PROCESS DESCRIPTIONS
7.5 DIRECT REQUEST PROCESSOR

~——— T

Tables Required
Local Directed File List

A Local Directed File List (LDFL) witl have entries whlich contain
the following informations

o File ~ the descriptor of the fcb

o Destination - the descriptor of the qcb

o Fornm - The actual string of characters glving
the form to be used

o Copies - The actual number of coples

7.6 RETRACT REQUEST_PROCESSOR

) The JM#RETRACT request ls one of the Task Services iIn the
user Jjob. The request Is processed to completion before control
Is returned to the requestor.

During the initilization of every job, a local directed file
list will be provided in the local LNS segment. Whenever a
JH#DIRECT request is issued, an entry containing the flle along
with the explicit parameters that were specifled on the request
will be placed in the local directed flte  Ilist. When  a
JMARETRACT request Is lIssueds the local directed file Iist will
be consulteds It the file appears,; that entry will be removed.

7.7 ROUTE REQUEST PROCESSOR

The JM#ROUTE request Is one of the Task Services in the user
jobe The request Is processed to completion before controtl ls
returned to the requestor. JM#ROUTE will attach the specified
file to the output queue indicated by the specified destination.

The destination witl probably be the name of an outfput
queue. A number of standard output queues will be declared In
Global LNS3 they will then be ONSYSTEMed to one or more output
unitse. Subsequently, when a file is placed in a given output
queue, the contents will be transferred to the approprilate output
unite. : :

Note that the above paragraph does not precliude the use of

an alias for the output queue. In fact, the use of an alias for.

the destinatlon wil{ likely be the normal mode of operation since
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7.0 PROCESS DESCRIPTIONS 7.0 PROCESS DESCRIPTIONS
7.7 ROUTE REQUEST PROCESSOR 7.7 ROUTE- REQUEST PROCESSOR
the presence of that mechanism allows for the use of universatl 1 o File - the descrintor of the fcb of the file
destination names such as PRINTER and PUNCH. The system proflle 2 o Form - the actual string of characters
would then provide the refationship between thes2 names and the 3 o Copies - the actual number of coples
output -queues. Thusy a central site which served many users 4 o Job ID = the descriptor of the jcb of the job
would need only one queue for each of the standard default 5 which submitfted fhe ROUTE request
destinations. ' 6
7
Additional ouftput aueues would be needed for each additional 8 7.8 EILE ROUTER
unique type of oufput unit. Then, If a particular user was 9
temporarily offsite or needed to use a non-standard output unif, i
it wouid be an extremely simple matter for him to redeflne the 11 File Router will perlodically ascertain the state of all
alias in order to route the file to a different unit without any 12 known output queues. When appropriate; File Router will activate
changes in the actual programs. 13 and send to an instance of the specified Output Distributor Iits
14 assoclated output gueues. A set of tables will be used to
It should atso be noted that. some sites 'may require a 15 control and direct +the functions which File Router performs,
separation between the different users who wish to transfer data 16 leesy File Router will be table driven.,
to the output unite. High priority files could be placed in one 17
output queue while lower priority files go to a second or a third 18
cutput queue. Storage space restrictions might require the 19
operator to place all low priority fiies on backup storage and 20
retrieve them for orocessing at a later time. The use of an 21 Function Description
allas which is available to both the system and the user makes 22
such examples easy to handie. 23 There wlill be only one File Router task in the System Job.
. 24 Periodically, it will be invokede Its sole function will be to
When any explicit parameters in- the JM#ROUTE request are 25 check If there ara any idle output units which are assoclated
omittedy a local directed file list for the job wll! be accessed 26 with one or more active, non-empty output queues. Whenever, it
to determine If a JM#DIRECT request Is ouftstanding on the 27 finds one in that condition, File Router will determine If the
specified files If one existsy the explicit values therein witll 28 number of currently active Output Distributors allows an
be used to override all optional parameters left unspecified In 29 additional one to be SPAWNed. If that may be dones File Router
the JM#ROUTE request, and the entry in the tocal directed filte 30 will hand off to the new Output Distributor subtask the output
list for the specified file will be removed. Otherwise, standard 31 unit and its associated set of output queues.
default values are assumed which will be determined from enfries 32
in the local LNS segment. 33
34
If the file 1is temporary, JM#ROUTE wiltl! make +the flile 35
permanent under a unique new name. Howevery JM#ROUTE willi 36 Tables Reaquired
Include Iin the output queue a directive to release the file after 37
the file has been routed to its destination. 38 Known Output Queue List
39
40 Each entry in the Known Output Queue List will contain the
41 following informationt
42
Tables Required 43 0 Queue ’ - the descriptor of the qcb
] 4 o Status "= the output queue may be either active
Output Queue 45 or inactive. .
- 46 o Unit List = the descriptor of the list of output
Each Output Queue entry will contain the following informationt 47 - units to which the assoclated output
48 queues are to be dralned .

NCR/CDC PRIVATE REV 27 MAY 75
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7«8.1 FILE ROUTER DIRECTOR
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7.0 PROCESS DESCRIPTIONS

7.8 FILE ROUTER
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Known Output Unit List 1 the operator's command.
2 .
Each entry in the Known Output Unit List will contain the 3 (a) REGISTER (queue_listyunit_listystatus)
following iInformationt - A
. 5 Each output queue that File Router is to handle must be
o Unit ~ the descriptor of the uchb 6 enterad into the tables which control and direct the
o Sfatus - the output unit may be either active 7 functions of File Router. An error status will be refurned
or Inactive 8 if an output queue does not exist or iIs already registered.
o Subtask - the descriptor of the stcb 9 .
o File = the descriptor of +the current file®s 10 {(b) REMOVE (queue_listy,unit_listystatus)
fcb 11
o Queue List - the descriptor of fne list of output 12 This primitive will remove the specifled outpuf queues fronm
queues from which the output unit Is 13 the tables used to control and direct the functions of File
to be drained 14 Router. If an output queue Is active or Is not presently
15 registeredy, an error status will be returned.
16
7:8e¢1 FILE RUQTER DIRECTOR 17 {c) ACTIVATE (queue_listyunit_1Ist,status)
18 ;
19 This primitive will <change the status of the specifled

File Router Director wil! be used to modify and change those
tables which are used to controi and direct +the functions
performed by File Router. This orogram will be avallable to
system programs which have operator authorization level security
to read and/or modify +these tables via the standard systenm
interface,

Function Description

Confrol and direction of +the functions performed by File
Router should normafly require infrequent attention. In the

NWWWNDNNDNND DN DN
WNNFOWRENOV L N RO

queues from inactive to active. A number of the output
queuesy which are registered in the tables whlich control
File Router, may be designated as Inactive. Such output
queues will retain all of ftheir attributes, but will not be
connected to an Output Distributor. If tha output queue was
already active or it was not registered with File Router, an
error status will be returned.

(d) SUSPEND (queue_listyunit_listystatus)

This primitive will change the status of the specifled
queues from active +to 1iInactive. A number of the output
queues, which are registered in the tables which control
File Router, may be designated as inactive. Such output

usual mode of operation, the standard profile used by an 34 - queues will retain all of their attributes, but will not be
operator®s job will Initialize the tables used oy Flle Routers 35 dispatched to an Output Distributor., If the output queue
Thereafter, except for changes in printer forms,; there wili be 36 was already inactive or it was not registered with Fite
few additional occasions (relative to the number of times that 37 Routery, an error status will be refturned.
File Router 1is wused) that File Routér Director will be needede. 38
Consequently, although the functions performed by this program 39 (e) ALTER (Output_Distrlbutorjyunit,status)
are inherently part of File Router, they have purposely been 40 ‘
divorced from +that program. Synchronization tocks will be 41 This primitive may be used to alter the Output Distributor
required to ensure coordination between the two programs. 42 associated with an output unit.
43

Flle Router Director will be able to receive commands from 44 (f) LIST (gqueueystatus)
an operator communications program which may wish to regulate 45
and/or modify the standard mode of operation for File Router. 46 to be supolied
The following primitives will be accepted which may be wused 47
either singly or In combination to achieve the effect desired by 48 (g) FORM (type,status)

NCR/COC PRIVATE REV 27 MAY 75
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7.0 PROCESS DESCRIPTIONS 7.0 PROCESS DESCRIPTIONS
7.8.1 FILE ROUTER DIRECTOR 7+8.2 OUTPUT DISTRIBUTOR e e
to be supplied 1 (h) Close the file.
2
i 3 (1) Release the file if that Indicatlon is present in the output
7.8.2 OUTPUT DOISTRIBUTOR 4 queue record,
5
6 (j) Remove the output queue record for that flie.
An Output Distributor will be used to transfer data from 7
files which are attached to a set of output queues. When first 8 (k) Update the accounting log for the Jjob which submitted the
given control, an output unit will 3also be specified to which the 9 JM#ROUTE request to reflect the charges Incurred fto transfer
“data wili be transferreds 10 the file to the outout unit.
11
In addition, an Output Distributor wiil accept a number of 12 (1) Check the proceed indicators.
primitive directives to control the processing of the files. 13
. 14 In addition to performing the basic function of directing
: : 15 the data from the flle to fhe output unit, Output Distributor
Function Description 16 will be able to receive commands from an operator communication
i7 program which may wish to request and/or modify the standard mode
There will be several different flavprs of OQutput 18 of operation for any particular Output Distributor. The
Distributor, one for each different type of output unit. (At i9 following primitives will be accepted which may be wused either
present, three different types are known - oprinter, punch, 713 20 singly or in combination to achleve the effect desired by the
terminal,.) Each wunique Output Distributor may have several 21 operator®s command?
Instances of litself active at any one time depending on the 22
activity In the output aueues,y, the mix of output units avallable, 23 (a) CONTINUE
and the maximum number of instances allowed for all Output 2L
Distributors. 25 This primitive will direct the Output Distributor to. resume
26 processing at the point where It Is currently situated. If
When an Output Distributor is SPAWNed, it will be given a 27 processing was interrupted in the middie of a file, and no
set of outout gueues and an output unit. It will then proceed to 28 other primitives. have been Issued, output to the unit will
transfer the data from the flles in the output queues to the 29 resume where it left offe If the Output Oistributor is not
unit. The following steps outiine the set of actions performed 30 ’ in a hold mode, a null operation will result.
upon each files 31.
32 (b) HOLD
(a) Find +the highest priority file attached to the given set of 33
aueues. 34 This primitive wlll direct the Output Disfributor to cease
: 35 processing. The input pointer will not be altered.
(b) Determine the file type. 36 Howaver, all output buffers will be cleareds If the Output
37 Distributor is already in a hold mode, a null operation will
(c) Determine the form type required. 38 result.
' : 39
(d) If the correct form is not on the unit, request the operator 40 (c) CANCEL
to change forms and wait for the reply. 41 ’
: L2 This primitive will direct the Output Distributor to skip to
(e) Select the Conversion. Routine which performs the correct 43 the EOF for the current file to be {or being) processed, It
transfer of data from the file to the unit. Ly is not necessary for the Output Distributor to receive a
45 HOLD directive prior to the CANCEL. Atl subsequent
(f) Open the file. 46 . processing will then take place in the usual manner.
47
(g) Transfer the file. 48 (d) RESTART

NCR/CDC PRIVATE REV 27 MAY.75 NCR/CDC PRIVATE REV 27 MAY 75

WoONOVF N



7-19 7-20

ADVANCED SYSTEMS LABORATORY CHPO4O4 ADVANCED SYSTEMS LABORATORY CHPO4 04
: : } 75705727 ' 75705727
IPLOS GDS - JOB MANAGEMENT . IPLOS GOS ~ JOB MANAGEMENT e e e e e e e e,
7.0 PROCESS.DESCRIPTIONS ) 7.0 PROCESS DESCRIPTIONS
7.8.2 OUTPUT DISTRIBUTOR ’ 7.8.2 OUTPUT DISTRIBUTOR o
This primitive will direct the Output Distributor to reset 1 {h) PROCEED (n)
the Input pointer fo the beginning of the file being (or to 2
be = which then becomes a null operation) processed. If is 3 This primitive will direct the Output Dlstributoer fo
not necessary for the Output Distributor to recelve a HOLD 4 transfer the contents of the next n files to the unit after
directive prior to the RESTART. 5 which the Output Distributor will go into a HOLD conditlion.
6 It Is not necessary for the Output Distributor to recelve a
(e) SINGLE (n) 7 HOLD directlve prior to the PROCEED. Note also that If the
8 Output Distributor is In a HOLD conditlons the PROCEED
This primitive 1is to be used with an output unit that is a 9 directive will not cause any data to be transferred. Only a.
printer. If the .primitive is accepted by an Output 10 CONTINUE directive has that effects The default value for n
Distributor which is being used for any other device, a null 11 Is one.
operation will resutt, In the case of a printer, this 12
primitive wilt direct +the Output Olistributor to ptace a 13 (i) FINISH
blank at the beginning of each record of outpuft so. as fo 14 . )
effect a single spacing of the listings The primitive witt i5 This oprimitive witi direct +the Output Disfributor to
take effect immediately as soon as It is received. It is 16 terminate itself at the start of the next file If the Oufput
not necessary for the Outout Distributor to receive a HOLD i7 X Distributor was about to go into a HOLD conditlione It is
directive prior to the SINGLE. The SINGLE directive will 18 not necessary for the Outfput Distributor to receive a HOLD
fapse after the start of n fiiese If n Is one and a RESTART 19 directive prior to the FINISH. Note +that 1If +the CQOutput
directive Is issuedy the file will be printed In the normal . 20 Distributor is in the middie of processing a file, a FINISH
manner, A new SINGLE directive witl override any previous 21 directive wilil not by itself Immediately terminate
SINGLE directive. If a SINGLE directive with a value for n 22 processing. A PROCEED (1) followed by a RESTART must also
of zero . (explicit - not default) Is receivedy the rest of 23 pe issued which would then preserve the flle for future
the file will be printed in the normal mannar. The default 24 transfer. Alternatively, a PROCEED (1) followed by a CANCEL
value for n is one. . 25 could be issued which would remove that entry from the
i 26 output queue. If the Output Distributor 1is 1In a HOLD
(f) ROLL (n} 27 condition at the start of a new file (a RESTART or CANCEL
- 28 directive will force It to the start of a new flle)y a
This- primitive will direct the Output Oistributor to skip n 29 FINISH directive will direct the Output Distributor to
records of output to the unit (n pages if the unit Is a 30 . ’ terminate itself immediately.
printer)e The parameter n may be negative in which case the 31
output will be repeated.e If n Is such that the extent of 32 (j) FORM (type)
the file being output is exceeded (in either direction), the 33
default will be to the start or end of the flle. The 34 to be supplied
default value for n is one. 35
: 36
(g) PROCESS (n) 37
. : : ' 38
This primitive will direct the Output Distributor to 39 Conversion Routine Types
transfer the contents of the next n records of output to the 40
unit (n pages if the unit is a printer or the file type'is 41 {a) COPY
print) after which the Oufput Oistributor will go iInto a 42
HOLD condition. It is not necessary for the Output 43 COPY does not <change the data format In any way. Its
Distributor to receive a HOLD directive prior to the 44 primary purpose Is to allow for any file of any organization
PROCESS. Note also that If the Output Distributor is In a 45 to be transferred to any unit (with presumably a default
HOLD conditions the PROCESS directive will not <cause any 46 organization of sequential)e In addition, when the ocutput
data to be transferred. Only a CONTINUE directive has that 47 record exceeds the physical device slzesy the extra
effect. The default vatue for n Is one. 48 ’ characters will be placed upon succeeding output records.
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In the case of a printer, these succeeding records will be 1 (b) Punch
preceded by a blank character. 2
3 (c) Terminal
(b) COPYTK 4
: 5
COPYTK is identical to COPY, but with the additional feature 6
that each record of data transmitted will be truncated to a 7
specified number of characters (probably the physical device 8 Conversion Matrix
size). This feature would be used in the case of a punch 9
unit being the output medium and the source file having more 10
than the allowed number of characters per record. 11 toemeeem—— tommm e o ————— +
12 { printer | punch { termlnati
(c) COPYSB 13 tommme o Ll tomemmm tommmmonee +
) 14 i null ! COPYTK {.COPYTK | COPYTK !
COPYSB is identical to COPYTK, but wifth.the additional 15 trmmmm e tommmmee e tomme e Lttt bt +
feature that each record of data transmifted will be 16 ! source { COPYSB | COPYTK ! COPYTK 1
preceded by a blank character. 17 e toomomm——— booommmmee Attt +
18 ! print ! COPY ' t COPYTK | COPYTK |
(d) DUMP 19 #omooomooo tooomeem oo Fomeomoooe $mmmmem o +
. 20 { punch I COoPYSB | cOPY 1 COPYTK
OUMP cannot be defined at this point. It Is expected to 21 tocommm—e B R e tocmcmmn—e +
allow reformatting of the data in a file such that object 22 { terminal! COPYSB | COPYTK | COPY 1
files and tibraries (to give but two examples) would have a 23 tomm—em——— e —— D R il +
meaningful listing if output was placed on a printer. 24 i object { DUMP I DUMP t DUMP !
. : 25 tommmmm L ettt R F e et +
26 ! tibrary | DUMP t DuMP 1 DUMP 1
27- Fommmmmm LR D fmmmm +
28
File Types 29
30 7.9 SYSTEM_ACCESS _MANAGER
(a) Source 31
32
(b) Print 33 System Access Manager runs as a single tfask within the
34 System Job. Its primary purpose is the recognition of new Input
(c) Punch 35 from system input devices and the submission of such Inputs as
36 new jobs to the system.
(d) Terminal 37 ’
38
(e) Object Program 39 7.9.1 DESCRIPTION OF FUNCTIONS
40
(f) Library of Programs 41
: 42 The major function of System Access Manager 1Is the
43 recognition of events caused by the Actlve Device Detector
44 indicating that a system input device is ready to transmit data
: 45 to the system. Occurrence of such events wiil cause System
Output Unit Types 46 Access Manager to scan the System Input Device list to determine
47 which device became ready. The actions of System Access Manager
(a) Printer 48 will be different depending upon whether the input iIs from a
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batch or interactive source.

; 7.9.2 EXTERNAL DATA STRUCTURES
3
7¢9.141 Interactive Input 4 The following externally defined data structures are used by
g System Access Manager,
If the input medium is an interactive terminal then System 7
Access Manager will declare a uniquely named Job Contro! Block 8 Job Control Biock.
and a uniquely named File Control Block In System Global LNS, 9
The File associated with this File Control Biock Is the 10 System Access Manager declares a Job Control Block for each
interactive terminal and will be specified as the Standard Input 11 new job entering the system. The following Information is placed
File on the SUBMIT request. System Acess Manager will then Issue 12 in the Job Contro! Bl ock.
the SUBMIT reguest to Job Management in order that the input will 13
be processed. ig o  Job Classy that is Batch or Interactive.
A count will be maintained of the number of Interactive 16 ) PIT, the Prima! Invocator Identity.
devices l{ogged in at any one time. If +this count exceeds 3 17
specified system 1imit, then a message will be sent to the user 18
requesting him to try again at a later time and the wuser's line 19 File Control Blocks
will be disconnected. 20 g
21 System Access Manager declares a File Control Block for each
22 Input Device and also a File Control Block for every mass storage
7.9.1.2 _Batch Input 23 file required by Input Stager. The individual fields within each
24 File Control Bilock are filled in by Data Management requests.
25 File Formats are defined below.
If the Input medium is a batch device, then System Access 26
Manager will declare a uniguely named Job Control Block and a 27
uniquely named File Contro! Block In System Global LNS and will 28 Event Control Blocke.
then invoke the Input Stager to process the iInput from that 29
device. Upon return from Input Stager, System Access Manager 30 Event Control Blocks will be wused to communicate between
will issue a SUBMIT request to Job Management to process the file 31 System Access Manager and the Active Device Detector.
into which the Input Stager has placed a ltogical input stream, 32
System Access Manager will then reinvoke the Input Stager In case 33
there is more input on the same device. 34 Subtask Control Blocke.
35
A Count will be maintained of the number of activations of 36 System Access Manager will have a Subtask Controf Block for
Input Stager. If the number of active Input Stagers reaches a 37 use in the SPAWN request to Invoke Input Stager.
system defined maximum then System Access Manager wil! queue any 38 -
further requests for input untii such time as there are resources 39
to process ‘the Input. :2 Configuration Manager Unit Tables.
42 System Access Manager will access these Unit Tables in order
43 to determine which System Inout Device has become ready for
Lb input.
45
46
47
48
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7+9.3 INTERNAL DATA STRUCTURES

System Access Manager will have one data structure internal
to itself, This data structure will be a table of pointers to
the System Input Device Tables, each pointer polnting at a system
input device which has been placed *Onsystem®. The Information
required by System Access Manager Iin these tables 1Is specified
below.

System Input Device Tables.

System Access
the devices from which it receives input.

Manager will require Information specific to
A preliminary ldea of

the tyoe of information required 1Is given below. These
descriptions are by no means rigorous or definitive, but give
some notion of the Information required.
Type.
Device_Classes = ( Interactive_Device,Batch_Device ) o

Device_Types = ( CardyTape,DiskyTerminaly,etc ) ,

Primal_Invocator_Identity = Record
Site ¢ Integer ,
Terminal ¢ Integer ,
Unit ¢ Integer ,

Recend ,

System_Input_Device_Description = Record
Device_Identifier $§ Primal_Invocator_Identity ,
Ready_Indicator ¢ Boolean
Device_Type & Device_Types
Device_Class ¢ Device_Classes

Recend 3

7.9.4 OPERATOR COMMUNICATIONS INTERFACE

System Access Manager has three request processors which
interface with Operator Communications. These are ¢

*Onsystem® request.

‘Offsystem® request.
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‘Offline® reguest.
The *Onsystem® request will notify System Access Managef

that a device 1Is a system input device and will cause System
Access Manager to make an entry in its system input device
table. The *Offsystem® request will cause the relevant table
entry to be deletedes The *O0Offline® request Is necessary because
it is feasible that a device which is *Onsystem® can be taken

*Offline* without first taking it *Offsystem®.
7+.9.4.1 ‘Onsystem® Reguést Processor

The format of the °Onsystem® request Is as follows.
SA#ONSYSTEM( Unit_Descriptor 4 Status )
Unit_Descriptor ¢ The

descriptor of the
Unit tables.

Unit_Descriptor
device

parameter the LNS
In Configuration Manager's

Status ¢ Status is the identifler of the status record
returned to the caller by System Access Manager. The
status codes are deflined below. .

7Te9ebho2 Lgilasism_sggugﬂ_acgcgssu

The format of the *Offsystem® request Is as follows.
SA#OFFSYSTEM( Unlit_Descriptor , Status )
Unit_Descriptor ¢ The

descripfor of the
Unit tables.

Unit_Descriptor
device

pa~ameter the LNS
in Configuration Manager's

Status ¢ Status is the identifler of the status record
returned to the caller by System Access Manager. The
status codes are defined below.

7.9.4.3 *0ffline* Reguest Processor
The format of the *Offline® request Is as' followus.
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SA#OFFLINE( Unit_Descriptor , Status )

Unit_Jescriptor ¢t The
descriptor of the
Unit tables.

Unit_Descriptor parameter the LNS
device 1in Configuration Manager's

Status t Status is +the identifier of the status record
returned to the caller by System Access Manager. The
status codes are defined below.

7e9.4e3.1 STATUS CODES.

The Status Codes returned by System Access Manager are as

follows.
0 SA 000 Request successfully executed.
4 SA 001 Onsystem request for device already Onsystem.
4 SA 002 Offsystem request for device already Offsystem.
4 SA 003 Offline request for device already Offsystem.
8 SA 604 Onsystem request for device which 1is not an Input
‘ Device.
83 SA 005 Of fsystem request fo~ a device which is not an Input

Device.
7¢9.5 SUBMIT FORMATS.

There are two separate formats for the SUBMIT request to Job
Management deoending on whether the input is from a batch or an
interactive device. The two different formats are as follows.

Batch Input.

JM#SUBMIT( FCB , JCB , ENQ=Q , DISP=P , Status )

This request indicates that the file specified by FCB will
be purged on job completion and that the job will be queued 1if
there are insufficient resources to process the job.

Interactive Input.

NCR/CDC PRIVATE REV 27 MAY 75

VR NOWNEF WN -

ADVANCED SYSTEMS LABORATORY

7-28
CHP 04 04
75705727
IPLOS GDS - JOB MANAGEMENT

- e e e e s e ot a0 0 st e e o~ e v e e 0 e ~ ——

JM#SU3MIT( FCR , JCB , ENQ=I , DISP=K , Status )

This request Iindicates that in the event of there being
insufficient resources to process the job,submit will be rejected.

7+9+5.1 Input Stager.

Input Stager runs as a suﬁfask of System Access Manager. It
is responsible for transferring data from system input devices to
mass storage staging files.

The functions performed by Input Stager are as followse.

o Creates a file whose File Control Block has been

declared by System Access Manager.

o Copies data from the Input File to the mass
staging File until a *fence*® card has been read.

storage

o Saves the mass storage staglng Flle.

Manager with an Indicator
encountered on the

o Returns to System Access
stating whether *device end® was
inout device.

o Input will report on staged jobs in the system

loge.

Stager

7¢9+5.2 Hedge Cards.

To cater for those cases where large quantities of data are
being staged from cards and the user wishes to take precautions
against system crashes, a new type of data separator will be
provided. This new type of card Is known as 3 HEDGE card. Input
Stager will always remember the input deck as far as the last
Hedge <card which it encounters, such that if a crash does occur,
the user need only reinput the portion of his data following the
last successfully read Hedge card.
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In keeping with *Fence® cards, Hedge cards are identified 1 The general characteristics of this type of file will be.
uniquely by some combination of punching which requires 2 . )
multipunching. A Hedge card-also requires two additlional items 3 o File Control Block declared with a unique name In
of information, these two extra items being User®s Logical Deck I System Global LNS.
Name and Hedge Card Name. S
6 o Flte will reside on System Volume Set.
User*s Logical Deck Name is required since the system stages 7 .
input to uniguely named files. It would be difficult In some 8 ) File Organization fo be Sequential.
cases to inform the user of the name of the file onto which his 9
input deck has been staged, so the user is allowed to provide a 10 o Access Method will be Sequential at the Record level.
Logical Name for his particular deck. Input Stager will keep a 11
record of Logical Deck Names associated with each input device 12 ) Usage will be Exclusive Write.
such that the wuser may access the name of the staging file 13
associated with his Logical Deck. 14 [ Error Processing will be left to System error handling
15 procedures.
The first Hedge Card encountered in a deck will be +the one 16
which identifies the Logical Deck Name. Each subsequent Hedge 17
Card can optionally omit the Logical Deck Name, the one first 18
quoted being used. Each Hedge Card encountered In the input deck 19
must have a unique namee In the event of a system crash the user 20
may then aquote that Hedge Card Name as the position at which he 21
wishes fo continue staging his input. The exact format of Hedge 22
cards will be defined at a fater stage. 23
24
. 25
7¢9.5.3 File Formatse 26
27
28
Two types of File are created by System Access Manager. One 29
is the file from System Input Devices and the otner is the mass 30
storage files written by Input Stager. 31
32
33
System Inout Device Files. 34
35
The general characteristics of this type of file will be. 36
. 37
o File Control Block dectared with a wunique name iIn 38
System Global LNS. 39
40
[ File Organization will be Sequential. 41
42
o Usage will be Shared Read. 43
44
o Access Method will be Sequential at the Record level. 45
46
47
Mass Storage Staging File. 48
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8.0 JOB MANAGEMENT STRUCTURES

This sectlion identifles and specifies the structures

the facilities of Job Management utillze in the per formance of

their functions.

8.1 JOB CONTROL BLOCK_ (JCB)

8.1.1 STRUCTURE TYPE

A system defined LNS record.
8+.1.2 UNIT OF ASSIGNMENT

One JCB for each job known to the system.
8¢1.3 LOCATION OF STRUCFURE

System.Global LNS
8¢1.4 RESIDENCY CHARACTERISTICS

Pageable} not swapped with the Job.
8.1.5 STRUCTUR? ASSIGNMENT

A JCB Is declared by the SUBMIT Request Processor for

submitted from within user jobs. For the system®s submission of
staged batch jobs and interactive jobs, a JCB is declared by

STAGER program and the SYSTEM ACCESS MANAGER, respectively.
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8.0 J0OB MANAGEMENT STRUCTURES
8+1.6 LIFECYCLE

8.1.6 LIFECYCLE

Once declared, the JCB exists until the job with which it is
associated has terminated and wuntlil all dependency threads
originating in ity or continuing through 1it, are no tonger
required by the system.

84147 CONTENTS

o External name of the job3 this Is the unique name assigned by
the system to the JCB itself.
o Job status :
= known but not established
- established but not initiated
- inlitlated
- completed
o Times
- flrst known to the system
- establlished
- initlated
- completed

o Inltial priority.

0 User ldentifier

o Account ldentlifier

o Queue-for-establishment option designator

o Primary Input File disposition option designator

o Logical Sense Switches

o Job class (batch/interactive)

o Job type code (standard user Jobs, Subsystem Supervisor Job,
System Job, Diagnostic Job)

o Primal Invocator Identifier (PII)

o Cataloged named of the job®s Primary Input File

o Identifler of FCB of the job's Pool File

o Identifier of Job®'s Swap Segment

o Known Job List (KJL) ordinal of KJL entry assoc. with this

job
Pointer to Job Gate Table In the job*s address space
Pointer to Job Stack Table in Job's address space
Origin of +the Job®'s Estabiished Program Control Block (EPCB)
thread
o Job Resource Limit Record
- Processor time timit
- Memory {imit .
- Peripheral Limit Control Elements (one per peripheral type)
-~ specified limit

o oo
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== number shared 1 842+5 STRUCTURE ASSIGNMENT
-=- number assigned 2
== number claimed 3
o Address of the JCB of the Job which submitted this Jobj for 4 4 KJL entry Is assigned for each Job either at the time the
root Jobs, this value is zero . 5 Job is established or at the +time It is queued for delayed
o Address of a JCB in a forward thread of JCBs which correspond 6 establ ishment., KJL entries are acguired for a job by the Job
to other Jobs submitted by the submittor_ of this Job 7 Establ isher task of the System Job.
o Address of a JCB in a backward thread of JCBs which correspond 8
to other Jobs submitted by the submittor of this Job 9
o Address of a JCB which constitutes the origin of a thread of 10 8.2.6 LIFFCYCLE
JCBs which correspond to Jobs submitted by _this_Job 11
12 .
13 The KJL entry for a Job exists until the Job is collapsed by
842 KNOWN_JOB_LIST (KJL) 14 the Job Collapser task of the System Job.
15
16
17 84247 CONTENTS
8+.2.1 STRUCTURE TYPE 18
19
20 o Identifier of the JCB of the Job with which the KJL entry is
KJL is comprised of a fixed number of fixed length entries. 21 assoclated.
Every entry in KJL is a member of one of five threaded listst (1) 22 o Job Status
those entries which are available for assignment, (2) those 23 - queued for establishment
entries associated with aqueued jobs, (3) those entries associated 24 - established
with deferred jobs, ~(4) tnose entries assoclated with running 25 o swapped out
- jobsy and (5) those entries which are in a state of transition 26 oo swapped in
between the other four threaded lists. 27 -- active
28 -- linactive
29 o Pointer to previous KJL entry in same thread as this entry
84242 UNIT OF ASSIGNMENT 30 o Pointer to next KJL entry in same thread as this entry
31. o KJL thread identifier
32 o Swap File identifier
One entry for every Job known to the system. Entries having 33 o HWorking Set Slze
ordinals 1 and 2 are permanently assigned to System Monitor and 34 o Major Time Slice
the System Job, respectively. 35 o Remaining amount of major time sllice
36 o Minor Time Slice
37 o Time selection
84243 LOCATION OF STRUCTURE 38 o Time thread
39 o Job identifier (<KJL ordinal> concatenated with <sequence
40 number>)
To be detftermined ¥¥¥®¥¥x¥¥r¥yy 41 o Current Job priority
42 o Entry Lock Indicator
43 o Identifier of element holding a lock
8.2.4 RESIDENCY CHARACTERISTICS 44 o Base Job priority
45 o Amount of central processor time used
46 o Amount of memory-time used
Pageable} not swapped with the associated Job 47
48
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8.0 JOB MANAGEMENT STRUCTURES
8.3 JOB STATE THREAD ORIGIN TABLE (JSTOT)

e o o e

8.0 JOB MANAGEMENT STRUCTURES
B+3.7 CONTENTS
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8+3 JOB STATE THREAD ORIGIN TABLE (JSTOT)

803.1 STRUCTURE TYPE

JSTOT is comprised of a fixed number of fixed length
entries. . .

8.342 UNIT OF ASSIGNMENT
One JéTOT in the system
8¢3.3 LOCATION OF STRUCTURES
Same as KJL
_ 843.4 RESIDENCY CHARACTERISTICS

Pageabie
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o Address of highest priority entry in KJL *“available”™ thread
o Address of hlghest priority entry in KJL *“neutral® thread

o Address of highest priority entry In KJL *queued*® thread

o Address of highest priority entry in KJL *running® thread

o Address of highest priority entry In KJL “deferred" thread

8.4 RUNMING J0B ORDINAL TABLE (RJOT)

8.4+1 STRUCTURE TYPE

RJOT is <comprised of a fixed number of fixed length
entries,

8.4.2 UNIT OF ASSIGNMENT

One entry for each job running in the system; one RJOT entry
Is permanently dedicated to System Monitor.

8+443 LOCATION OF STRUCTURE

Segment 5 of System Monltor address space.

8.3+45 STRUCTURE ASSIGNMENT 30
31
32 8.4.4 RESIDENCY CHARACTERISTICS
JSTOT is constructed during system loading operation} it is 33
permanently assigned to the System Job. 34
35 Not pageable$ swapped with the associated job.
36
84346 LIFECYCLE 37
38 B8e4s5 STRUCTURE ASSIGNMENT
39
Exists throughout the 1ife of the system. 40
. 44 An RJOT entry is assigned to a Job by System Monitor as a
42 result of Job Establisher Issulng a CREATE_ADDRESS_SPACE request
8+3.7 CONTENTS 43 during the Job establ ishment process.
44
45
o PVA of the origin of the Known Job List (KJL) 46
0. Length of a KJL entry 47
o Number of entries in KJL . L8
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8.0 JOB MANAGEMENT STRUCTURES
8e4e6 LIFECYCLE

IPLOS GOS - JOB HANAG:MENT

8.0 JOB MANAGEMENT STRUCTURES
Bela? CONTENTS

o o s e e e e ot e o e e e 0 P P ot R P P 0 P e . o o P I P R P T P e P P 0 P o Pl P P e 2 e S o 8 P o P 0 0

8ele6 LIFECYCLE

1 TSL Table_Size_Limit, sets maximum .allowable size of
2 * job owned tables within system space  (modulo 256
. 3 bytes).
An RJOT entry remains assigned to a Job during the time 4
which the Job is running. The ‘entry is released after |its 5 CTL Current_Table_Size
contents are transferred +to the Job®s swap segment during the 6
process of swapping=-out the Job. An RJOT entry 1Is assigned 7 PATT Page_Age_Tick_Time, determines the aging_rate of
during the process of swaoping-in a Job and the previous entry 8 pages belonging to a job's -Working_ Set. (Set by
contents are obtained from the Job®'s swap segment. 9 Job Scheduler)
' ic
11 PICI Page_Interrupt_Count_Increment . Number of page
8e44a7 CONTENTS 12 interrupts accumulated since last examination by
13 Page Control.
14 -
. . 15 WSSL Working_Set_Size_Limit, if Working Set Size exceeds
Eleld Name Description 16 this timit, Job Scheduler is notified (in page
17 size).
.18
Job_ID AJob s Type, corresponds to Job Descriptor®s entry 19 CHWSS Current_Working_Set_Size
number within KJL. 20 '
21 JTL Job_Time_Limit. Dispatcher compares the sum of
Type Job Identifler. Currently the following job types 22 Task_Execution_Times against JTL on expiration of a
are defined ) 23 Task®s time-slice, Job Scheduler Is notified when
24 JTL is exceeded.
o Standard User Job 25
o Subsystem Supervisor 26 LPIT Last_Page_Interrupt_Time, sum of Task Execution
o System Job 27 Times Is recorded here on a Page Interrupte.
o Dlagnostic Job 28
o Deadstart/Recovery Job 29 PIAS Page_Interrupt_Accumulation_Start time Iin Task
. 30 Execution Times.
Status Job®*s Status_Indicators, these are the following? 31
32 WSL Working_Set_Link relative pointer into
0 RJOT Interlocked 33 Memory_Map. Used by Page Control to find the head
o Active Job 34 of WS page chain.
o Going Inactive/Active 35 .
o Full Swap=-0Out in progress 36 SSID Swap Segment®s unique identifier is kept here while
o Full Swap~-In In progress 37 a Job is being deferred or made running.
o No time timit 38
o No swap permitted 39 or
o No time slice 40
o One-Control Point-a-time dispatching 41 $S0 Swap_Segment_Ordinal, relative Pointer Into ASNT to
o No forced page-steal 42 find Swap Segment of a running Job.
o Page_Interrupt_RP in action 43
o Save_Signals Ly
45
SDT_Ordinal Relative pointer to Segment Descriptor Table of 46
this job within Segment 3 of System Monitor. 47
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