
1 
ADVANCED. SYSTEM LAgDRATORY CHP020 4 

IPLOS GDS - STRUCTURE/OVERVIEW/CONVENTIONS 

t.:nRPORAlION 

ADVANCED SYSTEMS LABORATORY 

CHAPTER 02 

IPLOS 

Structure. OvervIew 

and 

System Convent Ions 

Doc. No. ASL00282 

Copy 

REV 30 MAY 75 



1.0 SYSTEMS COMM~ND LANGUAGE (SCll 
1.1 OPER~TOR(SI COM~~ND lANGUAGE ••• 

2,0 STRUCTURE • • • • • • 
2.1 INTROOUCTION 

2.1.1 MULTIPLE MONITOR CONCEPT 
2.1.2 HISTORY 
2.1.3 IMPLEMENT~TION 

2.1.3.1 3300 IMPLEMENTATION 
2.1.3.2 PL IMPLEMENTATION 
2.1.3.3 IPl IMPLEHENTATIO'N 

. -. 

2.2 BASIC CONCEPTS ••• o .• 

2.2.1 SEGMENTS 
2.2.2 lOGICAL NAME SPACE (LNSI 
2.2.3 JOBS •• 
2.2.4 TASKS 
2.2.5 FILES 
2.2.6 FILE ACCESS PROCEDURES 
2.2.7 SECURITY •• ", 

2.3 CODE STRUCTURE •• - • 
2.3.1 SYSTEM MONITOR •• ' • 
2.3.2' TASK SERVICES •••• ' • 

2.3.2.1 Request HandlIng .... 

.' . 

. . 

.. · · · · 
· · • 

· · · · · · · · · 2.3.2.2 SIgnal HandlIng 
2.3.2~3 Major FunctIons 
2.3.2.4 Re~uest Summary · .. ' 

2.3.3 SYSTEM TASKS •• 
2.3.3.1 Tasks In EvervUo~ 
2.3.3.2 Tasks In·the Sistem job 

2.3.4 SYST.EM EXT.ENSIONS •..• '. 
2.4 DATA STRUCTURES ••••• 

2 •. 4.1 INTRODUCT I ON '. ...... • • 

· 
.. 
· 

· · 
· .' 0 · · · .. · · · 

2.4.2 AOOQESS SPACF. OF STANDARO JOB .. .. 
2.4.3 ADDRESS SPACE OF SYSTEM JOB' ••• -
~.4.4 ADO~ESS ~PACE OF JOB USING A SU9SYSTEH 
2.4.5 AOOQESS SPACE OF SUBSYSTEM .SUPERVISOR JOB 

· 
· 

· .. 
· 

· · · 

2.4.6 BASIC SYSTE'1 OBJECT'S • • •• 
2.4.6.1 Job • • •. eo ...... 

2.Lt.6.2 Task • .• • . ••• 
Z.4.6.3 Fll~ •• ~ - ••• 
2.4;6.4 S'!gment 

· . 

· . 

• • 

3.0 COOING/DOCUMENTING CONVENTIONS 
3.1 INTRODUCTION · ". . 3.2 IPLOS NAMING CONVENTIONS . '. 

3.2.1 IPlOS SECTION CODE STRINGS 
3.2.2 SOU~CE LIBRA"!Y NAMES AND CONVENTIONS 

3.2.2.1 Documentation FLIes 
3.2.2.2 SoUrce Code FI.tes •••••••• ~ . . 

· .. 
· . 

· . 
.. .. 

A-l 
75/05/30 

'. · 

· '. .. · · · 
· .. '. . 
· ... 
· .0. 

• • 

, . 

1-1 
1-8 

2-1 
2-1 
2-2 
2-3 
2-5 
2-9. 

2-10 
2-12 
2-110 
2-110 
2-15 
2-16 
2-17 
2-18 
2-19 
2-21 
2-22 
2-25 
2~26 

·2-28 
2-29 

. 2-30 
2-310 
2-100 

·2-40 
2~41 
2-108' 
2-109 
2~49 
2-53 
2-55 
'2-58 
2~60 
2 ... 6'3'· 
2-63 
2-65 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15' 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 

'39. 
t.o 
t.l 
102 
43 
t.1o 

'2-'6"!1-~'~ 
2-10 46 

3~1 
3-1 
3-1 
3-2 
3-3 
3-3 
3-5 

47 
48 
49 
50 
51 
52 
53 
510 

3.3 CODIN' CONVENTIONS 
3.3.1 DECLARATIONS 
3.3.2 PROCEUUR~S 

• i • 

3.~ SOURC~ DOCUMENTATION CONVENTIONS 
3.t..l TABLE SPECIFICATION I. 

. .. . 
3.5 OPERATING SYSTEM REQUEST/RESPONSE.STATUS FORM~T 

4.0 PPODUCT SET INTERFACES 

5.0SAMPl~ REQUESTS 

6'.0 STRATEGY 
6.1 MULT.IPROCESSOR (S I 
6.2 COMPATII3ILITY · • 6.3 VIRT UAL MEMORY AND PROTECTION 
6.t. SHARING 
6.5 lOSS .. . . 
'6.6 NETWORKS · . . 6.7 RAS . . . . . 
6.8 TRANSACT ION 
6.9 CONFIGURATION · ; . 

.. . . . . -. .". 

. . . . . 
. . 

: A-2 
75/05/30 

3-8 1 
3-8 2 
3-9 3 

3-10 10 
3-13 5 
3-15 6 

7 
10-1 8 

9 
5-1 10 

11 
6-1 12 
6-1 13 
6-1 It. 
6-2 15 
6-2 16 
6-2 17 
6-3 18 
6-3 19 
6-10 20 
6-t. 21 



40VANCED SVSTF~ Ln~nRATORY CHP0204 

STRUCTURE/OVE~VIEW/CONVENTIONS 

This Jocument reoresents the structure, 
conventiori., for V 1.0 of the Oel"rating System. 

2 

75/05/30 

overview, and 

This rlocument will not describe an entire design but rather 
a .,et of interfacl"s and conventIons which should be followed and 
improved upon durIng the detailed design/imolementatlon phase. 
This is based on several bellefsl 

o The system wil I change over time. 

o A aefined structure which can evolve is more important 
than features or seeed. 

a During the push for an operational system, violatIon of 
good COdIng/desIgn/Imp lementaion pract ices wIll occur. 
H.3ving a unI form project understanding will hel p everyone 
recognize when this Is haepening. 

o There should be a set of' Logical interfaces to physIcal 
resources whIch give the Implementor some insulatIon from 
the way the physIcal resource looks or Is beIng managed. 

a There wIll oe multiple variants of the Oeerating System 
with a I I Droduct Set, User and Command Language 
(Op'erator/User) Codes transportable between 'varIants. 

The next UPdate of this document wIll concentrate on a more 
det~iled descriotion of tables in SectIon 2.4. 
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75/05/30 
STRUCTURE/OVERVIEW/CONVENTIONS ---------.------------- ----- --~----------------------------------------
1.0SVSTEMS COMMAND LANGUAGE (SCLI 

-----------------------------------------------------------------------

The Command Langu~qe is an externalizatlon of the Operating 
System. Almost all Users (system, application, operations) will 
come in contact with thIs Interface. A major objective of the 
external design is tallor!ng to the type of user, whl Ie a maj or 
ob ject ive of the interna I design Is modularity and 
maintainabilIty. 

Several characteristIcs of the Command Language Includel 

o It is a true language with enough c"pability to solve 
simple problems. 

o Most Command Language statements are 
result in the execution of several 
pr- 1 mit 1 ve s. 

MACRO caJls and 
Operating System 

o User to System communication is through a symbol table 
(Logical Name Spacel. 

o Input to the Command Language Interpreter can be 
redIrected to prpvlously filed commands. 

o It is invarIant to the mode of access, e.g., Local 'Batch, 
InteractIve, Remote Batch. 

o Some services supported by the system wilt be Implemented 
using Command La"guage. 

This command language In~erface can Isolate 
from underlying system requests providIng a level 
and reliabIlIty above that available if these 
directly called. Command Language synt~x and 
must be fo/l owed by a /I subsYstems (debug. 
maintenance, operator, etc.). 

the end user 
of consistency 
requests were 

parameter rul es 
edit, online 
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STRUCTURE/OVERVIEW/CONVENTIONS 

1.0 SYSTr:'1S COMMAND LANGUAGE (SCL) 

-----------------------------~-----------------------------------------

+----------+ 
I INPUT 
1 TERMINAL 1 

+---------+ 
IFILED I 
I COMMANDS I 
I AND I 
I DATA I 
+----+----+ 

I 
I 

+----+-----+ V 

I +---+ 
+-----------~---------->I 1 

+-+-+ 
1 

================================================================= 
USE~ INTERFACE 

+---------+ v +---------+ 
1 SYMBOL 1 +---+ 1 MACRO 1 
1 +------ -------> I 1 <------------------+ I 
I TARLE 1 +-+-+ I LI8RARY I 
+---------+ I +---------~ 

I 
v 

+-----------+ 
IINTERPRETERI, 
+------+----+ 

I 
I 

~---------+ 1 +---------+ 
1 1 v I I 
1 SVM80L 1 +---+ IREQUEST I 
I 1<-------------+ +---~--~----------->I 1 
1 TA8LE 1 f----+ I PROCESSESI 
1 1 1 1 

+---------+ + ---+-----+ 
1 
I 

================================================================= 
SYSTEM INTERFACE 

SCL INTERFACES 

v 

Operating 
System 

Primitives 
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STRUCTURE/OVFRVIEW/CONVENTIONS 

1.0 SYSTEMS COMMANU LANGU~GE (SeLl 

While it is true that the normal user" can express his 
problem in a shortar amount of time and in a more reliable 
fashion through the use of a high level lan9uage, it is ~Iso true 
that not all problems can be expressed effectively in a high 
level language. This is because the amount of control the user 
.has over the physical resources of the system is reduced by 
automClting the mapoin" of his logica" requirements onto the 
physical reso.urces of the system. This problem is typically 
solved by providing a m9chine language escape of some sort in the 
case of orogramming languages and can be solved by providing an 
Operating System escape in. the case of a command language. 

The approach outlined above is th~ one that has been adopted 
for the IPL SYstem Command Language. Three logical environments 
are defined, one for the normal user, one for the system user and 
one for the system ·operator. Thas" envi ronments are control I ed 
by three repertoires called the User, System and Operator 
Repertoires respectively. These three re.pertoires are not 
mutually exclusive and therefore a system user can have both the 
System R~pertoire imd the User Pepertoire attached at the .same 
time. 
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------~----------------------,-----------------------------------------
1.0 SYSTEMS COMMAND LANGUAGE (SCLI 

-----------------------------------------------------------------------

User Repertoire Summary 
LOGIN/JOB 
LOCK 

LOGOUT /J OBENO 
LIMIT 

CLAIM 

CHANGE 

RESERVE 

C~NCEL 

ACQUIRE 
RETURNR 

DECLARE 
REMOVF 
LNS 

LNS(lLOC K/LNSENO 
FORTRAN 
COBOL 
SI4L 
COMPILE 

LI'~RA RY 
OBJECT 
EXECUTE 

ATTACH 

DETACH 

CREIITF: 

EXPAND 

CONTRACT 

SAVE 

mELETE 

gain access to the system 
lock th~ terminal oreventing inadvertarit 
I ogou t 
re I inqui-sh access to the Syst em 
limit the amount of resources the lob 
can consume 
set maximum usage for a class of devices 
for a lob 
increase or decrease number of. units of 
a class 
register the requirement for a 
non-preemot ible resource 
cancel ·al-I previous RESERVE requests 
sat ish a II prev ious R€SERVE requests 
return a flle, volume set. or unit set 
to a lob 
declare ··a-n Ins entry 
remove ~n Ins entry 
add or delete· entries from Ins segment 
Ii st 
delimit .an LNS naming context 
invoke the FORT~AN compiler 
invoke the CDBOL compiler 
invoke the SWL compiler 
invoke default-complier or use file data 
tyoe attribute 
add or delete entries on a Library List 
add or delete entries from-a Object List 
caus'a the· named program to be loaded and 
executed- as a task 
attach - a permanent mass· storage f il e to 
a job 
detach a -permanent mass storage file 
from a lob . 
allocate mass storage- space for a 
temoorary or permanent file 
allocate additional mass ,torage space 
for existing temporary or permanent fIle 
release Dart or all the mass storage 
space allocated to temporary or 
permanent file 
convert a temporary mass storage fIle to 
a oermanent file 
deletes a temporary or permanent flle 
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STRUCTURE/OVERVIEW/CONVENTIONS 

1.0 SYSTEMS COMMAND LANGUAGE (SCL) 
" . -----------------------------------------------------------------------

REDEFINE 

PERMIT 

PROHI flIT 
CONNECT 

DISCONNECT 

ROUTE 
DIRECT 
RETRACT 

PRINT 
PUNCH 
SEND 
MAIL 
DELE TE 
TIMER 
WHEN /WHENENfl 

WAIT 

CAUSE: 

CLE::A P 
ENABLE 
OISIIBU:: 
SUmHT 
STOP 
START 
TERMINATE 
DISPLAY 

" CALL 
RETURN 
IF/IFF.ND 

"GOTO 
ACCE PT 
COLL ECT 
COPY 
DEFIN~ 

BEGIN/END 
FOR/FORENO 
LABELBLOCK/LA8ELEND 

fr am the sy stem 
redetine some of the logical 
characteristics of an existing permanent 
mass .torage file 
gives or modifies access(x) to file(y) 
for user(z) 
removes access(x) to flle(y) for user(z) 
establish connection between stream and 
fll P. 

remove connection between stream and 
file 
transmit a file 
alter the destination of a file 
remove t~e effect of a previously issued 
DIRECT reQuest 
pr i nt a f ill' 
punch a file 
send a message to a us~r or set of users 
mail a message to a user or set of users 
delete the contents of a user's mailbox 
select a time condition 
associate a series of commands with a 
speci f ied event 
await the occurrence of a specified 
event 
cause the occurrence of a specified 
event 
clear a specified event 
enable a specified event 
disable a specified event 
submit a new job to the system 
stop processing of task or job 
restart processing of task or lob 
terminat~ orocessinq of task or job 
display th~ contents of a file or Ins 
value 
process the SCL text contained in a file 
return control from a called fIle 
deli111t conditiona"lly processed commands 
transfer control to thelabe I speclf ied 
read data from the standard input 
collect data from the inputs~ream 
coPy data 
define new commanjs and redefine sys~em 
supplied commands -
delimit a command block 
delimit a EOR loop 
del1mit an SCL Jabel block 
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ST~UCTURE/oVrRvI~W/C"NVFNTIONS -----------------------------------------------------------------------
1.0 SYSTEMS COMMAND LANGUAGE (SCLI 

-----------------------------------------------------------------------
MIC~O 

SET 
RASE FILE 

define a micro 
set or clear SCL toggles 
aDPoint file as the base file 
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STRUCTURE/OVERVIEW/CONVENTIONS 
-----------------------------~-----------------------------------------
1.0 SYSTEMS COMMAND lANGUAGE (SCl) 

System. Repertoire Sum~ary 

The system repertoirp. is comprised of a set of commands which 
represen~ an externalizatlon of the Operating System requests 
avai lab leto a running program. These commando; allow the user 
to invoke most of the Operating Syo;tem request processors 
directly. The command descriptions are contained in the· 
various sections of the GDS at the points where the requests 
are d",fined. 
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1.0 SYSTFMS COMMAND LANGUAGE (SCll 
1.1 OPERATOR(S) COMMAND lANGUAGE 

CHP0204 
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75/05/30 

-----------------------------~-----------------------------------------

The primary objective of the Operator Communications System 
COCS) is to orovide a facillty whereby both the system and users 
may converse with the human· operator Is) of the system or 
network. Specific objectives of OCS area 

o The system should be flexible and easily extended at the 
site. 

o The o;ystem wil I have severa I I ogica I ooerators, each wi th 
different resoonsibilities and privileges. 

o The set of logical operators may be maoped onto one or 
more physical operators. 

o The hardware and software necessary to support the input 
and output streams of a physical operator should not be 
different from that of· any other lob doing terminal 1/0. 

o The system should be capable of ·operatlng In a default 
mode without any physical operators. 
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1.0 SYSTEMS COMMANU lANGUAGE (SCl) 
1.1 OPERATOR(S) COMMAND lANGUAGf 

Operator Repertoire Summary 

REPLY 

INFORM 
STATUS 

SEIZE 

UNSEIZE 
MEMORY 
PATC ... 

SET 
SHUTDOWN 
HOLD 
STOP 
START 
RESET 
CANCEL 

ALTER 
ONSYSTEH 
OFFSYSTEI1 
BACKSPACE 
FORESPACE 
PAGr: 

. ONLINE 
OFFLINE: 

respond to message issued by a 
OCOCONVEQSE reQuest. 
send unsolicited input to a Jobls). 
d i sp I <lY the status 0 f a sy stem 
recognized entity. 
take over complete control of·a hardware 
resource. 
return a previously seized resource. 
display/alter real or virtual memory. 
temporary replacement of a system 
procedure. 
set various system operational valves. 
close down a site in.an orderly manner. 
suspend activity·at natural boundary 
suspe·nd an activity "Immediately. 
restart previously suspended activity 
reset an activity to beginning point~ 
stoo an activity and ~urge it fro~ the 
system. . 
·change/s I te r Job's operat i o"a I va lues 
~ssi~~ a d~vice. t~ the system)ob~ 
release·a :fevice ·fr·om .the system )01), 
back UP an Qutputlistr!lg. .. 
skip forward an output listing. 
·pri"t a soecifi.ed number of oages. 
add a device to the configuraton. 
delete a device·fr·om the configuration. 
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---------------------------------------------------------------------~-
1.0 SYSTE'1S COMMAND lANGUAGE (SCl) 
1.1 OPERATOQ(S) COMMAND lANGUAGE -----------------------------------------------------------------------

Command AvaIlability 5ummary 

Th~ fryllowing table Illustrates the availability of commands 
to differe"t levels of op~rators and the nctivities that may be 
affectE'<l by them. The followir.g abbreviations are used in the 
tablE'. 

ok 
na 
--> 
system 
Q 

ODa 

rOPQ 
Job 
r)ob 
opo)ob 
rOPQjob 
dev 
·sysdev 
rdev 
rsysdev 

no restrlctions 
not avaIlable 
included via lower level repertoire 
ent i·re system 
input or ~utput Queue 
output queue 
remote hatch .outout Queue 
) ob 
remote origin Job 
JOb ill output Queue or function 
job in remote batch outout Queue or function 
device 
"onsystem" d~vlce 

remote batch terminal device 
remote "batch terminal" "onsystem" device 

ro use the tab I·e, loc.ate ttie intersectio" of the command 
·name and the logical operator job name. The activities that· may 
be referenceil by ·the ·command when used by th'! oarticular 10gica·1 
operator. are all those to the right of the intersection in the 
row for that command. If an arrow 1-->.) is encountered, follow 
it. 
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STRUCTURE/OVfRVIEW/CONVENTIONS -------------------------------- ----------------.-------- .-------------
1.0 SYSTEMS COMMAND LANGliAGE (SCLl 
1.1 O~ERATOR(SI COMMAND LANGUAGE 
--------------------------------~--------------------------------------

CEIIOP SEIIOP S YSTE Mil QP MASSIIOP REMOTEflOP 
TAPEI/OP 
BATCHI/OP 

reply ok ok ok ok rlob 

inform ok ok ok ok "Iob 

status ok ok ok ok ropa 
r I ob 
rdev 

set! ze ok na na na na 

unseiz e ok na na na na 

memory --> ok na na na 

patch -.-> ok na .na na 

set - --> --> ok na na 

shutdown --> --> system na .,a 

hold --> --> system opa ropalob 
a opajob rsysdev 
job sysdev 

stOD --> .--> system opo ropajob 
a opajob rdev 
job dey 

start --> --> system oDa ropajob. 
a ooalob rdev 
job dey 

reset --> --> job opajob ropajob 
sysdev . rsysdev 

cancel --> --> a opa ·ropajob 
job ooojob rsysdev 

sysdev 

alter --> --> job opalob ropajob 

cont inued ••• 
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75/05/30 
STRUCTURE/OVERVIFW/CONVENTIONS . 
------------------------------------~----------------------------------
1.0 SYSTEMS COMMAND LANGUAGE (SCLi 
1~1 dPERATOR(SI COMMAND LANGUAGE 
----------7----------------------------------------------~-------------

CEIIOP SEIIOP SYSTF.MIIQP MASSI/O? REMOTEI/OP 
TAPEIIOP 
BATCH IIOP 

onsystem --> -- > --> dey rdev 

offsystem--> --> --> deli rdev 

backspace--> --> --> sysdev rsysdev 

foresoace-- > --> --> . sysdev rsysdev 

page --> -~> --> sysdev rsysdev 

on line --> --> --> dey rdev 

offline --> --> --> dey rdev 
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ADVANCED SYSTEM LAFlORATORY 

STRUCTURE/OVERVIEW/CONVENTIONS 

1.0 SYSTEMS COMMAND LANGUAGE (SCLI 
1.1 OPERATOR(S) COMMAND LANGUAGE 

CHP0204 

JOR WJH "COBOL COMPILE AND EXECUTE" 
COLLECT SOURCE 

COBOL SOURCE DECK APPEARS ~ERE 

". .. 
COBOL I=SOU~CE, O=OBJECT, L=LISTING, S=ERR 
IF ERR.LEVEL GT 0 

SAVEORJECT 

PRINT LISTING 
JOl'END 
IFEND 

OBJECT ADD=OBJfCT 
COLLECT OATA UNTIL = /. 

DATA nECK APPEARS HERE 

/. 
EXECUTE PROG=MAIN, PARAM=DATA 
J09ENO 

JOB WHJ "COBOL EXECUTE ONLY" 
OBJECT ADO=OBJ6CT 
COLLECT DATA UNTIL = /. 

DATA DECK APPEARS HERE 

/. 
EXECUTE PROG=MAIN, PARAM=DATA 
JOFlEND 
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2-1. 
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-----.;..--------------------------------------------_ .. -------------------
2.0 STRUCTURE 

-----------------------------~------------~---------------------------

2.1 lHIRODUCTION_ 

As the number of concurrent users has Incre=3sed, 
System structures have become more sensitIve to 
problems. 

OperatIng 
IntegrIty 

A need to protect and share data on a logIcal unIt whIch is 
Quite small (table, byte, bit) has resulted. TypIcally, groups 
of these .logIcal unIts are collected together (1n order to reduce 
fragmentatIon and complexIty) wIthIn a system supported 
protect.lon container (spgment Ule, etc.1 an:! then acce·ssed 
InterpretIvely (vIa procedurel. For the ·same reasons, procedures 
are collected together wI.th.!n a system supported protection 
container (cannot afford a unIque orocedure per function per 
user). ThIs need to control access ·to crItIcal data via 
'procedure sets' fs not· unique to the Operating System. Any 
large mul t I-user app licat ion wi II "ave the s·ame requirements and 
therefore it Ls imperative to externalize the solutions used by 

·the O.S. to a subsystem writer. . 
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STRU CTUR~ 10VERVIEW /CONVENT! ONS 

2.0 STRUCTURE 
2.1.1 MULTIPLE MONITOR CONCEPT 
-----------------------------~--------~-------------------------------

2.1.1 MULTIPLE MONITOR CONCEPT 

The Operating System is trying to generalize the 
User-Supervisor situatIon. ThIs concept of multIple monItors. 
each In charge of a sIngle shared dat·a b·ase, Is analogous to the 
approach used for many large resource management problemsl i.e •• 

o Implement levels of responsibi Iity and Isol ation where 
each level Is knowledgeable and responsive to requests In 
a local environment. 

o Requests at the same level may operate concurrently wIth 
other· envIronments. 

o Requests which cannot be processed at a local level are 
automatIcally routed to a more global level. 

o Reduction In responsibIlity of anyone level .reduces the 
Impact of failure. 

As the concept of mUltIoJe monItors has evolved, two 
accepted technIques have appearedl 

o Separate address space for each morHt.or 
(Master, OS/MVT, Cyber) 

o Monitor(s) withIn each address space 
(PL. Multics, OS/VS2) 

R.ecent. Operating Systems contain both Interfaces, with the 
degree of support being heavify influenced by the sophIstication 
of the hardware •. 

NCR/CDC PRIVATE REV 30 HAY 75 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
1'1 
20 
21 
22 
23 
24 
25 
26 
27 
28 
2'1· 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43-
44 
-45 
46 
47. 
48 



2-3 
AOVANCEDSYSTEM LAUORATORY CHP0204 

75/05/30 
STRUCTURE/OVERVIEW/CONVENTIONS 

2.0 STRUCTURE 
2.1.2 HISTO~Y 

2.1.2 HISTORY 

Mal'lY of the ideas being us;>d in the IPL Oper-atinq System 
implementation ar-e based on the Basic Time ShO)r-ing (BTS) paper-s 
published by the Contr-ol Data advanced development gr-oup. The 
fir-st BTS-based imolementation for- the CDC 3300/3500 computer 
(MASTER) r-eached pr-oduction status and is a standard CDC offer-ing 
today. This was followed by an imolementation using CDC 
per-ipher-al pr-ocessors ·wi tho pr-lvate memory a'ld a I arge shared 
common memor-y (MOS) and an implementation on CDC STAR hardware 
(PLOS). Neither of the latter implementatIons reached product 
status. The IPL Operating System is being evolved from the 
cur-rent implementatIon of PLOS. 

Two characterIstics which ha~e changed dr-astical Iy over ~h~ 
time period of these systems are 'he advances made I~ storage 
technology (size, cost, speed, reliability of Disk Memory, plus 
the hardwar-e assisted tech~iQues for- storage management) and the 
gr-eat increase in the ser-vlces expected of an Opar-ating System •. 

These two factor-s have impactad the O.S. evolution In the 
fo Ilowin3 way: 

815 advocates tr-anslating all requests for service into a 
Task which an EXECUTIVE wi II apply to an available pr-ocessor. 
The EXECUTIVE has three basic types of servicesl processor 
assignment, cal I rout inq (a call ·is a request for work made by 
one task on another task), and signal handling (Inter-task 
communication). The main oroblem encountered is the overhead of 
the executive. BTS advocates implementIng these basic servIces 
In the processor in order to gain the necessary efficiency. 

Since there is 
services in hardware, 
taken. 

a r~luctance to implement specific 0.5. 
a slightly different approach must be 

One way to reduce the overhead Induced by the executive is 
to not use it. This means a set of 0.5. services are placed In 
th~ environment of the requesting program, thereby eliminating 
the trio through the executive that was prevIously required in 
order to acces~ the services. 

This concept must not be used to the extr-erne or a new· set of 
problems "ill r-esult as the Multlcs ODerati'19 System demonstrates 
[1.e. qlObal resource~, such as orocessors an·j ~ohysical memory, 
should be managed outside of th~ reQUeRtors envir~nmentl. 
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STPUCTURE/OVERVIEW/CONVENTIONS -----------------------------------------------------------------------
2.0 STRUCTUQ.E 
2.1.2 HISTORY 
-----------------------------,-----------------------------------------

The rPL Operating System wIll orovide ser-vlces 
in both local and global environments. 

imp lemented 
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~TRUCTURE/OVERVIfW/CONVENTIONS 

2.0 STRUCTURE 
2.1.3 IMPLEMENTATION 
-----------------------------------------------------~-----------------

2.1.3 IMPLEMENTATION 1 
2 
3 

FO,r ti1e multIple monItor concept to work, a formal set of 4 
hardw~re and software conventions must be Imposed on both user 5 
and, system code. ThIs 1'1111 allow the narmal debuggIng, 6 
IInking/laadlng, code maintenance, accounting and checkout 7 
methods of the user and the system to b~ the same. ThIs also 8 
faclllt~tes the' movemeflt of code hetween lellels and allows 9 
recursive use of the system. These conventions 1'111 I cover: 10 

11 
o Fnt ry /Ex it 12 
o Parameter PassIng 13 
o Par~meter ValIdatIon 14 
o'Address Space Management 15 
o Memory Management 16 
o ProtectIon Environment 17 
o Naming Environment 18 
o Code Generation 19 

20 
~ost large applications al low binding of code and data to 21 

occur at complle, load afld executIon time. The OperatIng System 22 
Is complIcated by the fact that most bIndIng occurs as a result 23 
of both loading and executIon and Is between system-supplIed and 24 
user-supplied unIts. Many of the conventions are Intended to 25 
'enforce correct bindl nq and to allow unbInding to occur, In an 26 
orderly manner. The most diffIcult sItuatIons exist in a program 27 
when the unpredlctab I e occurs and order I y termi nat I on Is 28 
necessary. Several ,Operating System examples include 29 
Login/Logout (Jobl, open/close (fIlel, call/return (procedure) 30 
and declare/remove (variablel. In each example, system defined 31 
conventIons exIst for inItiatIon and terminatI6n, whether normal 32 
or abnormal. The Importance of these conventions Is greatly 33 
,magni f ied by ti1e'desire to share code and data wIthin the system 34 
and between users of thE! system; 35 
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STRUCTURE/OVERVIEW/CDNVENTIONS 

2.0 STRUCTURE 
2.1.3 IMPlEMENT~TION 

ENTRY/EXIT 

o SharIng code reQuires that the control path Is remembered 
outside of the code body. 

o Protection Implies that separate st3cks are maIntaIned for 
each leve I of prIvilege and that correct entry to each 
level can be guaranteed. ' 

o ~xternallzatlon to subsystem writers implies the eXIstence 
of a way to add or delete protected entry poInts 
associated wIth the subsystem wIthout doing a system 
generatIon. 

o Asynchronous operation ImplIes separate machine 
environment, sci1eduling injormatlon (status, priorIty). 
a~d monItor InterventIon for coordInatIon. 

PARAMETER PASSING 

o Asynchronous operatIon Implies the need for eIther 
synchronizatIon·primitives (if parameters, are 11"1 shared 
space) or movement of parameters through a neutral storage 
area. 

o Protection requIres 1"10 inadvertant destructions of 
communicatIon areas whIci1 may imply copying, h1erarch1cal 

'permissIons and read only solutIonsr 

o Locat10n transparency (separate address space, 'separate 
systems) impl1es the exIstence of 1nter~en1ng procedures 
to coll~ct/dlspose and transmit/receive oararroeters. 
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STRUCTURE/OVERVIEW/CONVENTIONS 

2.0 STRUCTUP.E 
2.1.3 IMPLEMENTATION 

PARAMETER VAlID4TION 

o Parameter validatIon requires that the identity of the 
caller is guaranteed to be correct. 

o Parameter validation reauires the type of parameter to be 
known. ThIs in turn implies that descriotive information 
exists for all data and Is protected seoarately from the 
"ctuel data. 

o Parameter validation requires the executing procedure to 
determine its own level of privll ege. 

ADDRESS SPACE MANAGEMENT 

a Movement of functions within the system implies the need 
for consIstent address space management. Care should be 
used when considering dedicated addresses, acquiring and 
manipulating ful I pointers, anti reusinq addresses. 

o Segmentation, with dynamic assignment of segment numbers, 
implies that most information should be accessed and used 
via offsets. 

MEMORY MANAGEMENT 

o Virtual Memory o;houlti permit most knowledge of physical 
memory characteristics to be removed from both Operating 
System and user programs. 
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STRUCTURE/OVERVIFw/cnNVENTIONS 

2.0 STRUCTURE 
2.1.3 IMPlEMFNTATIJ~ 

PROTECTION ENVIRONMENT 

o The fundamental protection unit is a segment. The segment 
is an extension of the notion of a fIle, and can be used 
to address the active po~tion of the file base. The 
se~ment descriotor entry provides basic read, wrIte, and 
execute contro I. 

o Two additional descriptors are defined which allow finer 
protection control: 

a. code binding section for known entry points (hardware 
controlled) 

b. data binding section for known table entries 
(software controlled) 

Roth of thesE' de,,"criptors contain type information, access 
control informdtion and pointers to data. 

NAMTNG ENVIRONMENT 

o If users and the system are to 
control access to inforl1'Cltlon 
naming methods. 

communicate, share, ard 
they must use consistent 

o The active (open files, libr"ry lists, etcol environment 
will be described via LNS desc~iot')rs. UJS segments can 
exist 'It th" system or lob level, thus allowing kno .. n 
qualifications for known entities. 

o The file system will provide a convention for uniquely 
identifyinq permanentlv catalogued files. 

CODE GlNEqATH1N 

o Sharing implias the need for oure procedures .. hich may be 
executpj reentrantly. 

o Pure procedureo; require co.:ie· and data to be o;eparated with 
different protection applied to each. 

o Pure orocedures imply that code segments and read· only 
dat3 segmento; ·do not nee.:i to ·b~ u~dated when memory is 
reassigned, thereby reducinq I/O and cache clearing 
ooer"at ions. 
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STRUCTURE/DVE~VI~W/CONVENTIONS 

2.0STRUCfURf 
2.1.3.1 3300 IMPLEMENTATION -----------------------------------------------------------------------, , ' 

2 • 1 • 3 • 1 nJ!Lltlf.1..!iliE N T A TI O.t! 

The multlole monitor ~onceot was suooorted In the form of 
tasking on the cnc 3300 Master system. The system-supported 
envelooe (task) could contain user or system code. Formal 
Interf aces 'exIsted for call/return (synchronous and 
asynchronous), communicatIon and identification purposes. 

r he "OS Task" typIcal I y had access to oarts of the O. S. 
data base whIch had to be ~rotected from the user. The 3300 
system mechanized this interface by maIntaining formal 
call/return links, swItchln9 page tables (for protection), 
keeoing access InformatIon as 3 task attrIbute, and serialIzIng 
the entire 'procedure set· when worklno on shared ,data. 

The Task Interface was used by the subsystem wrIter when 
adding new functIons to the system. ThIs is a valid solution and 
will exist 3S one tyoe of interface In IPL O.S. but contaIns too 
much overhead for frequently used services such as get/put. 
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STRUCTURE/OVERVIEW/CONVENTIONS 

2.0 STRUCTU~F 
2.1.3.2 PL IMPLFMENTATION 

, ' --------------------------------------------------.---------------------
2.1.3.2 El..J.!1ElltlFNTAll.QN 

The PL Ooeratin] System provIded an additi6nal Iriterface for 
synchronous requests whIch sol ved some of the overhead orobJemsl 

o AI I code is shared and serialization occurs on data rather 
than code. 

o The 'procedure set' (Task Monitor) resIdes In each user's 
soace, thus simoilfying communIcatIon between the system 

o 

and the user. ' 

A call/return/oarameter mechanIsm was 
system and user, making system code 
compatible. 

deflned for the 
and user code 

o Th~ hardware distinguIshes between 
global (interrupts) fau It conditions, 
number of trIos toa centrdl monItor. 

I o.caICtraos) and 
thus reducIng the 

o The syst em orovi des so ftware' segmentat I on on top of a 
hardware-suoported linear vIrtual, memory with oaging. 

'The'Task Monitor Interface provides a lob mode Interface 
through which all requests to. the system and resPonses from the 
system are passed. Some resul flng ben~flts are ,listed below. 

o Request~/response ~rocesslnq can InitIally (In some cases. 
entirelyl proceed 'a's a oart of the requestIng task, thus 
increasing the potentIal for concurrent orocesslng. 

o AccountIng is simoler since no c6ntext 
occurred. 

swl tch has 

o When requests whIch require resources ask for them whi Ie 
'!xecutlna as ,a 'oart of the requesting task. re'rectlon Is 
simolar since reme'1lberi"l'3 who the request is for is 
inherent (current control oolntl •. 

o Simoler recovery and consIstency coaes can be Imolemented 
since they ,wi II execute In the sam'! environment as the 
requestor. 

o It Is easler, for 'the system to use itself resulting In a 
more comoact,nnd better debugged system. 

'0 Increased predlctnbll Ity most systems have formal 
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2.0 STRUCTURE 
2.1.3.2 PL IMPLEMENTATION 

conventions for oassing information out of an address 
soace but relax that formality when returning status or 
setting comoletion indicators. The Task Monitor Interface 
reauires . formal conv~nt1ons to be fallowed when passing 
contra I information l.nl,Q the address space as well. 

Since most of 
(dedicated addresses 
passwords, etc.) it 
subsysem writers to 
the system. 

this interf ace was soft ware en forced 
for user/system area, dedicated entry point, 
would have been very di fflcult to allow 

add additional protected procedure sets to 

This type of interface will exist in the IPL Operating 
System (task services) and wll I be generalized to allow subsystem 
writers to introduce a similar interface into a. users address 
soace, thereby changing the services available to that address 
space. 
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2.0 STRUCTURE 
2.1.3.3 rPL IMPLEMENTATION 

A very positive characteristic of the IPL imolenentation is 
the hardware enforcem .. nt which 3110'1s the Task Monitor interface 
to be externalizeo to thesubystem writer. The following section 
reviews the advantages, the IPl hardware support and how the 
OperatIng System Intends to use this interface. 

ADVANTAGES AND HARDWARE 

Calls to 
mechanism 
procedures 
programmer 
protected 
designs. 

orotected orocedures use the same structural 
(Call/Return instructions) as calls to unorotected 
with the same cost in execution time. Thus, a 

does not neeO to consider whether he is calling a 
oroce1ure when estimating performance on new 

Information in the storage system (online mass storagel can 
be read and written by maopin, it into virtual memory, and 
then using load ~nd store instructions whose validity is 
checked by the descriotor mechanism. In addItion, the 
addressing privi leges of the current protected procedure are 
governed by its identi tieatlon, which Is loeated in the 
descriotor of the segme~t whIch supolied the most recent 
instruction. Every transfer of control· toa different 
procedure is thus 9uaranteed to ·automatlcally oroduce valid 
addressing. 

If virtual memory is used, a program can be moved more easily 
.to another environment within. the sy~tem. 

Management of resources at a local level (via traps, local 
clock, local and 9.lobal segment attributesl reduces the 
number of calls to the central monltor, thus reducing 
conflicts and increSsing concurrency and responsiveness. 

Many system procedures cal led in a string of refererices set 
interlocks or record partial results. If these conditions 
are not restored prooerly in case of failure, continued 
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represents an ef-flcient 
condi t ions. 
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not be possible. The dynamic stack 
way to r<'cord and recover these 

Since the system car use itsel f recursively (with help of the 
Dyn~mic Stack and Call1Return instructions), duplication of 
function is avoided resulting in a more £Qm~l system. 
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2.0 STRIJCTU~E 

2.2 8ASIC CONCEPTS 

2.2.1 SEGMt:NTS 

An underlyinq conceot of the IPL system is a segmented 
virtual address space. The addrf!ss sPace contains all the bytes 
directly addressable by the User. Segmentation organIzes the 
address space into two dimensions. That is, a II addresses are 
speci! ied by two components CN ,i I where N is a segment number and 
1 is a byte number withIn N. 

The principle benefits of seqmentation arel 

a. ConvE'nient presentation of very large address space to 
th'.! user. 

b. Different access attributes can be defined for different 
seqrn~nts • 

c. Procedure and data segments may be shared. 

d. Each segment wIthin the address 
independently, dynamically expanded. 

soac~ can be 

The IPL virtual "ddress space prov-idp.s a range of addresses 
considerabl y larger than the real memory aval lab Ie In the 
comouter. A combination of software and hardware Is responsIble 
for mapPing the vIrtual address space Into real memory. The 
technique used to perform this mappIng is called paging. That 
is, real memory i~ divided into uniform units called page frames 
and segments are divided Into unIts of matching size called 
paqes. Only pages which are reouired at a given pcilnt In tIme 
need OCCUpy page frames In real memory. 
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2.2.2 LOGICAL NAME SPACF (L~S) 

The IPL Operating Sy~tem is dependent on the use of tables 
to provide interfgces between different system modules as wei I as 
between the System "nd the User. 

Most systems provld", methods for the def Ini t Ion, access and 
allocation/freeIng of tables. This interface Is typically 
optimized as a module to module interface. IPL provIdes an 
additional facllity whIch is optimized as a human [Module to 
User) interface and "I lows symbolIc access to table entries 
"nd/or items within the entry. 

LNS heg<'ln <'IS a symbol table for the Command Language 
interpreter and grew to " gener,,1 symbolic access method and 
table manager supporting simple and complex data types. 

This evolution was bnsed on the helief that the system would 
aopear more consistent if descriptors for the basic obj ects of 
the system (FlIe, T<'Isk, Job, Unitl were deflnej, and uniform 
actions aool ied to these descriptors (START, STOP, DISPlIIY, 
STATUS) LNS-managed structures now reoresent a major portion of 
the environment for any US"'r or f)oeratlng System module wIthin 
the IPL system. 

Th" LNS is composed of user "nd system supplied segments 
cont"inino user ani system defined entries. A I ist, called the 
LNS s<>gment list, is maintaif'c>d for e<'lch job known to the 
system. The LNS se~ment list contains the names of the segments 
whIch are to be searched for LNS entrIes and the arder in which 
they are to. be searched; When an LNS entry Is sought, each 
segment whose name aope8rs In the LNS segment list is searched 
until the .. ntry ha·s beef' foun1 or the list has been eXhausted. 

LNS 
feasib Ie 
structure 
whl ch can 

facilities for table handling should be used wherever 
within the system giving a consistency to table 

and suPPortirg the notion of a uniform set of reauests 
be aoolied to system descriptors. 
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The Job is the mechanism through which the batch or 
interactive user interfaces to the IPL system. One Job 
identifies on" user to the system, owns and is responsible for 
resources. The Job environment provIdes 3 system supported 
accr)unting, oDerator cr)mmunication, lo~gino and recovery envelope 
for al I wor~ performed in the system. Every JOb consists of one 
segmente1 arJdress space which Is initial ized with several system 
supplied code and data segments. 

The nr)rmal mode of operation of the IPL Operating System Is 
for all jobs kno •• n to tr-e system to be in some sense active. 
User validation and command l<'Ingu3ge interpretation are not done 
until a job has been establ (shed and has executed for some period 
pf time. Thus, very little is known about a job before it Is 
executing. Job schedul in9 is desIgned to accomodate thIs mode of 
operation. where jobs mU5t be preempted 3S they express 
requirements for resources and .resumed as the resources become 
av a i I a b Ie. 

A job may grant other johs direct or indirect access to a 
resource it owns. 

DIRECT: This method has one globally held descriptor which is 
oointed to by descriptors held locally to the users of the 
resource. A coje segment is an eX3mpie of a resource 
sh<'lrect via this method. 

INDIRECT: This method allows <'I user to access a procedure or 
procedure set Which operates on behalf of the resource 
owner. A 1isk is an el(alr.ole of 3 resource shared via thIs 
method. 

The Oper3ting System contains ~ SYstem Job which has both 
private resources and resources it shares with other Jobs. Task 
Services is an eX<'Inple of a o~ocedure set which can execute on 
beh31f of its caller (User Jobl or its owner (System Jobl. It is 
intended th<'lt the subsystem writer use some of the same resource 
management and control methods used hy th~ System Job. 

IPL Jobs may communic3te (via LNS or Signalsl and may share 
segments. These cap3bilities, togetner with the abll ity for a 
Job to 5uhmit other jobs, allow for the solution of complex 
prOblems using a simole, well understood construct (the Jobl. 
Job sequencing may be <'Iccomplished by using t~ese standard job 
communication facilities. 
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Every system defines and supports a fundamental unit of work 
whIch can be unIquelyl 

o IdentifIed 
o Accounted 
o Scheduled 
o AI located/Dispatched 
o Created/Destroyed 

The objective is to havE' a consistent work unIt whIch the 
Operating System can effectIvely multiplex among the processors 
available wIthin the configuration. For some problems thIs unIt 
can be the "Job" (multiple dependent Jobs). For other problems 
the level of efficiency for communicating, creating/destroying, 
etc. must be much higher in order to use multiple processors 
effectively. One way to increase efficiency and Intimacy between 
work uni ts is to Increase what is common bet ween them (sharing). 
IPL/OS allows varying degr~es of sharing between work units 
(CODE, COMMON. INTERNAL STATIC). This fundamental work unit 
within IPl/OS Is the task. 
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2.2.5 FILES 

A file may be thought of as a named repository for 
information external to the program that is usin3 the flle. Flle 
management procedures al low users to exercise selectable amounts 
of control over file characteristics, data organizatIon and 
mapping onto elements of the hardware confIguratIon. For 
example; one file may consIst of a specifIed region of storage on 
a specifIed mass storage volume set and have a specified data 
organization. a second file may consIst of a specifIed 
Interactive terminal ooerating with user-selected data 
delimiters, while a third flle may consist of a virtual memory 
segment that is directly addressed by the user's program. 

Fll~ d~scrlotlons are InItiallY constructed in LNS tables by 
a DEFINE_FILE request. Subsequent fIle management requests 
obtain the majority of their parameters from the lNS fIle 
descriptions. AI though all flle management requests may be 
issued from a running program, a more typical situatIon wil I be 
one in which the flle definitions are supolied through command 
language requests and only the OPEN_FILE/CLOSE_FILE requests are 
Issued from the user's program. This permrts the program to 
remain considerabl y less deoendent on hardware type or file 
organization than if it generated its own file descriotions. 

Descrlptions of permanent. files are recorded In catalogs 
associated with the storage on which the flies are contaIned. 
Mass storage volume sets contain 3 catalog of· theIr files and 
available/assigned space In order to permit them to be easily 
transportable among IPL sites. Access control lIsts al low the 
owners of bermanent files to selectIvely grant access to other 
users or grouos of users. Depending on results of current desIgn 
work, the owner of a permanent fIle may also be able to restrict 
all access requests to be Issued through a specified program. 

At the time a file is opened for processing, file management 
procedures estab lis h lInkage bet ween t he user's program and the 
fil~ ilccess procedure (FAP) appropriate for the file organization 
and hardware type. 
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2.2.6 FILE ACCESS PROCEDURES 

File Access Procedures IFAP' 5) logica Ily res ide between the 
user orogram and a fi Ie and provide a standard set of reouests 
for acc.ssinq data In a file. With one exception, the linkage 
between a user program and a FAP is established when a file is 
opened and severed when a file is closed. The single exception 
occurs when a file Is opened for Implicit access. In this case, 
the user Is returned B segment identifier through whIch the file 
can be accessed directly with machine instructions no FAP 
exists. 

Standard file access procedures are defined for both 
block-level and record-level access to a file. Block-level 
access procedures are used primarily by record-level access 
procedures, although they are avaIlable to other programs which 
need access to al I the bits within blocks of data. 

Standard record-level FAPs are intended for use by the 
Operating System and other products and should be used to process 
any file that is a candidate to be processed by another program. 
While this will not gUarantee that the contents of the records 
will be intelligib"le to other programs", it wlll guarantee that 
the records conform to standard delimiting rules and can be 
located within larger strings of bits. 

Non-standard FAPs are the subject of current design work and 
are Intended to assist IPl programs in processing non-standard 
data formats or file organizations. The general intent is that a 
non-standard FAP can be written to process anon-standard file la 
Cvber or Century tape file, for example) using a standard set of 
IPl recOrd-l"evel access requests. The OPEN_FILE processor will 
establ ish I inkage to the non-standard FAP oy recognizing a 
non-standard lNS file description. 

Notable characteristics of stand3rd record-level FlIe .Access 
Procedures are listed belowl 

o they support the file organizations and access requests 
required by ANSI standard orogramming languages. 

o where practical, they support additional file 

o 

organizations and access requests needed by the Qperating 
System and other products. 

within reasonable "I imlts, they provide an Interface for 
sequential record access that is independent of fIle 
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o 

o 

organizatio~ or hardware type. 

they Insulate the user program from the buffering 
techninue applied to a file and support both explicit and 
implicit access to mass storage files. 

current desi~n work 
access by multiple 
shared update. 

is aImed at support ing concurrent 
writers of a single fife opened for 
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2. 2.7 S fC IlR ITY 

Interest in security is currently at a hIgh poInt In the 
"present'3tion" circles (analogous to structured proqramming the 
last few years) but it Is diffIcult for any implementation to 
separate what is fundal1',ental In security from complete solutions 
to securIty. The Operating System objective Is to supply a set 
of Interfaces anct conventions upon which varipus security 
problems can be solved. 

Although protection/security concepts are not yet formulated 
within the Operating SYstem, a reoort written by TRW on secure 
Operating Systems Is being used to test what Is requIred to 
support security. 

The following se~urity related toolcs are beIng explored In 
implementationl 

o Extending d3ta access control beyond tradItIonal Read, 
Write, Execute and Aopend categories. For example, Permit 
Write access but only through a specified procedure. 

o Constant review of absolute IdentIficatIon of requestor 
wI thin the system {non-f orgibl e Id) to be sure thIs Is 
possible. . 

o Constant review of simplifying the user inte~face with the 
objective of makIng it certifiable. (This objective leads 
to reducing the asynchronous action within an address 
SO(3Cf'!) • 
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The Operating System suPPorts three basIc envIronments 
within wnich O.S. s~rvlces may De Imolemented: 

System MonItor fone oer system} 

Task Services (within each job) 

System Tasks (withIn the System Job) 

Every request a user makes of the system w111 be translated 
into communication with one or more of these environments. 
Whenever O.S. extensions are being Implemented, the con~entlons 

and interfaces of these environments must be understood and 
used. 

System Monitor - That portion of the Ooeratlng System that 
is most directly related to the hardware environment and 
provldesl 

o Directing signals 
o CPU Dispatching 
o Basic CPU Scheduling 
o Changing Task Status 
a Interrupt Handling 

System Monitor Is interru~t driven, 
represent the most thoroughly debugged. 
cnd~ within the Operating SYstem. 

nonoageab I e. and wi II 
least frequently changed 

NCP/COC PRIVATE REV 30 KAV 75 

1 
2 
3 
4 
5 
6 
l' 
6 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
4'+ 
45 
46 
47 
48 



2-23 
ADVANCED SYSTEM LAgOR~TORY CHP0204 

75/05/30 
STRUCTURE/OVERVIEW/CONVENTIONS 

2.0 STRUCTU~E 
2.3 CODE STRUCTURE 

Task Services - That port Ion of the Ope rat l"g System that Is 1 
most directlY related to the reQuestor's environment and provides 2 
major portions of I 3 

4 
o Record Management 5 
o File Management 6 
o Program Management 1 
o Storage Han3gement 8 
o ~eouest Rec09nition/Routing q 

10 
Task Services is always called via a standard call, is 11 

paged, and h3S the sa'lle (clock) accounting, schedulingand 12 
execution characteristics as the requestor. 13 

14 
15 
16 
11 

System Tasks - That portion of the Operating System that is 18 
relatively independent of the reouestor'S environment, may be 19 
asynchronous to the reouestor and provides major portions oft 20 

21 
o JOb Management 22 
o Operator Communications 23 
o 810ck Management 24 
o Storage Management 25 
o Scheduling 26 

21 
Each ~xecution of a program is defined to be a task. The 28 

majority of Jhese executions will be triggered by a sIgnal. Each 29 
task has its own (c lock) account!"9, scheduling and execu t ion 30 
characteristics. All Operating SYstem t"lsks belong to the System 31 
Job. 32 
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TASK (11 
+------------+ 
I 
I PROGRAM 1 

+------+-----+ 
I CALL 
I (REQUESTS) 
v 

+------------+ 

CHPQ?O 4 

TASK (NI 
fo------------+ 
I I 
I PROGRAM M I 
I I 

+------+-----+ 
I 
I 
v 

+------------+ 

2-24 

75/05/30 

I : <---TRAPS I I <---TRAPS 
ITASK SERVICE I ITASK SERVICE I 

I I I 

+------------+ +------------+ 

(SIGNALS) 
+--------------------+---------------------+ 

I 
I 
I <---SYSTEM CALL 

v 

+----------------+ 
I I 
I SYSTEM MONITOR I<---INTERRUPT(SI 

I 

+----------------+ 
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2.3.1 SYSTEM MONITOR 

Sys~em Monitor has Its own address space and Is divided Into 
two major components, the monitor mode Nucleus 'Jnd the Job mode 
Overseer. 

Nucleus Is the only syst~m element that executes In monitor 
mode and cannot tolerate a oage missing Interrupt. It Is entered 
via hardware interrupt. (I.e., system call, external interrupt, 
access violation, monitor interval timer, etc). All the 
processors in the system share the Nucleus code and Its one 
Segment Descriptor Tabl e. However, each processor executing 
Nucleus has Its own control point, signal buffer. stack, and 
state registers. When a system call Is m'Jde to Nucleus, 
parameters are passed via the register imag~ of the caller. 

There are two control points executing Overseer code in lob 
mode. One Is Signal driv'>n and can tolerate cage missing 
Interruots and wait conditIons. This control point performs the 
following functions: 

·Job schedulIng 
Signal buffering 
Deadstart 
Recovery and traCing 

The other control point Is both signal driven and dIspatch driven 
(l.e., It Is oerlodlcally dispatched). It cannot tolerate page 
miSSing interrupts. This control poInt performs the following 
functionsl 

Error monitoring 
Wired table m_nagement 

Parameters are passed to each of these control points via 
signal s. 
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2.3.2 TASK SERVICES 

Task Services is " set of orocedures which provide Operating 
System servIces. These procedures are directly cal lab Ie by user 
code, no exchange lump or supervisor call Is re1ulred. The call 
Instruction can, however,ciluse a ch8nge In privIlege for the 
ca lied procedure, a II owing I t to execute with more or d!f ferent 
prlvlJ eges than the callIng procedures. This tyoe of structure 
allows much of the Operating System to execute within the· user 
environment. All of Task Services has the same (clockl 
accounting, scherJuling, and ex",cution characteristics as the 
requestor. The only difference Is access rights to data and 
code. 

Task Services provide a central point for the handling of 
all reouests and responses made/~ecelved by a Task. If the 
service requested Is not supported by Task Services, the. request 
Is passed on to System ~onltor or an Operating System Task. 

Task Services occuoies two rings (2,3) within each address 
space. The lower rlnq is used by Task Monitor orocedures, which 
wil I have access to the signals for this address soace. Task 
Monitor wil I move signals out of the sIgnal buffer Into an area 
accessabl e by Task Services. The entry to Task MonitOr is 
callable from Task ~ervlces only. 

In Version 1.0 there Is one protected entry point (OS'GATE) 
into Task Services. ThIs altows monitoring of system requests 
and resoonses. In later versions, based on monitoring results, 
additional protected entry points may be provided. Existing 
programs wIlt stili ooerate, but recompilation will be required 
to use the new protected entry oolnts. 

One gate Into Task Servlceswil I 
sIgnal processing. A trao procedure 
the~user level (ring). This procedUre 
ca II T"skServlces (signal, clock •.•• 
Procedure (overflow ••• etc.). 

be used exclusively for 
will exist in every 10b at 
will, based on trao type, 
etc.) or a user supplIed 
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STRUCTURE/OVERVIEW/CONVENTIONS 

2.0 STRUCTURE 
2.3.2 TASK SERVICES 

Sinc@ each address sp~ce (jobl ~ay contain ~ set of request 
orocessors which belono to a sUbsystem or System Job, a means of 
identifyinqon whose behal f a· request is made must exist. Rings 
wi I I be u<;eJ for this puroose. Every reauest processor, when 
executing, will have 'I curr"nt validation level (ringl which must 
be correctly m'lint2inecl by the rE''luest processor. 

Task Services code may execute either as an extension of the 
requestor or the System.. When a request is made, Task Services 
is immediately execut ing at its most privll eged level, that of 
the System. Tusk Services may use the ring of validation of the 
requestor to access information in 3n area soecified by the 
reauestor, thus guaranteeing the requestor has legitimate access 
to that area. 

Note that rin9s~arp a global resource such that a ring level 
in every user address SDace h3S the same orivilege and belongs to 
either the System Job or a Subsystem Job. 

Sett ing the va I idat ion leve I also sets wnich segment (LNS 
Job So>gment) is to be used "hen searching for descriptors for the 
request made (i.e., System Local tables of the SYstem Job will be 
used when val idation level is that of Task: Services!. 
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-----------------------------~-----------------------------------------
2.0 STRlJCTU,(E 
?3.2.1 Request Handling 
-----------------------------------------------------------------------

Task Services is CCiI led via a .standard cal I instruction and 
requires two parameters on AntrY;One includes ~ request code and 
a pointer to iJ request block <inoutl·, the other is an output 
p~rameter which reflects the request status (autoutl. The 
request block is generated by a macro and may contain varIables 
which ooint to 3dditional parameters. The binding of parameter 
values may occur at Comoile, Load or EXecution time. Since the 
renuest block is moved into the registers befo~e System Monitor 
is cal led, the ~equest Rlock size is limned. 

AI I requests in the system (inside and outside the address 
spacel are assigned a uni~ue code which Is used to obtain the 
desired reouest oroc(!ssor entry. Task ServIces has a private 
binding section which contains the entry poInts (code base 
oointerl for all reauest processors. The R3 field of each code 
base pointer "i II determine who can ca II the associated request 
processor. Task S-=rvices wi I I fabricate an offset into this 
binding section using the requo>st code and the callers rIng of 
validation. This offset will be used In oroviding a check on the 
c811er s access to tne dpsired request processor. 

T~e decision to pass a request beyond Task ServIces (SYstem 
Moni tor) is not made bv the routing mechanism but by the target 
request orocessor such that the same contrbl over entry exists 
irresoective of whero implemented. 
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2.0 STRUCTuRE 
2.3.2.2 Signal Handling -----------------------------------------------------------------------

The Operating System provides a basic signal handling 
service. The signals have a fixed format, maximum size and are 
used by the Oo~ratin3 System orimarily for commu'llc.atlon between 
address spacF.>s. Every suotask has a signal b·uf fer (segment 0) 
which is us~d for signal queueing. System Monitor Is res~onsible 
for olacing signals .Into the proo~r signal buf~er and for 
notifying the proo ... r Task Monitor that a signal exists. Task 
Monitor is responsible for ta~in3 signals out of a signal buffer 
and p~ssing it to a Task Services signal handler. Routing. based 
on signal tYOe, to a Signal processor within Task Services will 
be effected by the Signa'l Handler. 

Task Sprvices will provide a send request processor which 
wIll build a· signal supplying the destination, validation level, 
signal tyoe. an:! sel ection Inform~t ion. The send request 
processor Nill then do a system call to System Moni tor. 
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2.0 STR'JCTlJqE 
2.3.2.3 Major Functions -----------------------------------------------------------------------

The major functions of the Task Services procedures are as 
followsl 

o Providing access to iniividual logical records in 
previously opened flies. 

o Providing an interface which allows programs to be 
re~sonably indeoendent of file organizatIon, buffering and 
device charact ... rlstlcs. 

o Providing exit ooints to user-suoplied application 
procedures. 

o Performing automatic blocking. deblocking, buffering and 
inde x mana geme nt • 

.Eil.!L.~.a!li!.9!lm~l 

o Supervising the formatting. labelling and cataioglng of 
al I oeripheral devices. 

o Manaqing ·the creation, deletion. labelling •. allocatlon and 
catal03inq of files held On mass storaqe devices. 

o Pert""orming open and close ooerations to logically attach 
and detach flies to progra~s. These files may ~xlst. on 
any local or remote perioheral device. 

o Verifying that atcess privilege and privacy ruies 
specified bv file owners are followed by all file users. 

The ·OPerator Communication requests· provide for message 
communication between a Job and one of seven logical 
ooerators (tapp. opera·tor. customer· engIneer. etc.!. If the 
operator with. whiCh a Job wishes to converse is not logged 
Into the system. the Information will be passed to/from an 
alternate. 

].Q.gls;.al Name Spa~!l2~ 

a MaintainIn9 the LNS search list via the ATTACH and DETACH 
requests. 

o Declaring and rp.movlng simDle and complex data types. 
o Assignin,) .,val ues into the data types. 
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2.0 STRUCTURE 
2.3.2.3 Major Functions 

o Oefininq new complex types (control blocksl to the 
system. 

Program CommunicatIons is a set of procedures which orovide 
various mechanisms to permIt communication and synchronizatIon 
among various parts of programs and among varIous tasks in the 
same lob. A mechanIsm·Is also provided for communicatIon among 

.tasks in dIfferent jobs. These mechanisms arel 

o Events. Events permit synchronizatIon and interrupt 
control (Attach Interrupt Procedurel for asychronous 
actIvities within a job. An event Is represented by an 
event control block in storaqe and several requests ~o 
manIpulate the control block. 

o SIgnals. Signals are short interJob messages. Signals 
may be sent between arbitrary User Jobs and are also the 
mechanism used to ·permIt a User Job to communIcate wIth 
the System Job. 

o Queues. The queuing mechanism provIded allows the 
~ending. storIng. and retrIevIng of arbItrary data 
structures between asynchronous actIvIties wIthIn a job. 
A Queue Is represented by a Queue control clock In storage 
and several reQul"sts to manIpul'3te· the Queue. 

o Semaohores. Semaphores ·pe·rmit communIcatIon a.nd 
synchronizatiof) alllonq "!synchronous activItIes wIthIn a 
Job. ·A semaohore Is represented by a semaohore c:mtrol 
block in storage and two reouests to manIpulate the 
control ·block. Semaphores are the most primItIve facIlity 
supported by the OperatIng System for .serialization and 
synchronIzation of asynchronous actIvItIes. The 
traditIonal lockIng functions may be ~ccompllshed vIa 
semaphores. 

o SIqnature Lock.s. Signature Lockls) provIde an 
externaJIzion of thecompare/swap hardware InstructIon and 
Is Intended for synchrof1Izat.lon between Jobs • 

f!:29.~!!Lf.lI.~~ 

Program e·xecution procedures support the establishment 
loadIng of programs and orocedures and theIr executIon. The 
executIon of a program Is termed a taskwhil e the execution of a 
procedure Is termed a subtask. The LO'lder Is considered part of 
program executIon. 
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2.0 STRUCTURE 
2.3.2.3 M.aJor Functions -----------------------------------------------------------------------

o Loading programs and InItIating tasks to execute programs 
and subtasks to asynchronously execute procedures of those 
oroqrarns. 

o Controlling tasks and subtasks through declaring. 
If)itializing. maIntaIning and removing control point 
structures. 

o Terminating tasks and subtasks normally and abnormally in 
an orderly fashion. 

o Constructing an object module segment. a workIng storage 
segment and a bind i ng segme nt. 

o MaintainIng a symbol table (Loader Symcol Tabl e) of all 
currently known entries and externals In the program. 

The Loader Is responsIble for the integrity of the bindIng 
segments whicn are among the more important aspects of orotection 
In the syst.em. 

o Allocation of IndivIdual perioherals to jobs. 
o Resolution of contentIon for devIces by multIple jobs. 
o Overcommitment of devices while not permitting deadlock 

between jobs. . 

The devIce sche~uler Is a set of proc~dures In Task ServIces 
Which works In close cooo<?ration with the File Hanagement· 
procedures In Task ServIces and the ConfIguration Manager in the 
System Job.· . . 

o Manage the allocation/release of space an mass storage 
d<?vlces in conjunction wi~h fIle management. 

o Manage the allocst(on/release of segment numbers. 
o Organize the movement of global segment/fll e tables 

between memory and mass storage according to usage. 
o Or·qanize page working-set sizes a"d move private 

s<?gment/fl Ie tab les to/from mass storage (swapoing). 
o Haintain storage system restart informat.ion. 
o . Assist Job Management wi th the creation of new and 

deactIvation of old address spaces. 

o Suoporting the connection or disconnection of files to 
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2.0 STRUCTURE 
2.3.2.3 Hajor Functions 
- --------------------------------------_._------------------------------

'Streams. 
o Performing automatic broadcasting to all files connected 

to a stream on output. 
o .AI lowing one file to be connected to N streams reducing 

amount of f il e resources ·reaulred. 

These services are externalized for output on I y and will be 
used by Job Management in creating the log91ng envIronment 
(dayfile, errors. ~ccountlng, ••• 1 for a Job. 

To be suoolled. 
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2. 0 STRUC T UR E 
2.3.2.1t Reauest Summary 

Ooer~tor Communication 
CONVERSE 

I NFORH 
RECEIVE 
·SELECT 

(Job Interfacel ReQuests 
send a message to an operator and solicit a 
reply. 
send an information message to an operator. 
accept operator input. 
3ssociate an event control block with the 
arrival of operator Input. 

Oata Management Requests 

(Record Management) 
GET 
PUT 
GETP 
PUTP 
GElD 
GETKEY 
PUT KEY 
DELETE 
OELKEY 
OELETED 
REPLACE 
FINOF 
FINOP 
FINOKEY 
FINOO 
SETlOCK 
C LEAR LOCK 

(F ile Manaqement) 
DEFINE_FILE 
CREATE]I LE 

EXPANO_FIlE 

CONTRACT _FIl E 

SAVE_FILE 

DElETCFILE 

A TTACH_FT LE 
DETACH_FILE 

retrieve next record 
store next record 
retrIeve next partial record 
store next partIal record 
retrieve record by file address 
retrieve record by key or ordinal 
store record by key or ordinal 
delete orevious record 
delete record by key or ordInal 
delete record by fIle address 
reo lace previous record 
position to first record 
position to previous record 
position to key or ordInal 
positIon to file address 
set a record lock 
clear a record lock 

create a new file control block 
allocate mass storage space for a temporary 
or permanent file 
allocate additional mass storage space for an 
existing tem·oorary or permanent file 
release part or all the ma·ss storage space 
allocated to temporary or permanent fIle 
convert a temporary mass storage file to a 
permanent f i I e 
delete a temoorary or permanent file from the 
system 
attach permanent file to a lob 
detl'ch a permanent file from current lob 
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2.0 STRUCTURE 
2.3.2.4 Request Su~~ary -----------------------------------------------------------------------

REDEFINEJILE 

OPEN_FILE 

CLOSE_FILE" 

CLOSE_VOLUME 

PERMIT 

PROIiIBIT 

(BI ock Manage~ent") 
READ· 
READ_DIRECT 
READ_STATUS 
WRITE 
WRITE_DIRECT 
POINT _FIRST 
POINT_LAST 
POINT _PRE CEO ING 
POINT_NEXT 
OEVICE_CoiHROL 
CHECK 
ASSIGN_BUFFER 
RELEASE_BUFFER 

redefin~ . some of the logical ch~racterlstlcs 
of an exIstIng permanent mass storage fIle 
es~ablls~ a logical connectIon bet~ejn:a fIle 
and the current program 
sever the logIcal connect Ion between a fIle 
and the current program 
close current volume of a tape fIre and open 
new volume· 
gIves or modIfIes access(x) to fIle(y) for 
user(z) 
removes access(x) to flle(y) for user(zl 

read next block 
read bloc~dlrect 
read external status 
wrIte next block 
wrIte block dIrect 
position to first data block 
oos it ion to last data block 
position. to orecedlng data block 
posItIon to next .data block 

.. operate external device 
. c heck for 10 respons e 

Program "'Ianagement Request·s 

(Logical Name Space) 
LNS_ATTACH 
lNS":'DETACH 
LNS_ilECLARE 
LNS_REMOVE 
LNS_ENTRY 
LNS_NEXT 
LNS_SLICE 
LNS_G.ROW . 
LNS_LOCK 
lNS_UNLOCK 
LNS_INSERT 
lNS_OELETE 
LNS':'GET 
lNS_PUT 
LNS_ATTRIBUTES 
LNS_RECORD 

add a new LNS segment 
remove an LNS segment 
create an LNS entry 
delete an LNS ant;"y 
get descrlptor·of an LNS entry 
get descri.ptor of an LNS Item or field 
get descriptor of an lNS array element 
expand an LNS entry. or Item 
lock an LNS entry or. Item 
unlock an LNS entry :or item 
Insert a new.LNS item 
delete an LNS item 
get the va lue of an LNS Item 
set th~ value of an LNS·ltem· 
set extrinsic jttribute~ of LNS entry or item 
define a new LNS complex" type 
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2.0 STRUCTURE 
2.3.2.4 Request Summary 

LNSJIELD 
LNS_LOCK_SEGMENT 
L NS_U NLOCK_SEGMENT 

iProgram CommunIcations) 
4TTACH~PROCEDURE 
DETACH_PROCEDURE 
STA TUS_EVENT 
CAUSE_EVENT 
CAUSE_CLEAR_FVENT 
CLEA~EVENT 
DISABLE_EVENT 
ENABLE_EVENT 
WAIT_EVENT 

WAIT_CLEAR_EVENT 

SEND_SIGNAL 
SELECT_SIGNAL 
DESELECT_SIGNAL 
STATUS_SIGNAL 
o ISABLE_S I GN ALS 
ENABLE_SIGNALS 
IDENTITY 
ENQUEUE 
DEQUEUE 
STA iUS_QUEUE 
SIGNAL_SEMAPHORE 

if AIT _SEMAPHORE 

(Program Execution) 
EXECUTE 
EXIT 
TERMINATE 
SPAWN 
LOAD 
ENTRY 
REINITIALIZE 
ESTABLISH 

DISESTABLISH 

define a fIeld of a complex type 
lock an LNS segment· 
unlock an LNS segment 

associate interrupt. procedure with an event 
remove interrupt. proce·dure/even t associ at ion 
return the status of an event 
set event to caused and initiate ·event action 
initiate event action and leave ~vent cleared 
set event to cleared 
prohi bit I ndlc ated event action 
allow indIcated event action 
suspend control poInt until one or all events 
are caused 
suspend control point until one or all events 
are caused and set events to cl eared 
·send a signal to a job 
prepare to receive indicated sIgna I 
discontinue reception of indIcated signals 
determine If ind·icated signal has arrived 
disctb Ie signal" processing 
enabl~ signal pr~cessing 

. returns execution identIty of ·requestor • 
·add item to a queue 
remove the first Item on the queue 

. determine if any items are on a queue· 
increment semaphore varue and allow one· 
waiti~g control point to contlnu~ 
decrement semaphore v.al ue and suspend control 
point if indicated . 
sign· a signature lock wIth the control point 
id of the requestor 
unsign .signature fock by writing with. zeroes 

Load and asynchronously execute on program 
Indicates task completion 
used by a task to terminate another task 
start an asynchronous execution of a Subtask 
load procedure not yet referenced In program 
retrieve an ex Is'ting entry poInt .va lue 
to supp.ort ·Cobol cancel . 
establish a program (subsystem services) 
within a Job 
remove an estab 11shed program 
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2.0 STRUCTURE 
2.3.2.4·Request Summary -----------------------------------------------------------------------

Storage Management .Requests 

(Se gment Contro.ll. 

INITIATE_SEGMENT 
TERMINATE_SEGMENT 
MAP_IN 
MAP_OUT 
SET_MAX 
RELEASE_UNUS ED 
E XPAND_SE GMENT 
TRUNCATE_SEGMENT 

(Page Controll 
ADVISE_IN 
ADVISCOUT 
SET_USAGE_Lf.VEL 
LOCK_PVA . 
UNLOCK_PVA 

. FIX_PAGE 

RELEASE_PAGE 

. Mlsce II aneous Reauest·s 
STREAM_CONNECT 
S T.REA M_D I SCONNECT 
.S T.REA M_GE T 
STREAM_PUT 

Job·Management Requests 
. SUBMIT 

DIRECT 
ROUTE 

SYSLOG 

CLAIIi 

CHANGE_CLAIM 
RESERVE 

CANCEL_RESERVE 
ACQUIRE 

defIne a segment and assIgn segment number 
remove a. fIle/segment definItIon 
a II ClWS indlrec t updat Inq of a fIle /segment 
moves updated pages to prImary fll El/seqment 
set maxImum seqment length . 
rel~ase unused portIon of a segment 
expand segment length 
truncate segment length 

transfer N consecutIve pages to memory 
transfer N consecutive pages t.o mass· stora.ge. 
gIve vIrtual memor:'Y usage advIce to system 
suspend pagIng on N consecutive pages 

. restart pagIng on N c:onsecutlve pages 
a Ilocate· a contIguous section of real memory 
and assocIate a· vIrtual address ·range 
return a contiguous. real· memory section 
allocated by a prevIous FIX_PAGE 

connect ·a. ·flle to a str·eam 
dlscoimect a file from a stream 
·Input a record from.·a stream. 
output a I" ecord to a stream 

Initiates theestahiishment 
estab·llshes desf.ination for 
InItiates the transfer of 
specifIed destInatIon 

of anothe·r JOb. 
flleto be routed 
a flle to some 

transfer. Information (accounting. system 
.error- and dayfile) to the system log file 
set maxImum usage·of a class of devIces for.a 
Job 
Increase/decrease .num·be.' of unIts of a class 
regIster the·· requlremen·t for· a·· 
non-preemptlble ·resource (flle. volume :set. 
·uni t set! 
cance I a II· prev Ious reserve .. equests . 
satIsfy all prevIously executed reserve 
requests . . 
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------------:----------------------.---------------------------:....----------
2.0 STRUCTURE 
2.3.2.4 Request Summary 
--------------------------------------.---------------~------------------

RETURN 

SET_PRIOR ITY 
SET_CLASS 
GET_CAT 

REPLACE_CAT 
GET_CPLT 
REPLACE_CPLT 
GET_CTT 
RE PLA.CE_C TT 
GECSCT 
REPLACE_SCT 

System Table Requests 

SYstem Monitor Requests 
. CREATE_ADDRESS_SPACE 

RE~OVE_ADDRESS_SPACE 
.DEFER_ADDRESS_SPACE 

RUN_ADDRESS_SPACE 

GET_RJOT_FNTRY 
PUT_RJOT_ENTRY 

CREATCCP 

REMOVE_CP 

STATUS_CP 
. CHANGCCP,-ST ATUS 

DEACTIVATE_CP 

ACTIVATE_CP 
ENQUEUE_CP 

OEQUEUE_CP 

SELECT_INTERNAL_INT 

.. eturn a fIle. volume set or ·un!t set· 
prevIously aUocated to a lob vIa 
reserve/acquire 
establIsh/change base prlorlty~f a JOb 
change the class of a Job 
get a copy of a record of the class attribute 
tab Ie 
replace the cat attribute· table record 
get copy of class priorIty le~el ·table record 
replace a class prIority level table record 
get a copy of a c lass transItion table record 
.. eplace a class transItIon table·record 
get a copy of the scheduler control table 
replace the current scheduler control .table 

To be. supp lIed. 

create and InitIalIze a new address space 
remove an exIstIng address space 
transfer a Job·s workIng· set and tables to 
~he lob~ swap ~egment 
retrIeve a Job·s workIng set and tables from 
the Job's swap segment 
retrieve. a runnIng lob ordlna·1 entry 
update the fields of a runnIng Job ordInal. 
entry 
reserve memory space and InitIalIze a new 
control poInt 
termInate outstanding sIgnals deallocate 

·stack segements and free control poInt 
.0ccuPied m·emory 
set specified field wIthin the exchange 

. package of a control poInt 
retrIeve a control polnt·s current status 
change a control Dornt·s dIspatch state 
force a runnIng or ready contr·o I poInt Into 
halted state 
remove halt state to make control poInt ready 
p lace one control poInt Into another control 
~olnt·s actIon aueue . 
remove one 
act Ion Queue 
·specify the 

or more control poInts from an 

Internal . Interrupts . whose 
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STRIJCTURE/OVEI;!V JEW/CONVENTI ONS, 
-----------~-----------------------------------------------------------
2~O STRUCTURE 
2.3.2.4 Request Su~mary ----------------------------------------_ ... _------------------..;.---------

CANCEl_INTE~N4l_INT 
SElECT_RFAL_TIME 

CANCEL_REAL_TIME 
MONITorccp 

occurrence ,should be sIgnaLled 
remove ~ Dr~vious,sel~ctlon 
signal control ,poInt after the elapse of a ' 
rea I time Interval 
remove iI real time sele'ctlon 
oermft one control 'oolnt to monitor a second 
control poInt 
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')TRUCT lJR EIOV ERV T EWI CO"lVENTI O"lS -----------"----------------------------------------------------------
2.0 STRUCTURE 
2.J.3SYSTE~ TASKS 
-----------------------------~---------------------~-------------------

2.3.3 SYSTEM TASKS 

Many Ooerating System facIlIties are orovided by programs 
whIch operate r~lativelY independently of the user. These 
programs are executed as a set of tasks. AI I but one of these 
tasks exist in the address soace of a System Job. The exceptIon 
is the SeQuence MonItor,Task. There Is an Instance of tht's task 
In every job. The System Job Is very much lIke any User Job wIth 
one addItIonal characterIstlt; Task ServI~es/Task MonItor Js a 
proqram In every lob whith belongs to the System Job and has the 
same prI~ileges and shares the responsIbIlItIes of trie System 
Job. 

2.3.3.1.1 SFQUENCE M.Q!!UQ.!L~~ 

SeQu.ence Honl tor gaIns contra fas a result of a Job being 
placed Into executIon for, the, first tIme. MaIn control, of 
SeQuence Monitor Issues Int'!rnal oro'cedure calls to carry out the 
funct ions, of lob Inlt Iat lon, ' command languag'e statement 
processing, user validation, lob termInation and some oarts of 
operator communicat lor,. 

Job Inl.!l.£tlQ!l...£.!:!l£.!tQ.ures 

The job initIation orocedures 'define 'standard lob streams. 
create standard job, file's, perform default file to stream 
connections and additIonal functions as specIfications of job 
structure and environment evolve. 

The command language Interoreter 
functions of login processinq, user 
lanqu3ge statement o~ocessing. ' 

orocedures 
val,ldatlon, 

The Job termInation procedures oerform 
functIons:' 

o Close all files In the job. 
o Release al I temporary files in the job. 

the 

perform the 
and command 

followlng 

o Route ,all flies In the job ,whIch have been dIrected 
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STRUCTURE/OVERVIEW/CONVENTIONS 

2.0 STRUCTURE 
2.3.3.1.1 SEQUENCE MONITOR TASK 

previously vIa DIRECT_FILE requests. 
o Remove LNS varIables declared for the job In System Global 

LI'lS. 
o Form~t job termination accounting record and request its 

, transfer to the account ing stream. 
o Others to be def Ined. 

Three job terminatIon procedures may be Invoked 
procedures other than termination oroceduresl 

from 

o One procedure Is ,ca I I ed from the main contro I procedure of 
Sequence Monitor as, the results of Command Language 
Interoreter Drocessing a LOGOUT. 

o One procedure Is called from the Command Language 
Interpreter as the result of Command Language Interpreter 
encountering a second LOGIN. 

o One orocedure is invoked as a result of a signal and event 
occurrence indicating an abnormal situation which Is to 
result in job termination. 

The System Access Manager performs the following functionsl 

o Validate the newly active terminal. 
o If the terml na lis a ba tch inout dey ice, the Stager is 

invoked t~ service the terminal. 
o If the terminal is an interactiva device, the System 

Access Manager does the followingl 
Declares a Job Control Block In System Global LNS. 
Sets the aooroprlate values into varIous fields of the 
JCB. 
Declares a File Control Block for the interactive 
device In System Global LNS. 
Invokes job establishment. 
Continue~ to 0011 tha System Input Device List for 
another termInal becoming actIve. 

The System Access Manager Task Is present at deadstart and 
conti nues to exl sf unt 11 shufdow,n. 
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STRUCTURE/OVERVIEW/CONVENTIONS 

2.0 STRUCTURE 
2.3.3.2.2, STAGE R SUqTASKS 

The Stager performs the following functlonsl 

o Dpens the batch Input devIce. 

2-42 

75/05/30 

o Declares a File Control Block In System Global lNS for a 
alsk resIdent file. 

o Creates this disk resident file as a permanent file, 
o Copies a logIcal Input fIle from the batch Input devIce to 

the disk fIle; 
A logical Input f lie consists of data whIch occurs 
between FENCE (system defined delimiter) records. 
Stager must also recognize and treat HEDGE (system 
defined dellmlterl records whIch may occur in the 
logical input flle to delineate points for restart of 
stagIng. 

o Declares a Job Control Block In System Global LNS. 
o Sets appropriate values into various fields of the JCB. 
o Closes the disk resident file 
o Invokes Job establishment 
o Formats a Job staging report. 
o Continues declaring FCBs if additional logical input files 

exist on the batch input device. 
o If no addi tional I oglca I inout fil es exist, the Stagerl 

Closes the batch input device. 
Outputs th~ accumulated Job staging reports. 
Terminates execution. 

There is a Stager Subtask 
device. The number ~f Stager 
processing day. These executions 
Access Manager Task. 

for each active batch input 
Subtasks will vary during the 
are subtasks of the System 

The Queued Job Monitor performs the following functionsl 

o Selects hlqhest priority Queued job f~om the Known Job 
List. 

o Invokes job establishment 

It may be possible to'eliminate the Queued Job Monitor. If 
comprehensive Job swapping is provided, lob establishment could 
uncondltionslly establish a batch Job by creating' a swap flle 
image and then linking the swa6 flle into the System Scheduler"s 
Deferred Job list. 
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STRUCTURE/OVERVIEW/CONVENTIONS 

2.0 STRUCTUH 
2.3.3.2.4 OPERATOR COMMUNICATIONS 

Each physical ooerator for <I site wi II be reoresented by an 
instance of the Sequence Monitor (includes the System Command 
Language interpreter). This will be accompl ished by having a Job 
for each active physical operator. In the minimum case (one 
physical oper".tor) the Sequence Monitor of the system lob will be 
used. 

2.3.3.2.5 ~-fSTA8LISHER TASK 

The Job Establisher performs the fol lowIng functlonsl 

o ExecutIon is activated by the receptIon of sIgnals which 
orIginate from within the SUBMIT request Processors of the 
SYstem Job and User Jobs. 

o Determines whether current system Imposed thresholds 
permit immediate establ ishllent of another lob. 

If immediate establishment Is prohibited a!ll1 the Job 
cUrrently beIng considered is either interactive or 
~3tch with no queue permission specifiedl 
- Issues a reject to the SUBMIT request orocessor from 

which the establishment request (I.e" signalt 
originated. 

If immediate establishment is prohibited ~nQ the Job 
oeinq considered is batch 2DQ has ~ueue permission 
soecifie-il 
- Construc~s pn entry for the job in the Known Job List 

and marks that entry to indIcate it Is- 'not 
establ ished·. 

If immedIate establishment is oermittedl 
- Constructs a swao file Image for the Job. This image 

wIll be provided by 3 system template which contains 
3 S~gment Oescriptor Table Image with standard system 
segments. and imagas of Control Points and tables 
which will be useQ to control lnitial and subsequent 
execution ctf SeCluence Honitorin the lob once it has 
been swaooed into memorv. 
Constructs an entry for the Job in t~e ~nown Job LIst 
Hnd m3rks that entry to indicate 'estHbllshed and 
s"Hoped-out'. (Not,,: If the job Is one for which a 
K.-,own Job List "ntry marke,j as 'not establIshed' 
already exists, that entry is remarked as 
'''stabl ished and swapped-out'), A link to the 
relevant swao file is olaced into tne KnoMn Job List 
entry for the job, 

- Assur .. s the activation of the System Scheduler by 
causina an pvent upon whIch fni~ sc~eduler Maits when 
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STRUCTURE/OVEQVTEW/CONVENTIONS 

2.0 STRUCTURE 
2.3.3.2.5 JOB ESTAflLISHER TASK 

there are no requirements for its executIon. 
o Obtains 8nothar establIshment request. If one exists. from 

its signal (lueue. then begins the process again. If no 
request exists, Job Establishment walts for the reception 
of the next signal from a SUBMIT request processor. 

The Job Estab I isher Task Is oresent at system deadstart. 

rhe Job Collapser performs the following functionsl 

o Execution is activated by the arrival of signals which 
origin3te from within Job Termination orocedures, These 
signals contain information which identifies lobs which 
are to be removed from the system, 

o Performs deal location of job elements which are essential 
for the syste'll's ident! flcation and control of a job. 
These elements. therefore, cannot be dealloc3ted from 
within the job itself. 

Deallocates system segments assigned to the job, 
Releases lob related tables. 
Rethreads tables where apProprIate. 
Releases the swap file associated with the lob. 
Removes the Known Job List entry associated with the 
Job. 

o Causes an event to assure activatIon of SYstem Scheduler. 
o Causes ~n event to assure activation of Queued Job 

Monitor. 
o Obtains another COLLAPSE request. 1 f one exists. from 1 ts 

signal 'lueue. then begins the process 3gain. If no 
reauest exists. Job Collapser waits for the reception of 
the next signal trom Job TerminatIon procedures. 

The Job Col laoser Task Is present at system deadstart. 

The File Router performs the following functio~sl 

o Awaken"d by signals from the ROUTE request processor in 
this Jao and in User Jobs. 

o Determines identity of file to be routed and the desired 
_routinq destination from information accomoanying the 
siqnal. 

o Determines whether outout to the desired destination is 
currently active, 

If so, olaces name of iile to be routed in ~ Queue for 
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STRUCTURE/OVERVIEW/CONVENTIONS 
-------------------------------------------------------------------~---
2.0 STRUCTURE 
2.3.3.2.7 FILF. QOUTER TAS~ 

the relevant task of the Output DIstributor. 
If not, Invokes the executIon of an Output DIstributor 
task and specifIes.the IdentIty of the destInatIon and 
the Identity of the file to be routed. 

T~e File Qouter is present at system deadstart. 

2.303.2.8 ill.!l PUT 0 IS T !u!ll.!!Q!L~!l.E!!A~K~ 

The Outout Distributor performs the fol lowIng functionsl 

o Ooens. a System Output Device. 
o Transfers a file from disk storage to the System Output 

DevIce. 
o Closes the output devIce when no 

Queued for tr~nsmission to the 
currently beIng serviced. 

addItional flies are 
System Cut put DevIce 

o Terminates execution. 

There is an Output DIstrIbutor Subtask for each actIve 
System Output Device. These executions are subtasks of the File 
Rout·er Task. 

The Active Device Detector Is a procedure of ConfIguration 
Manager and performs' the following functions~ 

o 

o 

o 

Detects hardware level slgnals whjch indIcate that a 
prevIously inactIve device has become actIve. 
Associates a hardw"lre, sIqnal with a device and places the 
device type 'and device identifIer in the System Input 
DevIce LIst. 
Causes an event or sends a signal ,to awaken SYstem Access 
Manager. , 

The Configuration Manager oD,eration environlllent wlll be 
supplied. 

2.3.3.2.10 RUNNING JOlLJjQJll!.QB. 

The PunninQJobMoni tor p er'forms the fo 1,1 owIng functl ons I 

o netermines which active' Jobs should be moved to ready 
status based on tIme slice and whether the lob is waitIng 
or not. 

o DetermInes which ready lobs should be moved to actIve 
status based on ,tIme slIce, whether the lob Is waIting or 
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ST~UCTURE/OVERVIEw/CONVENTIONS 

2.0 SIRUCTLI~E 
2.3.3.2.10 RUNNING JOB MONITOP 
-----------------------------~-----------------------------------------

not, availabIlity of enough real memory for the w'orking 
set of the Job, and the number of already actIve lobs. 

o Performs the state changes for the aopropriate JObS. 

The 
deadstart. 

Running Job MonItor Task Is present at system 

The Deferred Job Monitor oerforms the following functlonsl 

o DetermInes which lobs should be swapoed out based on 
rel3tive priorIties, tIme slIces and lob status. 

o Swaps out aoprooriate JobS. SwappIng out InvQlvei 
collecting tOQether all system tables about the job and 
writIng them to t~e swap file, deal locating al I nonshared 
actIve seqments, and changing the job status in the Known 
Job List. 

o Determines which Jobs that are swaoped out should be 
swapoed in based on relative priorities, lob status, and 
avallability-cf system resources. 

o Swaps approoriate Jobs which involves real locatIng system 
tab I "5 an d act I ve se gm!) ntso 

The Deferrp.d Job Monitor Task Is present 
deadst art. 

at system 

Page, Contro I 

Dagp. control Is rp.sDonsible for the 
memory accordIng to usagp. an~' scheduiing 
oerforms the follo,wlnq functIons: 

management of real 
requirements and 

o Maintains' the status of a II pages in mellory and pertor'ms 
r"Quests involving tile allocation, locking and fixing of 
memory paqe frames. 

o Performs all reaues'ts for the movement of pages from 
immediate access memory to ex~ernal mais storage and back 
in segment deoendent bloc~ sIze, whIch must be ~ultiple of 
paQe frame size. 

o MaintaIns Job workIng set size for schedul ing and swap 
control. 

o Controls memory occupancy based on usage and scheduling 
requirements. 

o Performs se~ond level error orocessing In conjunction with 
Block Managereent. 
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------~----------------------------------------------------------------
2.0 STRUCTURE 
2~3.3.2.12 BLOCK MANAGE~ TASK 
-----~-----~-----------------------------------------------------------

The' Page Control procedures are a part of the Block 
Management program. 

Block Management 

o Controlling the movement of data blocks between buffers or 
seqments and previous I y opened fi I es on oer i phera Is. 

o Per'form inq secof"ld I eve I error recovery for per Iphera I 
prrors that cannot be handl.ed by controllers or channels. 

o Manaqing buffer. assignment within virtual memory for 
explIcitly rE>.feretnced files. 

To be supplIed. 
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-----------------------------~-----------------------------------------
2.0 STRUCTURE 
2.3.4 SYSTEM EXTENSIONS 

2.3.1t SYSTEM EXTENSIONS 

System Job/Task Services 

SYstpm extension technIques analogous to todaY's systems 
will be available via system generation. System ge~eration will 
be used when extendIng task services and/or the system Job. The 
formal intp.rfaces and conventions (OStlGATE, signals, LNS, SWL, 
standard file formats ••• ) defined and used by the intitial 
ooeratlnq system will make extension easIer. 

Subsystems 

A funda'1lental concept of IPLOS is the separation of 
operating system code Into two oartsl the part that runs outside 
the user address space (System Jobl and the part that runs Inside 
the uspr address space (Task Services). Task ServIces are 
protected from the user by beinq In a lower, more prIvIleged ring 
of protection. This allows task servIces to be directly called 
by th~ user, to oass parameters by reference, and In general, 
accrue al I the benefits 'of a common addressInq context, while 
retaInIng protection and Integrity. Theoper<lting system Is not 
the only code for which such.a seoaration is desIrable • 

Subsystem Services 

SubsYstem servIces also have the need to be rapIdly and 
conveniently accessed ~y their users as well as being protected 
from them. They also share the users n~ed of utilizing task 
servIces so in that regard, they appear to task servIces as being 
Just another user from which It must be protected and to which it 
must be readily accessIble. Subsyst'!m. ServIces then may be 
viewed as a ge~eral'ization of the address space relationship 
between task services and. the user. For tills reason, the 
hierarchic;; I asoect of rinqs -of protection aoplies directlY, 
since there is a natural hierarchy between the sytem, subsystem 
and user. 

The file systt'm in supporting FAP's will be the initial user 
of subsystem technIques ~nd will orovlde the inItial example of 
the creation, establishment, calling, execution environment, and 
terminatIon ofsubsvstem code. As the operating system and data 
base management proJects orogress, the reauirements for support 
of subsystems wII I beco~e better ~eflned. 
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2.0 STRUCTURE 
2.4 DATA STRUCTURES 

2.4.1 INTRODUCTION 

SYSTEM TABLES 

TheOperati~q SYstem is d~pe~dent on the use of tables to 
provide Interfaces between dIfferent system modules and ·between 
the System and the User, and to describe the basic objects 
supoorted by the system and how these objects are related. When 
a table is defined wIthin the system, consideration must be given 
to the following six general chBracteristics. 

o Protection Should th~ 

hardware from Inadvertant 
information be protected 
operat ions? 

informatIon be protected by 
write operations? Must the 
from malicious wrIte/read 

o Scooe Shou 11 tha information be "'cal to a user or 
should it be made qlobal and shar"able by other users? In 
general, information should be globally defin",d only wh",n 
reauired. I(eeping informat ion local to a user has two 
advantages: 11 this information Is private and no other 
user can interfare with it, and 21 if most of the tables 
required by a Job are collected locally. it is easier for 
the system to keep track 0 f a user (restart, pagi ng 
crItIcal tables, etc.l. 

o Resi~ence Should the information be oageable or locked 
down? Wherever possIble, information should be oageable. 
It should be locked down only when an obvious effIcIency 
case ~xIsts.Three poInts c~n be majel 11 System Monitor 
cannot tolerat~ access interruots, so any informatIon 
referenced by System Monitor must b~. in real memory at the 
tim~ of reference, 21 1/0 channels use absolute addresses 
and require that real memory exists When In operation, and 
3) there are deqrees of paqeabillty, that Is, some 
Information must b~ oresent If ~ task is to use the CPU 
and can only b~ explicitly removed. ~n examele Is the 
Segment Descriptor Table. 

o Addressing - Should the information be symbolIcally or 
dIrectly addressable? When the user wishes to perform 
program control and data modification functions. he must 
address the system symbolically (Command Language). 
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2.4.1 INTRODUCTION 
-----------------------------------------------------------------------

Therefore, any features whIch are externalIzed via the 
Command Language must be supported by symbolically 
addresse~ tables. Throughout the system, thIs group of 
tables Is referred to as the Loqlcal Name Space (LNS). 

o Life Cycle - When 1'111 I the table come Into existance and 
when will It dlsapnear? The data to descrIbe a Job Is 
divided Into environments which wi II go a~ay, when the Job 
terminates, when a task terminates. when the system 
crashes. and environments whIch will live forever unless 
explIcitly removed. 

o Crash '?E'slstance - When the System crashes, how wIll the 
tables be reconstructed? What Impact wIll there be on 
recovery if the tables cannot be reconstructed? Hil I the 
corrupting of the tables cause a System crash? What 
protect ion 1'111 I be provided to detect corruption? 
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2.0 STRUCTURE 
2.4.1 INTRODUCTION -----------------------------------------------------------------------

The Operating Syst~m table structures are contained In 
several segments which have differing combinations of the 
attributes of protection. scope. residence, addressing and life 
cycle mentiol"led before. Fvery request made by a user will result 
in action against structures contained in the supported 
environments. 

The attributes lIsted are avallable In some segments as 
detailed later. Not al I combinations of attributes are necessary 
or provided. 

o Protection attributes are: 
dlrectl y readat> I.e lOR) 
directly writable COW) 
interpretively readable through LNS (IR) 
Interpretively writable through lNS (IW) 

o Scooe attributes arel 
by the OS in the System Job (SJ) 
by the OS in Task Services In User Job (TS) 
by the user program (USER) 

o Residence attributes are: 
pageab I elP) 
fixed, which implies that some but not necessarily all 
of the segment may be fixed (F) 
swaopab Ie I SWAP) 

o Addressing attrihutes arel 
direct IDA) 
symbo Ii ca II y thrpugh lNS (SYMI 

o Llfecycle attributes arel 
for the auration of the system day (SYSI 
for the duration of the job (J.OB) 
for the duratIon of the task (TASK) 

There are several segments containing system tables which 
are always oresent and have known attributes. These are 
described be low. User a'nd System Tasks. maY have lNS, working 
storage, and stack segments with varying attributeS which may 
contain some system tabl es. This will be noted in the 
descriptions of the Individual table structures. The segments 
shown in the following table are always supported and have the 
indicated attributes. 
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TheOperat I ng Syst'em tab! e structures are conta ined in 
severa I segments which have di f fering combInations of the 
attrIbutes of protection, scope. residence. addressing and life 
cycle mentioned before. Fvery reQuest made by a user will result 
In action aqainst structures contained in the supported 
environments. 

The attributes listed are available in some segments as 
detailed later. Not all combinatIons of attrIbutes are necessary 
or provided. 

. 0 .Protection attributes aret 
dIrectly re.ad<ible (DR) 
dIrectly wrHable IOWI 
interpretively readable through LNS URI 
interpretIvely writable through LNS IIWl 

o Scope attributes arel 
by the OS in the System Job (SJl 
by the OS in Task Services .in User Job ITS) 
by the user program (USER) 

o Residence attributes are: 
pageab I elP ) 
fixed, which impll~s that some but not necessarily al' 
of thi segment may be fixed (F) 
swaopab Ie (SWAP) 

o Addressing attrIhutes arel 
direct (DAl 
symbo I I ca II y. throu'lh LNS ISYMl 

o Lifacycle att~Ibutes arel 
for the duration of the system day (SYS) 
for the duration of the lob (J.DBI 
for the duratIon of the task (TASK) 

There are several segments containing system tables whIch 
are always present and have known attributes. These are 
described below. User a'nd System Tasks. may have LNS. working 
storage. and stack segments with varying attributes which may 
contain some system tabl es. This wi II be noted In the 
descriptions of the Individual table structures. The segments 
shown in the followIng tab.le are always supported and have the 
indicated at.trlbutes. 
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2.0 STRUCTURE 
2.4.3 ADDRFSS SPACE OF SYSTEM JOB 

2.4.3 ADORESS SPACE OF SYSTEM JOB 

DEDICATED SEGMENTSI 

o Signal Buffers for all Running Jobs 
1 Inval id 
2 Inval id 
3 Segment Descriptor Tabl as for all Running Jobs 
4 Control Point Buffers 

LNS Segments I 
5 System Global 
6 User' Lo~al for this Job 
7 SYstem Local for this Job 
8 User Global 
9 ,System Local for thE' System Job 

llifLl::!.QLl1.!2.LECQgC.2!!!~.!l!lUl!.s.!. 
10 COde 
11 Working Storage 

Task Ser v~Progr~~.9!!lJ!.!l.Ul 
12 Code 
13 Working Storage 

~~~~2nll.QC.-EC9sr2ID_~g.9!!lJ!olS1 
14 Code 
15 Wo.rking storagE' 

~!.!Jm&~.J::!.Q.Llil 0" T ~~.rung.n.u.L 
16 Stack for Task Monitor execution 
17 Stack for Task Services execution 
18 Stack for Seaugnce Monitor execution 
19 Binding,for TM, TS, SOH 

20 Job Buffer Pool 
21 Rinding ,0" this Job 

NONOFOICATED ,SEGMENTS I 

• ~.s.ll!IL8.££~_tl.i!ruHI~r:.:.S.ggmgLliSl 
Task 
Stack for Task Monitor execution 
Stack for Task Services execution 
Stack for System Access Manager progr~m execution 

Progr'lm 
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Code 
Working Storage 

Stuger Subtasks (3 stacks per subtaskl 
Stack for Task Monitor execution 
Stack for Task Services execution 
Stack for Stager procedure execution 

ill!..2. Estahl~~~.!l.gmIDlll.!. 
Task 

Stack for Task Monitor execution 
Stack for Task Services E'xecution 
Stack for Job Est~hlisher program execution 

Proqram 
C oefe 
Norking Storage 

~1J.e.;LJ ob -'1rul.ll.Qc.~eg!!UUlU.!. 
Task 

Stack for Task Monitor execution 
Stack for Task Services execution 
Stack for Queued Job Monitor program execution 

Prog,.am 
Code 
Work ing Storaqe 

Qtlru:;c.,g!l~tl.QO.U.ru::~g!!!!illlll 
Task 
Stack for Task Monitor execution 
Stack for Task Services execution 
Stack for Deferred Job Monitor program execution 

Program 
Code 
Working Storage 

~~OLllog_J.QQ_tl.QDll.Q~~gm~o1.s..!. 
Task 
Stack for Task Monitor execution 
Stack for Task Services execution 
Stack for Running Job Monitor oroqram execution 

Program 
COd"! 
l~ork ing Storaqe 

JaQ_~~ll~_:ia9m~~L 
Task 
Stack for Task Monitor execution 
Stack for Task Services execution 
Stack for Job Collapser orogram execution 
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Program 
Code 
WorkIng Storage 

E.ll~Y.ll!:...S.!t~lll. 
Task 
Stack for Task Monitor executIon 
Stack for Task Services executIon 
Stack for FIle Router program execuilon 

Program 
Co::te 
Work Ing Storage 

Output Distributor Subtasks (3 stacks per subtaikl 
Stack for Task MonItor executIon 
Stack for Task ServIces executIon 
Stack for Out out DistrIbutor procedure executIon 

!ll!I.~a na ge r . ~lUltt.! 
Task 
Stack for Task Monitor executIon 
Stack for Task Services executIon 
'Stack for Block Ma"age r program executIon 

Program 
Code 
WorkIng Storage 
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2.0 STRUCTURE 
2.4.4 ADORESS SP4CE OF JOB USING A SUBSYSTEM 

2.4.4 ADORESS SP~CE OF JOB USING·A SUBSYSTEM 

DEDICATED SEGMENTS: 

o SIgndl' Buffers for all Running Jobs 
1 Invalid 
2 InvalId 
3 Segment DescrIptor Tables for all Running Jobs 
4 Contro I Pol nt Bu f fers 

~~J!!~l 
5 System Global 
6 User Local for thIs Job 
7 System Local. for thIs Job 
/I User Global 
9 System Local for the System Job 

Task Monltor eC~SJJl~!I!!mll.!. 
10 COde 
11 WorkIng Storage 

La.§~.!lC~_e.t:ru!L:2!!LS.!l.gme nts I 
12 Code 
13 Working Storage. 

~g~g MonItor Prodram~~~l 
14 Co de 
15 WorkIng Storage 

S.~.Y.!l!l.£L!irul.!iQ.C-I.li~~nttl 
16 Stack for Task MonItor executIon 
17 Stack for Task ServIces executIon 
18 Stack for SeQuence Monitor executIon 
19 BIndIng for TM, TS, SOM 

20 Job Buffer Pool 
21 Binding for this Job 

NDNDEDICATED SEGMENTS: 

~~S~rvices P~ogram SegmlUlll.!. 
Code 
Working Storage 

~Y:it"m LNS ~!l!!l~ll.t 
Su bsystem Loca I f or this Job 

. . 
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2.0 STRUCTURE 
2.4.4 ADDRESS SPACE OF JOB USING A SUBSYSTEM 

SubsYstem Local for the Subsystem Job 

~~gs~_~gm~n~~ 
Stack for Task MonItor executIon 
Stack for Task ServIces exe~ution 
Stack for Subsystem Services execution 
Stack for User Program executIon 

~ Program Segme~ 
Code 
Working Storage 
Fi I es 
Libraries 
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2.0 STRUCTURE 
2.4.5 ADDRESS SPACE OF SUBSYSTEM SUPERVISOR JOB 

2.4.5 ADORESS SPAC' OF SUBSYSTEM SUPERVISOR JOB 

DEDICATED SEGMENTS I 

D SIgnal Buf ters for all RunnIng Jobs 
1 Invalid 
2 Invalid 
3 Segment Descriotor Tables for al I Running Jobs 
4 Control Point Buffers 

i.!iS.~mp Dill 
5 SYstem Global 
6 User Local for this Job 
7 System Local for this Job 
8 User Global 
9 System Local for the System Job 

Task Mooi1~~rogr~~ 
10 Co de 
11 Working Storage 

la~~~~c~~Prog~gmeotsl 
12 COOP. 
13 Working Storage 

~~e Monit~roqram Segment~~ 
14 Co de 
15 working Storage 

~~~onitor Task Segme~ 
16 Stack for Task Monitor execution 
17 Stack for Task Services execution 
18 Stack for Sequence Monitor execution 
19 Binding for TM, TS, SQM 

20 Job Gufter Pool 
21 Binding for this Job 

NDNDEDICATED SEGMENTS: 

~systPm Sery~ Program ~gn1s! 
Code 
Working Storage 

~ystem LNS Segm~~ 
·Subsystem Local for this Job 
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Subsystem Local for the Subsystem Job 

~system Supel:lLis.ru: -Task S~!l1.U 
Stack fo~ Task Monitor execution 
Stack for Ta·sk· ServIces executIon 
Stack for Subsystem Services execution 
Stack for Subsystem Supervisor Program 

SYQsystem SypervIsru:~9ram Segm~~~ 
Code . 
Worklnq Storage 
Flies 
Ll brar Ies 

execution 
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2.0 STRUCTU~E 
2.4.& BASIC SYSTEM OBJECTS 
----------------------~----------------~-------------------~-----------

2.4.& BASIC SYSTEM OBJECTS 

2.4.6.1 .J.Q.Q 

A job is an entity directly related to a user and has the 
following characteristics' 

o there is one address space per job 

o It is the identi flabl e user of resources (f iles. devices. 
memory, ... ) which it can create, control access to, and 
destroy 

o it is the basis of system supported accounting 

o it is the swaopable entity 

o there is one LNS search list oer Job 

The system maintains several lists that reflect the current 
state of a Job as shown in Figure 2.4.&-1 and aret 

o Known Job List (KJU 
o Oeferred Job List (DJLI 
o Running Job List (RJLl 
o Active Job List (AJLl 

The Known Job List contains a II jobs known to the system 

o Not yet establ ished Jobs 
o Swapped out jobs with system segments deallocated 
o Running jobs 

The Deferred Job LIst contains all those job swapped out. 

o Just establish~d lobs that have not yet been swapped in 
o Jobs that were running but are now swapped out 

The ~un~lng Job LIst contains those known jobs that are 
established and swapped In. 

o System segments are assigned 
o Active lobs 
o Inactive Jobs 
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2.0 STRUCTU~E 
2.4.6.1 Job 
-------------------------------------------------------~---------------

The ActIve Job List contains those Running robs that 
theIr working set available in memory. Each control point 
active job is on the disoatch chain with a status of-either 
or Not-ready. -

Known 
to 

System 
I 
I 

+-------------~+---------------+ 
I I 
I I 

Not I 
Estab lished Established 

I 
I 

+-----------+-------------+--

Figure 2.4.6-1 
JOB LISTS 

I 
I 

have' 
iri an- -
Ready 
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A. tas~ Is the execution of a program. A standard job has 
two tasks. the execution of the ~equence Monitor program and the 
executIon of product set programs or user programs. 

o a task shares an address space with other tasks in the 
job. 

o a task does not own resources. 

o al I tasks 1n a lob are swapped together. 

o there is one signal buffer and signal selection list pet"' 
task. 

o a task may have within it several asynchronous executions 
of procedures. referred to as subtasks. 

o al I the sub tasks of a task share the same 
Loader Symbol Table 
Binding Sect ion 
SIgnal Buf f er 
Signal Selection List 
Common 
Object Segment LIst 
Ll brary List 
Working Storage 

o eachsubtask of a task is sp.parately disoatchable and has 
Its own 

Control Point 
Stacks 

o the System Monitor maintains a Dispatch Control Table that 
contains control point infor~atlon 

Sf atus 
Kind 
Priority 
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-----------------------------------------------------------------------
2.0 STRUCTURE 
2.4.6.2 Task 
-----------------------------------------------------------------------

Figure 2.4.6-2 
EXECUTION CONSTRUCTS 

PCB Program Con tro I Block 
LNS structure. Can be in any LNS segment. 

TCB Task Control Black 
LNS structurl'. Can be in any lNS seqment I oca I to this 

job. 

CP Control PoInt 
System table structure. In segment 114. 

S8 Signal Buffer 
System table structure. Is In segment 110. 

SSL Signal Selection List 
System table structure. 

QGB Queue Control Black 
ECB Event Control Block 

Referenced by address by system code. Can be lNS structure 
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in any LNS segment local to this lob. Can also be at any 
RW address in addresi space of this lob (WorkIng storage, 
Stack, Record, etcl. 

SOT Segment Descriptor Table 
Hardware table structure. Is In segment #3 for thIs lob. 

JCB Job Control Block 
LNS structure. Is in System Global LNS segment. 

JCS' Alias Job Control ~Iock 
LNS structure. Is in System Local lNS segment for thIs 

lOb. 

EPCB EstablIshed Program Control Block 
JST Job Stack Table 
JGT Job Gate Table 
~JL ~nown Job LIst 
RJOT'Running Job Ordina I Table 

System tab Ie structur'es. 
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-----------------------------------------------------------------------

Deoendlng ,on the users level of interface to the Data 
Man3gement system, a file may be vIewed in the following ways' 

o File Management Level - A 'f lie consists 'of a periph,eral 
device or a region of storage on a volume. 

o Rec'ord 
,records 
address. 

Manaqement Level 
addressable by 

,.. A 
key, 

f lIe consIsts of a set of 
by ordinal, or by fiJe 

o Block Manaqement Leve I A f 11 e consls ts of a set ci1 
blocks addressable by block numbers. 

o Segment Level - A fIle consIsts of a segment of virtual 
memory address,ab Ie by segment number and byte 0 ffset. 

The FIle Control Block Provides the primary Interface through 
which a user suoplles, the defInition of a file. 

o A File Control Block must exist before a file can be 
referenced. 

o Cataloged values 'can reolace any existIng File Control 
Block values. 

o Vaiues suoplied through LNS requests can replace any 
existing File Control Block values. 

o Values suoplled through the FM#DEFINE_FILE request can 
reolace only nul I values. 

o No File Control Block fIelds can be dIrectly modified by 
the user after the file Is created (new mass storage 
files), attached (existIng mass storage files) or opened 
(non-mass storage files). 
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2.4.&.3 File -----------------------------------------------------------------------

FCB 

LFD 
BCT 
OFT 
FRO 
AFT 

PFD 

00 

AFT 01> 

1 l 
F(.13 - OFT 

1 J 
PF1> -- FRj) 

,~ 1.):1>-. 1>F,» 
£'(TENS'tON 

I 
~eT 

! 
1./0 

'Bu.,HER 

1 
2 
3 
4 
5 
6 
7 
8 
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10 
11 
12 
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Figure 2.4.6-3 26 
FILE CONSTRUCTS 27 

2,6 
File Control Block 29 
LNS structure. Can be in either System Global LNS segment 30 
or SYstem Local LNS segment for thI~ job. ,31 

32 
Logical File DescrIptor 33 
Buffer Control Table 34 
Ooen File Table 35 
Fil e Request Descrlotor- 36 
Attach"d File Table 37 
Data Management structures. In System Local segment for 38 
thIs lob. 39 

40 
Physical File Descriptor 41 
Syste'm structure. In system global segment. 42 

43 
Ooen Descriptor 44 
Data '1anagemen t structure. In user memory. 45 
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2.0 STRUCTURE 

~~~~~~~-~:~~~~!--------------------------------------------~-----------

A segment Is def ined b,y a seqment number (unique Idl, a 
segment ~escrlptor entry (segment attrlbutei), a,d a body whIch 
Is an array of consecut ive elements (target data I. SInce a 
segment cannot wholly reside In memory, a mappIng between memory 
and mass storage addresses Is always maIntaIned by the Operating 
System. Due to varyIng oerformance and processIng requirements 
this mapping Is supported In multIple waysl 

o Direct Segment- a direct mapping between a mass storage 
file and a segment exists, and any modlfic~tlons made to 
the segment will be reflected automatically in,the fIle. 
Examples would Includel 

Output f i I es 
Read-o'nly data 
Program librarIes 

o Temporary Segment- a segment whIch cannot' survIve beyond 
the lIfe of the creating lob. Several of these segments 
will be mapped into one mass storage pagln'g file. 
Temporary Segments provide a low overhead mechanism for 
allocating and ma'naging temporary structures. Examples 
would includel ' 

Stacks 
Working storage 
Heaps 
Binding sections 
Loca I LNS 

o Indirect Segment- an indirect mappIng between a mass 
storage file and a segment exists. Any modifications made 
to the segment are reflected in a paging fIle, whIch 
exis,ts for the I ife of the Job and may also contaIn 
~odifications to other such segments. A program must 
explicitly ask the system to reflect the changes back into 
the original file. Examoles would includel 

Files being edIted 
Periodic UPdating 
8atching updates 
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2.4. &.4 Segment 

SOT 

... 
:Slot! \ 

PFb _ ALLlXATION I -rt'lAP ,: 

-------1- -;.. "," 
seT, ••• SCTm 

~. 
S1)T _ AF.1T .. 'j>FJ) 

1 
"PT PFl> 

I r . 
MM 

---~----J--...... ",' ... , " 
ONf. pu. :JDB I . sus \ 
"A(o,NC. FILE. I, i>FJ) _ALLO~AT'ON ) 

" Mil" / .-- - --- - ,--"""" 

Figure 2.4.&-4 
SEGMENT CONSTRUCTS 

Segment Descriptor Table 
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TI!Ml'OoC/I/CY 
$1!G.t'1e/olTS 

. 
".}', .' I>IREeT 

SU.ME./oIrs 

tN/),RI!CT 
se & 1"1 I!NTS 

Hardware structure. In o;egm"nt 113 for this lob. 

PT Page Table 
Hardware structure. In real memory. 
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-----------------------------~-----------------------------------------

PFD 

AFIT 
SCT 
MM 

Physical File Descriptor 
System structure; In system global segment. 

Active File Index Table 
Segment Control Table 
Memory Map 
Storage Management structures. In system space. 

NCR/CDC PRIVATE REV 30 MAY 75 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
1ft 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
3& 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 



3-1 
ADVANCED SYSTEM LABORATORY CHP020 4 

75/05/30 
STRUCTURE/OVERVIEW/CONVENTIONS -----------------------------------------------------------------------
3.0 CODING/DOCUMENTIN~ CONVENTIONS 

-----------------------------------------------------------------------

The Intent of this section is to record Information 
pertinent to the development and implementation of the Operating 
System. It will provide a basis for discussion and improvements, 
and will evolve towards imolementation conventions within the 
proJect. 

o The maximum length of all system and user names and symbols 
wil I be limited to 31 characters. 

o All IPLOS modules that deal with 1 - 31 character names must 
be ultimately concerned with the space reQuired to support the 
long names. Wherever feaSible. all such modules should use 
space/table al location techniques that optimize at 8 character 
names with minor performance penalties for lo~ger names (such 
techniques .!ll.!.!.:;.1 be invisible to users). 

o Within IPLOS itself. three levels of naming environments wi II 
exist: 

1) User Visibl e Names 

1 to 31 characters long 
Maximum mnemonic value 

ex. CAUSE_~VENT 

SUBMIT_JO'l 

2) System G I oba I Names 

1 to 31 characters long 
format 
XX#S •• S OR XXX#S •• S 

where 
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3.0 COOING/DOCUMENTING CONVENTIONS 
3.2 IPLO~ NAMING CONVENTIONS 

CHP0204 

xx = OS section code string 
XXX = OS Section acronym 
# = literal string 
S •• S = mnemonIc character string 

ex. LNStlATTACH 

3) .Module Internal Name 

1 to 8 characters long 
Mnemonic acronym 

3.2.1 IPLOS SECTION CODE STRINGS 

OS Operating System 

UI User Interface 

IC Input/Output Control 
CL Command Language 
OC Operator Communications 
SA System Access Manager 
FR File Router" 
MG Message Generator 

JM Job Management 

IT Initiator/Terminator 
RA Resource Allocator 
JS Job Scheduler 
AL Accounting/Logging 
CR Checkpoint/Restart 

PM Program Management 

PF Program Execution 
PC Program Communication 
LL Loader/Linker 
LN Logical Name Space 

OM Data Management 

FM File Managemen~ 
AP Access Procedures 
8M Block Manager 
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3.0 CODING/DOCUMENTING CONVENTIONS 
3.2.1 IPLOS SECTION CODE STRINGS 

,DD Device Drivers 

MM Storage Management (Mempry) 

Me Memory Control 
SC Segm~nt Control 

SM System Management 

SS System Scheduler 
CM Configuration Manager 
OS Oeadstart 
SG System Generator 

SS System Structure 

SY System Monitor 
TM Task Monitor 
TS Task Services 
SB Subsyst-em Supervisors 

UT - Utilitles 

LG Library Generator 
OR Dump/Restore 
MA MeasurIng/AnalysIs 
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3.2.2 SOURCE LIBRARY NAMES AND CONVENTIONS 

o WorkinqOocument 

A working copy of. each GOS Chapter is under the user Id 
MAD wIth file names CH01 ••• CH12. These are TEXTFORM files 
to whIch all Operating System personnel have read 
permission. 

o Version 4 GDS 

A file named OSGDS04 has been created via SCM under user 
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3.0 CODING/DOCUMENTING CONVENTIONS 
3.2.2.1 Documentation Files 
-----------------------------------------------------------------------

o 

id DTC and contaIns a TEXTFORM copy of the 30 MAY 75 
release of the GDS. The deck names are CHP01 ••• CHP12 and 
APDXA ••• APDXE. Use SCM to retrIeve any of this data. 

Conventions 

MODIFY deck names will be equal to document sections (In 
the TEXTFORM context) 

AI I documentation source will be in TEXTFRM Input format 

The user Interface to MODIFY and TEXTFRM wIll be processed 
thru the standard IPLOS source maintenance commands. 

The major use of the Global LlbrarIe~ (i.e •• OSOPL, JMOPL. 
... ) will be to contain all system and sectIon global­
table and symbol definitions and declarations. 

ex. SWL CONST definitions 
SWL TYPE defInItions 
table declarations 
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3.2.2.2 Sour ce Code F 11 es 
-----------------------------~-----------------------------------------

3 • 2 • 2 • 2 S.QYc.t;.!L!:.ruiL£l.!h. 

0 LIbrary Names 

FORMAT 
XXOPLNN 

·where 
XX - 2 letter IPLOS sec t 1 on code 
OPL = Literal 
NN = VersIon Number of library 

(blanks Inserted . for claritY, actual name wI thout blank) 

OS OPL 01 OperatIng System Global LIbrary 

UI OPL 01 User rrterface Global Library 

IC OPL 01 Input/Output Control LIbrary 
CL OPL (H Command Lan9uage LIbrary 
OC OPL 01 Operator CommunIcations llbrary 
SA OPL 01 System Access Manager LIbrary 
F~ OPL 01 File Router Library 
MG OPL 01 Message Generator LIbrary 

JM OPL 01 Job Management Global Library 

IT OPL 01 Initiator/Terminator Library 
RA OPL 01 Resource Allocator Library 
JS OPL 01 Job Schedu I er Library 
AL OPL 01 Accourting/Logging llbrary 
CR OPL 01 Checkooint/Restart Library 

P"1 OPL 01 Program Manag emen t Global Library 

PE OPL, 01 Program EXecution LJbrary 
PL OPt 01 Program Communication Library 
LL OPL 01 Loader/Unker Library 
LN OPL 01 Log i ca I Name Space Ubrary 

OM OPL 01 Data Management Global Library 

F"1 OPL 01 Fi I e Man ag emen t L i br ary 
AP OPL 01 Access Procedures Library 
8M OPL 01 ijlock Manager Library 
00 OPL 01 Device Driver Library 

NCR/CDC PRIVATE REV 30 MAY 75 

1 
2 
3 
4 
5 
& 
7 
8 
9 

10 
11 
12 
13 
14 
15 
1& 
17 
18 
19 
20 
21 
22 
23 
24 
25 
2& 
27 
28 
29 
30 
31 
32 
33 
34 
35 
3& 
37 
38 
39 
40 
41 
42 
43 
44 
45 
4& 
47 
48 

3-& 
ADVANCED SYSTEM LABORATORY CHP0204 

75/05/30 
STRUCTURE/OVERVIEW/CONVENTIONS -----------------------------------------------------------------------
3.0 CODING/DOCUMENTING CONVENTIONS 
3.2.2.2 Source Code Files -----------------------------------------------------------------------

o 

MM OPL 01 

MC OPL 01 
SC OPL 01 

SM OPL 01 

SS OPL 01 
CM OPL 01 
OS OPL 01· 
SG OPL 01 

SS OPL 01 

S,( OPL 01 
TM OPL 01 
TS OPL 01 
SA OPL 01 

UT OPL 01 

LG OPL 01 
DR OPL 01 
MA OPL 01 
SC OPL 01 

Conventions 

Memory Management Global Library 

Memor~ Control Library 
Segment Control Library 

System Management Global LIbrary 

System Schedul er Library 
Configuration Manager Library 
Oeadstart LIbrary 
System Generator Library 

System Structure Global LIbrary 

System Monitor Library 
Task MonItor Library 
Task Services Library 
Subsystem SUDervisors Library 

Utilities Global LIbrary 

Library Generator Library 
Dump/Restore Library 
Measuring/Analysis Library 
Source Code Halntenanc@ Library 

the source IIbr~ries will all be maintained in the MODIFY 
program library format 

the use of MODIFY COMMON decks techniques must be 
maximized 

al I O.S. table declarations must be stored as COMMON 
decks. 

the library structure should be viewed as a three level 
structure 

o OS global highest 
o Major division global lower 
o Discrete lIbraries lowest 

A I I code modu I es and COMMON decks must be D I aced at the 
lowest level in the structure possible 
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~.O COOING/DOCUMENTING CONVENTIONS 
3.2.2.2 Source Code Files 
-----------------------------~-----------------------------------------

A II source coding will be done in ISHL/SHL 1 
2 

E3ch HOD IFY iJ ECK will' repr esent one and on I y one I SHl/SWl 3 
modul e 4 

5 
Until such tim. as ASl/IPL wide source maintenance 6 

conventions are developed, a specia~ set of terminal commands 7 
will be develooed and utilized for the IPlOS project. 8 
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75/05/30 

-----------------------------~-----------------------------------------

This section wi! I attempt to suggest a few practical and 
probably obvinus conventions, wIth the hope that the list will be 
mOdified as suggestions from project personnel are forthcomIng 
and evolve into a orototype stanrlard. 

3.3.1 DECLARATIONS 

o Arrange declarations into some logical grouoing and IdentIfy 
with headings 

CONST 

TYPE 

COMMON FILE S 

EXTE~NALS 

LOCAL DATIl 

n Indent level numbers 

o Identifiers should tend toward self descriptIon. (wIthIn length 
constraints! 

o 8e consistent with margins and startIng columns for elements 
within declaration statements 

o Position compiler control toggles to the left side of listing 
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3.3.2 PROCEDURES 

3.3.2 PROCE DU RES 

CHP0204 

o Keep procedures sma I i as possib Ie, one or 
average 

o Provide comments for groups rather than 
statements in order to maintain continuity of 
not over kl" on commenting., 

o One procedure statement per line 

o Use indentat ion for both code and comments 

o Avoid use of GO TO statement 
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two pages 

individual 
code do 
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3.0 CODING/DOCUMENTING CONVENTIONS 
3.4 SOURCE DOCUMENTATION CONVENTIONS -----------------------------------------------------------------------

IPlOS wIll use the SES defined 
avallahle under the subsystem for source 
An example is as followsl 

/batch 
$RFl,20000." 
/get,runses/un=al I 
/get,rundp/un=soe 
/-runses 

Document a t ion Pro'mpt er 
module documentation. 

•• HSG 1; SES Vl.0 75/05/30. 09.10.22. -PLEASE LOGIN 
? looin mad4 profile=rundp 
HMSG 81; PROFILE PROCESS1NG INITIATED 
0001030=·PROCEDUREr 
? tentatIvely_allocate 
0001040= 
? = 
00~1040=·PROGRAMMER: 

? MAO 
0001050= 
? = 
0001050=·PURPOSEI 
? This procedure determines If an allocation of a 
0001000= 
? particul-ar peripheral to a lob can be permitted 
0001070= 
? based on the peripherals current usage, the 
0001080= 
? usage reQuested, and ~he oossibility of deadlock 
0001090= 
? If the allocation were made. 
0001100= 
? = 
0001100 =. INPUT: 
? unit:: the unit table entry of the peripheral to be 
0001110= 
? allocated. 
0001120= 
? reQ_shareablell boolean set to true if the unit is 
0001130= 
? requested as shareable, false if the unit is 
0001140= 
? reQuested for exclusive use. 
0001150= 
? rsacl: the current shared, assigned, claimed for the 
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3.0 COOING/DOCUMENTING CONVENTIONS 
3.4 SOURCE DOCUMENTATION CONVENTIONS 
-------------------------------------~---------------------------------

0001160= 
? job reflecting any previous tentatIve al locatIons. 
0001170= 
? = 
0001170 ="OlJTPUT I 
? allocatIon_okll boolean sat to true if the allocatIon 
0001180= 
? can be permitted,· false if It cannot. 
0001190= 
? = 
000119 O="HET HOD I 
? '= 
0001200="DATA_USAGEI 
? pseudo_avallabletl arrary of avaIlable peripherals 
0001210= 
? reflecting any prevIous tentatIve allocations. 
0001220= 
? = 
0001220="CDHPILE~OPTIONSI 

? = 
0001230="NOTESI 
? = 
0001240="MESSAGESI 
? = 
00012S0=~RESTRICTIONS: 

? = 
DOCUMENTATION NOW ON DaCE - SAVE IT 

""HSG 67; RUN COMPLETED 
? logout 
""MSG 84; CONNECT TIME = 00.09.56. 
" END SS 1. 0 
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3.0 CODING/DOCUMENTING CONVEN~IONS 

3.4 SOURCE DOCUMENTATION CONVENTIONS 

/edit,doce 
BEGIN TEXT EDITING. 

? I;" 

"BEGIN_OOCUMENTATIONI 
"PROCEDUREI tentatively_allocate 
"PROGRAMMERI MAD 
"PURPOSE: This procedure determines If an al location of a 
.. particular peripheral to a job can be oermitted 
.. based on th e per i oherat s current usage, the 
" usage requested, and the possibility of deadlock 
" if the allocation were made. 
"INPUTI unitllthe unIt table entry of the oeripheral to be 

"OUTPUTI 

"METHODI 
"DATA_USAGEI 

" "COMPILE_OPTIONS: 
"NOTESI 
"MESSAGES: 
"RESTRICTIONSI 
"END_DOCUMENTATION: .. 

a I located. 
req_shareablell boolean set to true if the unit is 

requested as shareable, false If the unIt Is 
requested for exclusive use. 

rSHc11 the current shared, assigned, ctaimed for the 
job reflecting any previous tentative allocations. 

allocation_oktl bool·ean set to true if the allocation 
can be permitted, false if it cannot. 

NONE 
pseudo_availablell array of available peripherals 

reflecting any previous tentative allocations. 
NONE 
NONE 
NONE 
NONE 
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3.4.1 TABLE SPECIFICATION 

3.4.1 TABLE SPECIFICATION 

CHP0204 

TA BlE NAMF I "system name of tabl e" 

Puroosel "one line description" 

Usage: "reason for eX'istence·· 

Creatorl "system module building table" 

Readersl "system modules" 

Writers: "system modules" 

Referencel "other tables/structures pOinted at" 

Decl aratlonl "SWl declarat lons/def initlons" 
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3.0 CODING/DOCUMENTING CONVENTIONS 
3.4.1 TABLE SPECIFICATION 

011500 "$s" 
011600"------------------------------------------------------
011700table namel logical file descriotor (Ifd) 
011800purposel an I fd is the orimary contro I block for an instance 
011900 of open of a file. 
012000usage: the tfd contains al I information necessary to describe 
012100 an instance of open of a file. the Ifd contains 
012200 the working storage and current file status for the 
012300 file access procedure that processes user requests 
012400 against the file. 
012500creatorl the Ifd is created at fIle ooen tIme by the fIle access 
012600 procedure that processes requests agaInst the file. 
012700readers: file access procedure 
012800wrlters: file access procedure 
012g00referencesl PFDX for file 
013000" 
013100 
013200 
013300"def ine temporary tyoes for temporary buffer manager" 
013400 
013500 
013600 CONST 
013700 bufcount = 50; "max number of blocks" 
013800 TYPE 
013900 bct_entry = RECORD 
014000 blknuml integer, 
014100 blk_allocated: boolean, 
0142aO blkptrl -array[ • J OF char, 
01430Q RECENO; 
014400 
014500"define loglcal_file_description_table" 
014600 
014700 
01 4ao 0 
014900 
015000 
015100 
015200 
015300 
015350 
015400 
015500 
015600 
015700 
015800 

TYPE 
rel_fap_Ifd = RECORD 

JOb_idl osflkJI_ordinal, 
cur_rec_otr: rel_fileaddress, 
auth_func_codesl rmOrequests_set, 
r n_I nc I boo I ea n , 
10ckIngl boolean, 
lockoptl rmflreserve_option, 
cur_blk_numl integer, 
tImeout I integer, 
blkptr: -array[ • J OF char, 
ofdxp: -rel_fap_ofdx, 

RECEND; 
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3.5 OPERATING SYSTEM REQUEST/RESPONSE STATUS FORMAT 

3.5 QefEAIING SYSIf~REQUEST/RESPO~~~L 

A II IPLOS Request p .. ocesso .. s that .. etu .. n status Information 
will use a system standard status .. eco .. d fo .. mat. The system 
message generator wIll also use the same reco .. d format as Input. 

SWL Record formatl 

TYPE 
OSIISTATUS = RECORD 

LEVEll 0 •• OFF(16), "gener31 level Indlcato .... 
FROMt STRING (21 OF CHAR, "IssuIng OS sectIon" 
ST_CODEI 0 •• OFFFFU61 _specifIc status code", 
HESGI STRING (32) of CHAR, "message mask" 
RECENO; 

WHEREI 

LEVEL - IndIcates the gene .. al status, the values of which are 
shown in the followIng table. 

FROM IndIcates the OperatIng System category that issued 
the status 

ST_CODE - IndIcates the specif Ic code Issued by convention 
threat the upper dIgit as a category and the 
remainIng digits as specific er~ors within a 
category. 

1xx - parameter errors 
2xx - access er .. ors 
3xx - functiona~ e .. rors 

Ito be supplied) 
9xx - internal condItion reJects 
Axx - internal error r~Jects 
Fxx - unidentifiable ,problem, 

MESG - One or mo .. e cha .. acter insertion strIngs wIth asterIsk 
I"',) separators Iflrst character of the message will be 
used as separator). The total length of the text 
strIng includIng separators is 32 characters. The 
message generator references a message dIctIonary wIth 
a key based on the request status code and message 
text wIth asterIsk sub,stitution IndIcators. 
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3.0 CODING/DOCUMENTING CONVENTIONS . 
3.5 OPERATING SYSTEM REQUEST/RESPONSE STATUS FORMAT 
---------~-------------------------------------------------------------

+---+---.---+---+ 
S= I 0 I 4 I 8 I C I 

STATUS 

I 1 I 5 I g I 0 I 
I 2 I 6 I A I E I 
I 3 I 7 I B I F I 

-----------~-------~+---+---+---+-~-+ 
Acceoted I xl x I I 

Completed I x I I I 
Not completed I 'x I I 

I , I I 
ReJected I , 'x I x 

I I I x', User p .. oblem 
System problem I I I I x 

--------------------+---+---+---+---+ 
EXAMPLE 

Status "8AP701" '¥MYFILE¥47' 

8 - .. eJected, user oroblem 

AP - Issued by Access P .. ocedures 

701 - recorded data boundary encounte .. ed 

Message Dictiona .. y 

key - 8AP701 

text - 'END OF DATA ON • AT RECORD ¥' 

DIagnostIc Gene .. ated 

'END OF DATA ON MYFILE AT RECORD 47' 
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1t.0 £EODUCT SET I.!:il.fEEAkfi 1 
2 
:3 
It 
5 
6 
7 

ThIs area wil I contaIn information about the executed 8 
complier envl~onment (Parameters, errors. iN. our. OBJECT. DEBUG, 9 
line numbers, LGO example and general loader facilities. 10 
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5.0 SAHPLE RF.QUESTS 

5. 0 s.A.I:!PL E R EQUE,Srs 1 
2 
"3 
4 
5 
6 
7 

This area will contain same sample requests (get/Dut. read. 8 
open, access interrup·tl and how control will flow upon their 9 
execution. 10 
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&.0 STRATEGY 

-----------------------------------------------------------------------
&. 0 s.LRA!~r 

ThIs area wIll descrIbe the O.S. posItIon and understandIng 
of selected general toplcs. 

&.1 HtJlIIPROC~1illl 

o Mul tiprocessIn!! Is prImarIly a throughput ·facIlity. 

o The O.S. will externalize two levels of multIprocessIng 
to the end user. 

o lhe O.S. Itself should be constructed In a manner whIch 
allows muitipf"occessing to occur. (Splits at. nat.ural 
asynchronous boundaries. i.e •• I/O schedul·lng) 

o The. O.S. wIll support processors of differIng types 
(e.g., PO - P1. P2 - P4. Emulators, ••• 1 

o The O.S. w·ill support emulatIon servIces as requested by 
the emulator proJects only. 

o EmulatIon SUPPOFt wlll be introduced into the system vIa 
the subsystem conventIons. 

o Compatabillty at the operator console wIll 
supported. 

not be 

o The O.S. will support conversIon from JUm code to another 
on the. fly. Mixed data files must be processed by a 
program which und.erstands the static form of- the data. 

o The general model for work supported by the· O.S. Is 
descrIbed In the System Command Language document. 
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&.0 STRATEGY 
&.3 VIRTUAL MEMORY AND PROTECTION 

o The VIrtual Memory and Protect IO'n mechanIsms' in the 
hardware offer more capabIlIty than the OperatIng System 
wIll use, initially. 

o Virtual memory will aid the·· O.S. in managing large 
physical memory and reducing. the impact of large changes' 
In physIcal memory sIzes and types. 

o The O.S. is. not relying on a pagIng device. 

o The O.S. will not externalIze ring(s) and keys to the end 
user in V1. O. 

o The O.S. will use rIngs to implement the multIple monItor 
concept. Use of keys and locks w·III. not be In V 1.0. 

o RIngs and rules for theIr use must be externalIzed to the 
subsystem wr1ter. 

o The O.S. must allow for multIple protectIon levels to be 
introduced~ For example It should be possIble for an 
InstallatIon'· to .force all Hie reQuests through an 
InstallatIon - s~PDlled subsystem and guarantee that no 
other path can b~ taken. 

o The OS will support sharing of code, ~hlch implIes ~hat 
compilers must generate pure procedures. 

o The O.S. wIll allow shared' ac~ess to data (via vIrtual 
memory and eXDllcit input and outputl and will provIde 
servIce routines to assist the user 'in contro-Illng shared 
access. 

6.5 IQSs. 

ReQuIrements Draftl 
Da~ed November 5, 1974 
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ADVANCED SYSTEM LABORATORY 

STRUCTURE/OVERVIEW/CONVENTIONS 

6.0 STRATEGY 
6.6 NETWORKS 

6. 6 1:lEllWBK.s 

6-3 
CHPD 204 

75/05/30 

'0 . For- pur-poses of IPLOS implementation Uwill be assumed 
that host-to-host networRs will not be r-eQuir-ed In V 1.0. 

a IPLOS desIgn wIll tr-ack the desIgn olans for- gener-al 
networ-ks as defIned by CDC and NCR. 

a A gener-al mode 6f design and impl ementatlon of IPLOS wIll 
be to pr-ovide the basIc r-outlnes and servIces to allow 
general computer--to-computer- communications and to rely on 
library routines and user- code to actually control the use 
of such servIces (l.e., networking will not. be an 
automatic, transparent functIon of IPLOS V 1.01. 

o IPLOS will be desIgned to operate In an unattended, manner. 

o A primary goal of IPLOS will be to detect and Isolate all 
errors In system operation and use. User handling of 
er-rors will be supported wherever feasIble. 

o The IPLOS will 
con f i gurat Ions. 
wher-e feasible. 

be desIgned to functi~n 

AutomatIc 'reconfiguration 
in degraded 

will occur, 

o An' accurate hIstory file of all relevant data pertaining 
to any err-or in system operation will be captured and 
saved. 

o Support 1'or a I lowing "use' 0 f 
pr-oduction envlronnrent w'lll 
dearet! feasibl e.-

diagnost.ic services in a 
be provided to the maximum 

o Multiple levels of job and system checkpoint and recovery 
will be pr-ovided in the desIgn of IPLOS. VersIon 1.0 will 
be mostly concerned with systemrecover-y support. 

o A major goal of the IPLOS design ana imblementation will 
be to, allow. the modification and/or replacement 
of ~ system module in a controlled manner in a 
production environment. 
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ADVANCED SYSTEM LABORATORY CHP020 4 
75/05130 

STRUCTURE/OVERVIEW/CONVENTIONS 
--..;.-------------------.-----~----------------------------------------
6.0 STRATEGY 
6.8 TRANSACTION 
-------------------------------------------,-----------------~------

o ASL will initiate a project to study Implementatlon of 
TOX/RSX (NCRI on IPL. 

a A form of transactIon processing will coexIst with the 
O.S. and be a subset performance and feature wise of 
TOX/RSX. ~Use Subsystem interfacel 

o O.S. will externalize physical .1/0 Interfaces whIch a 
TOX/RSX tyoe system wil I use. 

6.9 ~URAIION 

O.S. Design Tar-get 3 HBYTE - P2 

1 HBYTE - Pl 

Peripher-als unknown. 
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