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75/05/30

This document represents the structure, overviewy, and
conventions for V 1.0 of the Operating System.

This document will not describe an entire design but rather
3 .set of interfaces and conventions which should be followed and
improved upon during the detailed design/imolementation phase.
This is based on saveral bellefst?

o The system will change over time,

o A defined structure which «can evolve is more important
than features or speed.

o DNuring the push for an operational systemy violation of
good coding/design/implementalon opractices witl OCCUrs.
Having a uniform project understanding wilt help everyone
recoqnize when this iIs haobpeninag.

o There should be a set of Logical interfaces to physical
rasources wnich give the implementor some insutation from
the way the physical resourca looks or is being managed.

o There wil! obe muitiple variants of the Operating System
with all Product Set, User and Command Language
(Operator/User) Codes transportabie between varliants.

The next undate of this document will concentrate on a more
detailed descriotion of tables in Saction 2.b4.
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1.0 SYSTEMS COMMAND LANGUAGE (SCL)
1.0 SYSTEMS COMMAND_LANGUAGE (SCL)
The Command Langusge Is an externalizatlon of the Operating
System. Atmost all Users (system, appolication, operations) wifll
come in contact with this interface. A major objective of the

external design
ob ject ive of
maintainability.

is taikloring to the type of user,
the internal design is

while a m
modularity
Several characteristics of the Command Language Includes

o It is a true
simple problems,

fanguage

MACRO calls
Operating Sy

o Most Command
result . in
primitives.

Language statements are
the execution of several

0 User to System communication is

(Logical Name Soadce).

o Input to t he Command Language interpreter can
redirected to previousty filed commands.

o It is invariant to the mode of access, e.gss Local Ba

Interactive, Remote Batch.

o Some
using Command Language.

ajor
and

with enough capability to solve

and

stem

through a symbol! table

be

tch,y

services supported by the system will be Implemented

This command langugge interface can Isolate the end user
from underlying system requests. providing a level of. consistency
and reliability above that available If these requests were
directly called. Command Language syntax and parameter rules
must be followed by all subsystems (debug, edlit, ontine

malntenance, operator, etc.).
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STRUCTURE/OVERVIEW/CONVENTIONS —
1.0 SYSTEMS COMMAND LANGUAGE (SCL)
e e o e e e e i e o e e e e e e ——— —
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SYSTEM INTERFACE :
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Operating
System .
Primitives

SCL. INTERFACES
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1.0 SYSTEMS COMMAND LANGUAGE (SCL)

st e o o 7 0 0 Ot o 2 e e 0 o M O 0 e S e s o P 2 o 0 O 2 B 8 0 A S 0t o A 0 0 0 0 P P 0 8 D NG O Tt 8 0 0 0t 0 20

While it is +true +that the normal wuser can express his

problem in a shortar amount of time and in a more reliable
fashion through the use of a high level language, It is also true
that not all problems can be expressed effectively In a high

level fanguage, This Is because the amount of control the user
has over the physicail resources of the system [s reduced by
automating the mapoino of his togical requirements onto the
physical resources of the system. This peroblem Is typlcally

solved by providing a machine !anjuage escape of some sort in the
case of programming languages ard can be solved by oroviding an
Operating System escape In the case of a command tanguage.

The aporoach outlined above is the one that has been adopted
for the IPL System Command Language. Three {ogical environments
are defined, one for the normal user, one for the system user and
one for the system operator. Thase environments are controlled
by three repertoires called the User, System and Operator
Repertoires respectively. These three repertoires are not
mutually eXxclusive and therefore a system user can have both the
System Rapertoire and the User Pepertoire attached at the .same
time, ' :

HCR/COC PRIVATE REV 30 MAY 75 -
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1.0 SYSTEMS COMMAND LANGUAGE
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1

(scL)

User Repertolre Summary
LOGIN/JOB
LOCK

LOGOUT/JOBEND
LIMIT

CLATM
CHANGE
RESERVE
CANCEL
ACQUIRE
RETURNR
DECL ARE
REMOVE
LNS
LNSBLOCK/LNSEND
FORTRAN
coBoL -
SWL -
COMPILE
LIBRARY
0RJECT
EXECUTE
ATTACH
DETACH
CREATE
EXPAND

CONTRACT

s e ot e 0 2 0 P e 0 e o e o e 0 0 O

gain access to the system

fock the terminal! preventing inadvertant
fogout

relinquish access to the system

timit the amount of resources the Job
can consume

set maximum usage for a class of devices
for a job

increase or decrease number of.units of
a class

register the requirement for a

non-preempt ibie resource

cancel all previous RESERVE requests
satisfy alil orevious RESERVE requests
return a file, volume sety, or unit set
to a Job

daclare an Ins entry

remove an Ins entry )

add or delete entries from Ins segment
1ist

delimit an LNS naming context

invoke the FORTRAN compiler

invoke-the COB0L complfer

invoke the SWL compller )
“invoke default compiler or use file data
tyoe attribute

add or delete entries on a Library List
add or detete entries from a Object List
causa the named program to be loaded and
executed. as a task

attach a permanent mass storage file to
a job :

detach a -permanent mass storage file

from a job .
allocate mass storage space for a
temporary or permanent flle

allocate additional mass storage space

. for existing temporary or permanent file
release part or all the mass storage

space allocated to temporary - or

permanent file

convert a femporary mass storage flie fo
a permanant file

deletes a . temporary or permanent file

NCR/CDC PRIVATE REV .30 MAY 75

RNV S WN

e
FUANPO

e
~Now

-
0 @

NN
N o

NN RN Y NN N
NP OWENOW & W

W
O® NS o

&0
N o

E R - o
BNV F W



ADVANCED SYSTEM LABORATORY

STRUCTURE/OVERYIEW/CONVENTIONS

e e e e s s e s 2 o5 ot e o e e o P P P P P o P P e e P 2 P O e e o o e B 0 P B P P e g B A e R 0 P 0 0 0

1.0 SYSTEMS COMMAND LANGUAGE (SCL)

~

\

REDEF INE

PERMIT

PROHIBIT
CONNECT

DISCONNECT

ROUTE
DIRECT
RETRACT

PRINT

PUNCH

SEND

MAIL

DELETE

TIMER

WHEN /ZWHENEND

WAIT
CAUSE
CLEAR
ENABLE

DISABLE
SUBMIT

-STOP

START
TERMINATE
DISPLAY

.CALL

RETURN
IF/IFEND

‘G0TO

ACCEPT
COLLECT
coPY
DEFINE

BEGIN/END.
FOR/FOREND

LABELBLOCK/LABELEND

1-5
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from the system
redet ine some of the logical

characteristics of an existing permanent
mass storage file

gives or modifies access{x) to
for user(z)

removes access(x) to flie(y) for user(z)
establish connection bnfween stream and
file
remove
file
transmit a file

alter the destination of a file

remove the effect of a Drevlously Issued
DIRECT request

print a flle

punch a file

send 38 message to a user or set of users
mail a message to a user or set of users
delete the contents of a user®s mailbox
select a time condition

associate a serles of commands with a
specified event

await the .occurrence of a
event
cause the
event
clear 3 specified event

enable a specified event

disable a speclified event

submit 3 new Job to the system

stop processing of task or job

restart processing of task or job
terminate orocessing of task or job
display the contents of a file or Ins
value

process the SCL text contained in a file
return control from a called file
delinit conditionally processed commands
transfer control.- to the label speciflied
read data from the standard input
coltect data from the input stream

cooy data

define .new commands and redefxne system
suppi ied commands :

delimit a command block

delimit a FOR {oop

delimit an SCL label block

fitely)

connection between stream and

occurrence of a specified

NCR/CDC PRIVATE REV 30 MAY 75
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MICRO define a micro
SET set or clear SCL toggles
BASEFILE appoint file as the base file
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1.0 SYSTEMS COMMAND LANGUAGE (SCL)
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System.Repertoire Summary

The system repertolre is comprised of a set of

commands which

represent an externalization of the Operating System requests
availabla to a running program. These commands allow the user
to iInvoke most of the Operating System request processors

directiy. The command . descriptions are

contained

in the

various sections of the GDS at the points where the requests

are dafined,

NCR/CDC -PRIVATE REV 30 MAY 75
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1.0 SYSTFMS COMMAND LANGUAGE (SCL)
1.1 OPERATOR(S) COMMAMND LANGUAGE
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1.1 OPERATOR(S) COMMAND_LANGUAGE

The primary objective of the Operator Communications System -

(0CS) is to orovide a facility whereby both the system and users
may converse with the human operator(s) of the system or
network. Speciflc objectives of OCS aret

o The system should be flexible and easily extended at the
site.

o The system will have several logical ooerators, each with
different responsibilities and privileges.

o The sat of logical operators may be mapped onto one or
more physical! operators,

o The hardware and software necessary to support the input
and output streams of 3 physical operator shoutd not be
different from that of any other job doing terminal I/0.

o 'The system should be capable of operating In a default
- mode without any physical operators.

NCR/CDC PRIVATE REV 30 MAY 75
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1.0 SYSTEMS COMMAND LANGUAGE (SCL)
1.1 OPERATOR(S) COMMAND LANGUAGE
Operator Repertoire Summary
REPLY respond to message issued by a
OC#CCNVERSE request.
INFORM . send unsolicited input to a Job(s).
STATUS display the status of a system
recoanized entity.
SEIZE : take over complete control of -a hardware
resource.
UNSEIZE return a previously seized resource.
MEMORY displtay/alter real or virtual memory.
PATCH temporary replacement of 3 system
procedure.
SET set various system operational valves.
SHUTDOWN close down a site in.an orderiy mannere.
HOLD : " suspend activity at natural boundary
STOP suspend an activity immediately.
START restart previously suspended activity
RESET reset an activity to beqginning point.
CANCEL : stop an activity and purge it  from the
: system. - o
ALTER o :-change/alter Job®'s operational values
ONSYSTEM . assign a davice to the system job.
:OFFSYSTEM : _ release a device from the system job.
BACKSPACE C back up an output 1isting.
FORESPACE skip forward an output fisting.-
PAGF N print a soecified number of pages. -
- ONLINE add a device to the configuraton. -
OFFLINE. ’ delete a  device from the configurations

NCR/CDC PRIVATE REV 30 MAY 75
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STEMS COMMAND LAMGUAGE (SCL)
ERATOR (S) COMMAND LAHGUAGE
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Command Avallability Summary

The fallowing table ittustrates the availablitlty of commands
to differant levels of operators and the activities that may be
affected by theme The following abbreviations ara .used in the
table. :

ok no restrictions
na not avallable
-——> included via lower level repertoire
system entire system
<] input or output aqueue
oona output queue
ropq remote batch outout queue
job job :
rjob remote origin job
opajob job in outout guaue or function .
ropqgjob job In remote batch outout gueue or function
dev device ’ .
sysdev 'onsystem®” daevice
rdev remote batch terminal device
- rsysdev rempte'batch terminal "onsystem®™ device

. To wuse the table, locate the intersection of the command
name and the logical operator job names The actlivities that ~may
be referenced by the command when used by the particular togical
operator are all those to the right of the intersection In the
row. for that command. If an arrow (-=>) is encountered, follow
it. -

NCR/CNC PRIVATE REV- 30 MAY 75
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STRUCTURE /OVF RV IEW /CONVENT IONS ' STRUCTURE/OVERVIFH/CONVENTIONS
. £ - 1.0 SYSTEMS COMMAND LANGUAGE (SCL)
171 OOERATOR(S) CONMAND LANGUAGE L:1 OPERATOR(SI cOMMAND LANGUAGE
CE#OP SE#OP SYSTEM#OP MASS#0P  REMOTE#OP 1 Ce#oP SE#OP SYSTEM#0P MASS#0P  REMOTE#OP
TAPE#0OP 2 TAPE#0OP :
BATCH#0OP 3 BATCH#0OP
5 K
reply . ok ok ok ok rjob 6 onsystem -=> == s> dev rdev
7 . .
Inform ok ok ok ok rjob 8 of fsystem--> --> --> dev rdev
9 .
status ok ok ok ok ropaq 10 backspace==> --> -=> sysdev rsysdev
rjob 11 : :
rdev 12 forespace-=-> --> --> " sysdev rsysdev
13 .
seize ok na "na na na 14 page g ==> -=> sysdev ', rsysdev
. 15 :
unseize ok na na na na 16 ontine  --> -=> =--> dev . rdev
17 -
memory - ok na na na 18 offline =--> -—> -——> dev rdev
.19
patch -=> ok na . na na 20
' ) ) 21
set -=> -=> ok na na 22
: 23
shutdown --> -—> system na na 24
25
hotd -—> -—> system opg ropqjob 26
q opajob rsysdev 27
job sysdev . 28
29
stoo -—> -=> system’ opa ropqjob 30
- a opajob rdev -31
job dev 32
‘ : 33
start -=> - system coq ropajob 34
’ L] : opagjob rdev 35
job dev. 36
: 37
reset -—> -——> job opajob ropajob 38
’ sysdev - rsysdev 39
- 40
cancel -=> -=> : opa ‘ropaqajob 41
job opajob rsysdev 42
sysdev 43
. T
alter -—> -—> job opqjob ropajob 45
: 46
47
48

continuedess
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1.0 SYSTEMS COMMAND LANGUAGE (SCL)
1.1 OPERATOR(S) COMMAND LANGUAGE
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JOR WJH *“COBOL COMPILE AND EXECUTE"
COLLECT SOURCE '
. COBOL SOURCE OECK APPEARS HERE

.
*%

COBOL I=SOURCE, 0=0BJECT, L=LISTING, S=ERR
IF ERR.LEVEL GT O

PRINT LISTING

JOBREND

IFEND
SAVE -OBJECT
0BJECT ADD=0BJECT
COLLECT DATA UNTIL = /.

« DATA DECK APPEARS HERE

/e
EXECUTE PROG=MAIN, PARAM=DATA
JOSEND

J0OB WHJ *"COBOL EXECUTE ONLY*
OBJECT ADD=0BJECT
COLLECT DAYA UNTIL = /.

« DATA DECK APPEARS HERE
/e
EXECUTE PROG=MAIN, PARAM=DATA
JOBEND
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2.0 STRUCTURE

2¢1 INTRODUCTION

As the number of concurrent users has iIncreased, Operating
System structures have become more sensitive to Integrity
problems.

A need to protect and share data on a logical unit which Is
quite small (table, bytey bit) has resulteds Typically, groups
of these logical units are collected together (in order to reduce
fragmentation and complexity) within a system supported
protection contalner (segment file, etcs,) and then accessed
interpretively (via procedure). For the same reasons, procedures
are collected together within a system supported protection
container (cannot afford a wunique orocedure per function per
user) . This need to control access +to critical data via
*procedure sets' 1is not wunique to the Operating System. Any

" large mul ti-user appiication will have the same requirements and

therefore it 'is imperative to externalize the sofutions used by

the 0.S. +to a subsystem writer.
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2.1.1 MULTIPLE MONITOR CONCEPT

The Operating System is trying to generalize the
User-Suparvisor situation. This concept of multiple monitors,
each in charge of a single shared data base, is analogous to the
approach used for many {arge resource management problems? l.e.s

o Implement levels of responsibiliity and isolation where
each level Is knowledgeable 3and responsive to requests in
a local environment.

o Requests at the same level!l may operate concurrently with
other environments. )

o Requests which cdgnnot be processed at a local fevel are
automatlically routed to a more global l=zvel.

o Reduction in responsibility of any one level reduces the
Impact of failure.

As' the concept of multiple monitors has evolved, two
accepted techniques have appeared?

o Separate addrqs§ space for each monitor
(Mastery, 0S/MVT, Cyber)

o Monitor(s) within each address space
(PLy Multics, 0S/VS2)

Recent. Operating Systems contain both in?erfaceSq with the

degree of support being heavily influenced by the sophistication
of the hardware.
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2e1.2 HISTORY

Many of the 1ideas being used In the IPL Operating System
implementation are based on the Basic Time Sharing (BTS) papers
published by the Control Data advanced development group. The
first BTS-based implementation for the CDC 3300/3500 computer
{MASTER) reached production status and is a standard COC offering
today. This was fotlowed by an Implementation wusing coc
peripheral processors wWith private memory and a targe shared
common memory (MOS) and an implementation on CDC STAR hardware
(PLOS)» Neither of the latter implementations reached product
status. The IPL Operating System is being evolved from the
current implementation of PLOS.

Two characteristics which have changed drastically over the
time perlod of these systems are the advances made In storage
technotogy (sizey cost, speedy rellability of Disk Memory, plus
the hardware asslisted techniques for storage management) and the
great increase in the services expected of an Operating System..

These two factors have impacted the 0.S. evolution In the
following way?

B1S advocates transtating all reguests for service into a
Task which an EXECUTIVE will apply to an avallable processor.
The EXECUTIVE has three basic types of servicest processor
assignment, call routing (a call is a request for work made by
one task on another task)y, and signal handling (inter-task
communication). The main oroblem encountered Is the overhead of
the executive, BTS advocates implementing these basic services
Iin the processor In order to gain the necessary efficiency.

Since there 1Is a reluctance to implement specific 0.S.
services in hardware, a slightly different  approach must be
taken. .

One way to reduce the overhead Induced by the executive is
to not use ite This means a set of 0.S. services are placed In
the environment of the requesting program, thereby eliminating
the trip through the executive that was opreviously reoguired In
order to access the services. ’

This concept must not be used to the extreme or a new set of
probiems will result as the Multics Ooerating System demonstrates
(i.ee global resources, such as orocessors and physical memory,
should be managed outside of the reguestors environment).
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The IPL Operating System will provide servlces' Iimplemented

in both tocal and ylobal environments.
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2.1.3 IMPLEMENTATION

For the multipte monitor concept to work, a formal set of
hardware and software conventions must be imposed on both user
and  system code. This will atlow the normal debugging,
tinking/loadingy code maintenance, accounting and checkout
methods of +the - user and the system to be the same. Thils also
facilitates the movement of code between levels and allows
recursive use of the system. These conventions will cover?

Entry/Exit

Parameter Passing
Parameter Valldation
Address Space Management
Memory Management
Protection Environment
Naming Environment

Code Generation

000000 O0O0©0

Most large applications allow binding of code and data to
occur at compile, 1oad and execution time. The Operating Systenm
is complicated by the fact that most binding occurs as a result
of both loading and execution and Is between system-supplled and
user-supplied units. Many of +the conventions are intended to

enforce correct binding and to atliow unbinding to occur. in an

orderly manner. The most difficult situations exist In a progranm
when = the unpredictable occurs and orderly . termination Is
necessary. Several Operating System examples include
Login/Logout (Job), open/close (file), call/return (procedure)
and declare/remove (variable). In each example, system defined
conventlons exist for initiation and termination, whether normal
or abnormal. The importance of these conventions is greatly

magnified by the desire to share code and data within the system

and between users of the system.
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o Sharlng code requires that the control path is remembered
outside of the code body.

o Protection implies that separate stacks are maintained for
each level of oprivitege and that correct enfry to each
level can be guaranteed.

o Fxternalization to subsystem writers implies the existence
of a way to add or delete protected entry points
associated with the subsystem without doing 3 system
generation. '

o Asynchronous operation  Implles separate machine
environment, scheduling information (status, opriorityl,
and monitor intervention for coordination.

PARAMETER PASSING

o Asynchronous operation implies the need for elther
synchronization -primitives (if parameters are 1in shared
soace) or movement of parameters through a neufral storage
area. :

o Protection requires no inadvertant destructions of
communication areas which may imply copying, hlerarchlcal
permlissions and read only solutions.

o Locatlon transparency (separate address space, separate

systems) Implles the existence of intervening procedures
to collact/dispose and transmit/receive parareters,
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PARAMETER VALIDATION

o Parameter validatlion requires that the identity of the
caller is guaranteed to be correct.

o Parameter validation reauires the type of parameter to be
known. This In turn implies that descriotive informatlion
exists for all data and is protected seoarately from the
actual data.

o Parameter validation requires the executing procedure fto

determine its own fevel of privilege.

ADDRESS SPACE MANAGFMENT

(o]

MEMORY

o

Movement of functions within the system implies the need
for consistent address space management. Care should be
used when considering dedicated addresses, acquiring and
manipulating full pointers, and reusing addresses.

Segmentation, with dynamic assignment of segment numbers,
implias - that most information should be accessed and used
via offsets.

MANAGEMENT
Virtus! Memory should permit most

memory characteristics
System and user programs.

knowiedge of physical
to be removed from both Operating
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PROTECTION ENVIRONMENT

o

NAMING

[o]

The fundamental protection unit Is 3 segment. The segment

is an extension of the notion of a file, and can be used
to address the active oportion of the file base. The
segment descriotor entry orovides basic read, wrife, and
execute control.

Two additional descriptors are defined which allow flner
protection control:

Qe code binding section for known entry poinfts (hardware
controlted)

b data binding sectlion for known table entries
(software controlied)

Both of these descriptors contain type informatlon, &ccess
control information and pointers to data.

ENVIRONMENT

If users and the system are +to communicatey, share, .anrd

control access to information

they must use conslistent
naming methods. )

The actlive (open files, library lists, etc.) environment
will be described via LNS descriotars. LNS segments can
exist at tha system or Jjob levely, thus 3allowing known
qualifications for known enfities.

The file system will orovide 3 convention for uniquely
ldentifying permanently catalogued files.

CODE GENERATION

o]

Sharing implias the need for pure procedures which may be .

executed reentrantly.

Pure procedures reduire code and data to be separated with

different protection applied to each.

Pure orocedures imply that code segments and read only
dat3 segments -do not -need to be updated when memory is
reassigneds thereby reducing I/0 and cache clearing

operations.
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The muttiple monitor concept was supported In the form of
tasking on the CDC 3300 Master - systfems The system-supported
envelope (task) could contain user or system code. Formal
Iinterfaces existed for call/return (synchronous and
asynchronous}), communication and identification purposes.

The "0S Task®" typically had access to parts of the 0.S.
data base which had to be protected from the wuser. The 3300
system machanijized this inter face by maintaining formal
cali/return links, switching page tables (for protection),
keeping access Information as 3 task attribute, and serializing
the entire *procedure set®' when workina on shared data.

The Task interface was used by the subsystem wrliter when
adding new functions to the system. This is a valid solution and
will exist as one type of interface in IPL 0.S.  but contains too
much overhead for frequentiy used services such as get/put.

" NCR/COC PRIVATE REV 30 MAY 75
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2414302 PL_IMPLEMENTATION

The PL Operatinj System provided an additiona! interface for
synchronous requests which sofved some of the overhead orobflems?

o All code is shared and serialization occurs on data rather
than code.

o The ‘procedure set® (Task Monitor) resides in each user'‘s
space,y, thus simolifying communication between the system
and the user, :

o A call/return/osrameter mechanism was defined for the
system and user, making system code and. user code
compatible.

o The hardware disfinquiéhes between local (traps) and
global (interrupts) fault conditionsy, thus reducing the
number of trips to a central monitor.

o The system orovides software segmentation on top of a
hardware-supported linear virtual memory with paging.

Tha Task Monitor interface provides 3 job mode interface
through which all requests to the system and responses from the
system are passed. Some resulfing benefits are listed below.

[ Requests/resoonse orocessan can Inltlally (in some caseSy
“entirely) proceed as a part of the requesting task, thus
increasing the potential for concurrent processing. ’

o Accounting is slmoler since no context

switch has
occurred. -

o When requests which requirs resources ask for them while

axecutina as a part of the requesting task, rejection Iis -

simolar since remembering who the request is for is
.‘inherent (current control point)..

o Simpler recovery and consistency codes can be Implemented
since they. will execute 1iIn the same environment as the
requestor. '

o It is easier. for the systém to use itself resulting In. a
more compact. and better debugged system.
‘0 Increasad . predictability - most systems have formal
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conventions for passing Information out of an address
space but relax that formality when returning status or
setting comoletion indicators. The Task Monitor Interface
reauires formal conventions to be followed when passing
confrol Informatlon into the address space as well.

Since most of this interface was software enforced
(dedicated addresses for user/system area, dedicated entry point,
passwords, etc.) it would have been very difficult to aliow
subsysem writers +to @dd additiona! protected procedures sets to
the system. :

. This type of Interface will exist in the IPL Operating
System (task services) and will be generalized to aliow subsystem
writers to introduce a simitar interface Into a. users address
spacey; thereby changing the services available to that address
space.
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2.1.3.3 IPL_TMPLEMENTATION

A very positive characteristic of the IPL imolenentation Iis
the hardware enforcement which allows the Task Monitor Inter face
to be externatized to the subystem writer. The following section
reviews the advantages, the IPL hardware support and how the
Operating System intends to use this interface.

ADVANTAGES AND HARDWARE
Performance

Calls to protected procedures use the same structuratl
mechanism (Cali/Return instructions) as calls to unorotected
procedures with the same cost in execution time. Thusy a
programmer does not need to conslider whether he is calling a
protected orocedure when estimating performance on new
designs.

Rellablility

Information in the storage system {online mass storage) can
be read and written by mapping it into virtual memory, and
then " using load and store insftructions whose validity s
checked by the descriptor mechanism. In addltion, the
addressing privileges of the current protected procedure are
governed by its identification, which 1s {located in the

- descriptor of the segmert  which supplied the most recent
instruction. Every transfer of control to a different
procedure Is thus guaranteed to automatically oroduce valid
addressing. .

Elexibjljity

" If virtual memory is used, a program can be moved more easily

.to another .environment within.the system. )
“Resource Management

Management of resources at a local level (via traps, local
clock, local and  global segment attributes) reduces the
number of .calls to +the central monitor, thus reducing
conflicts and increasing concurrency and responsiveness.

Many. system procedures called in a string of references set

interlocks or record partial results. If these conditions
are not restored pronerly in case of failure, continued
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system operation may not be possible. The dynamic stack
represents an efficient way to record and recover these
conditions.

Since the system car use itself recursively (with help of fhe

Dynamic Stack and Call/Return instructions)y, duplication of
function is avoided resulting in 3 more comp3act system.
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2.0 STRUCTURE

2.2+1 SEGMENTS

An wunderlying conceot of the IPL system Is a segmented
virtual address space. The address space contains all the bytes
directly addressable by the wuser. Segmentation organlzes the
address spaca into two dimensions. That is, all addresses are
specified by two components (N,i) where N is a segment number and
I is a byte number withln N,

The principle benefits of segmentation aret

ae Convenient bresentation of very large address space to
the user.

be Different access attributes can be defined for different
segmants.

Ce Procedure and data segments may be shared.

de Each segment within the address space can be
Iindependently, dynamically expanded.

The IPL virtual address space prowides a range of addresses
considerably larger than the real memory avallable in the
computer. A combination of software and hardware is responsible
for mapplng the virtual address space info real memorye. The
technique wused to perform this mapping is called paging. That
isy real memory is divided into uniform units called page frames
and segments. are divided 1into wunits of matching size called
pagess Only pages which are reaquired at a given point in time
need occupy page frames In real mamory.
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242.2 LOGICAL NAME SPACF (LNS)

The IPL Operating System is dependent on the use of tables
to provide interfaces between different system modules as well as
between the System and the User,

Most systems provide methods for the definition, access and
atlocation/freeing of tables. This interface |Iis typlcally
ootimized as a module to module interface. IPL provides an
additional faciltity which is optimized as a human (Module to
User) interface and allows symbolic access to table entries
and/or items within the entry,

LNS began as a symbol table for the Command Language
interpreter and arew to a8 general symbolic access method and
table manager supporting simple and complex data types.

This evolution was based on the belief that the system would
anpear more consistent if descriptors for the basic objects of
the system (File, Task, Job, Unit) were . defined, and wuniform
actions aoplied +to these descriptors (START, STOP, DISPLAY,
STATUS) LNS-managed structures now reoresent a major portion of
the environmant for any user or 0Ooerating Systam module within
the IPL system.

The LNS is composed of user and system supplied segments
containing wuser and system defined entries.s A listy calied the
LNS segment {ist, is maintaired for each job known to the
system. The LNS segmernt {ist contains the names of the segments
which are to be searched for LNS entrles and the arder in - which
they @are to. be searched. When an LNS entry is sought, each
segment whose name apoears in the LNS segment [(ist (is searched
until the 2ntry has been found or the list has been exhausted.

LNS facilities - for tfable handling should be used wherever
feasible within the system giving a consistency to table

structure and supportirg the notion of a uniform set of reauests

which can be applied to system descripntors..
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2.243 J0O8S

The Job is the mechanism through which the batch or
interactive user interfaces to the IPL system. One Job
identifies one user to the system, owns and s responsible for
resources. The Job environment oprovides 3 system supported
accnunting, onperator communication, logging and recovery envelope
for all work performed in the system. Every Job consists of one
segmented address space which is initialized with several system
supplied code and data segmants.

The normal mode of operation of the IPL Operating System Is
for all jobs known to the system to be 1In some sense actives
User wvalidation and command language interpretation are nof done
until a job has been established and has executaed for some perlod

of time, Thusy very [little is known about a job before It is
executing., Job scheduling is designed to accomodate this mode of
operat ion, where jobs must ©oDe oreempted 3s they express

requirements for resources and resumed as the resources become
available.

A job may grant other jobs direct or indirect access to a
resource it owns.

DIRECT: This method has one globally held descriptor which is
pointed to by descriptors held locally to the users of the
resource. A code segment is an example of a resource
shared via this method.

INDIRECT: This method allows a user to access a procedure or
procedure set which operates on behalf of the resource
owner. A disk is an examnle of 3 resource shared via this
method.

The Operating System contains 3 System Job which has both
.private resources and resources It shares with other jobs. Task
Services is an example of a procedure set which can execute on
behatf of its caller (User Job) or its owner (System Job). It Is
intended that the subsystem writer use some of the same resource
management and control methods used by the System Jobe.

IPL Jobs may communicate (via LNS or Signais) and may share
segments. These capabilities, togather with the  ability for a
Job to submit other jobs, allow for the sotution of complex
proolams using a simole, well understood construct (the Job).
Job sequencing may be accomplished by using these standard job
communication facilities.
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2.2 .4 TASKS

Every system defines and supporfs a fundamental unit of work
which can be uniquely?

o Identified

o Accounted

o Scheduted

o  Aflocated/Dispatched
o Created/Destroyed

The objective 1is +to have a consistent work unit which the
Operating System can effectlively multiplex among the processors
available within the configuration. For some problems this unit
can be the "Job*" (multiple dependent Jobs). For other problenms
the tevel of efficiency for communicating, creating/destroying,
etcs must be much higher in order to wuse multiple processors
effectively. One way to increase efficiency and Intimacy between
work units is to increase what is common between them (sharingl.
IPL/0S allows varying degrees of sharing between work units
(CODE, COMMON, INTERNAL STATIC). This fundamental work wunit
within IPL/0S is the task.
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2+2.5 FILES

A file may be
information external
management
of control

thought of as a named repository for
to the program that is using the fite. File
procedures dflow users to exerclse selectable amounts
over file characteristicsy data organization and
mapping onto elements of the hardware confliguration. For
exampie$ one file may consist of a speciflied region of storage on
a specifled mass storage volume set and have 3 specified data
organization, a second file may consist of a specified
interactive terminal operating with user-selected data
delimiters, while a third flle may consist of a virtual memory
segment that is directly addressed by the user®s orogram.

File descriotlons are Initially constructed in LNS tables by
a DEFINE_FILE request. Subsequent file management requests
obtain +the majority of their parameters from the LNS file
descriptions. Although all file management requests may be
issued from a running program, a more typical situation will be
one in which the file definitions are supplied through command
language requests and only the OPEN_FILE/CLOSE_FILE requests are
Issued from the user's program. Thls permits the program to
remain considerably 1{iess dependent on hardware type or file
organization than if it generated its own file descriptions,

Descriptions of permanent. files are recorded In catalogs
associated with the storage on. which the flles are contained.
Mass storage volume sets contain a catalog of thelr files and
available/assigned space in order to permit them to be easily
transportable among -IPL sites. Access control- Ilsts allow the
owners of bpermanent files to selectively grant access to other
users or grouos of users. Depending on resulits of current design
work, ~the owner of a permanent file may also be able to restrict
all access reaquests to be Issued through a specified program.

At the time a file Is opened for proceSsing, file management
procedures establish 1inkage between the user®s program and the
file access procedure (FAP) aonropr:afe for fhe file organization
and hardware type.
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2.2.6 FILE ACCESS PROCEDURES

Fife Access Procedures (FAP*s) logically reslide between the
user orogram and a file and provide a standard set of reaquests
for accassing data in a file. With one exception, the linkage
between a user program and a FAP s established when a file |Is
opened 'and severed when a file is closeds The single exception
occurs when a file is opened for implicit accesss In this case,
the wuser s refurned a segment identifier through which the file

can be accessed directly with machine instructions - no FAP
existse )

Standard file access procedures are defined for both
block-tevel and record-level access to a file. Block~level

access orocedures are used primarily by record-level access
procedures, although they are avallable to other orograms which
need access to all the bits within blocks of data.

Standard record-level FAPs are Intended for use by the
Operating System and other products and should be used to process
any file +that Is a candidate to be processed by another programes
While this will not guarantee that the contents of the records
will be intelligible to other programs, it will guarantee that
the records conform to standard delimiting rufes and -can be
located within larger strings of bits.

Non-standard FAPs are the subject of current design work and
are intended to assist IPL programs In  processing non-standard
data formats or file organizations. The general intent is that a
non-standard FAP can be written to process a non-standard flle (a
Cyber or Century tape file, for example) using a standard setf of
IPL record-level access requestse. The OPEN_FILE processor will
establish tinkage to the non-standard FAP by recognizing a
non-standard LNS file description, )

Notable characteristics of standard record-level File Access
Procedures asre listed below? : .

o they support .the file organizations and access requests

required by ANSI standard orogramming languages.

o where practical, they support additional file
organizations and access requests needed by the fNperating
System and other products.

o within reasonable limits, they provide an interface for
sequential record access that is independent of flle
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organlzatior or hardware rype;_ .

o they insulate the wuser program from the buffering
techniaque applied to a file and support both explicit and
implicit access to mass storage files. .

0 current desian work Is almed at supporting concurrent

access by multiple writers of a single file opened for
shared undate.
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" 2247 SFCURITY

242.7 SECURITY

Interest in security is currently at a hlgh point 1In the
“presentation' circles (analogous to structured programming the
fast few years) but It Is difficult for any implementation to
separate what is fundamental In security from complete solutions
to security. The Operating System objective is to supply a set
of Interfaces and conventions wupon which various security
probtems can be solved. -

Al though orotection/security concepts are not yet formulated
within the Operating System, 3 report written by TRW on secure
Operating Systems is being used to test what 1is required fto
support securitye.

The following security related topics are belng explored in
implementationt

o Extending data access control beyond traditlonal Read,
Write, Execute and Append cateqories. For example, Permit
Write access but only through a specifled procedure.

o Constant review of absolute lidentificatlon of requestor
within the system {non-forgible id) to be sure this lIs
possible. '

o Constant review of simplifying the user interface with the

objective of making it certifliable. (This objective leads

to reducing the asynchronous actlon within an address
snace).
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The Operating System supports three basic environments
within wnich 0.S. s2rvices may be impolemented?

System Monitor f{one per system)
Task Services (within each job)
System Tasks (within the System Job)

Every request a user makes of the system will be translated
into communication wWith one or more of these environments.
Whenever 0.,S. extensions are being implemented, the conventions
and interfaces of these environments must be understood and
used. )

System Monitor - That portion of the Operating System +that
is most directly related to the hardware envirconment. and
provides?

Directing signals
CPU Dispatching
Basic CPU Scheduling
Changing Task Status
Interrupt Handling

0O 00 0O

System Monitor Is Interrupt driveny qonoageable, and will
represent the most thoroughly debugged, teast freguently changed
codz within the Opersating System.
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Task Services - That portion of the Operating System that is
most directly related to the reauestor®s environment and provides
major portions of? .

Record Management

Flle Management

Program Management

Storage Management

Reauest Recoanitlon/Routing

00000

Task Services is atways called via a standard call,y is
pagedy and has the same {(clock) accountings, scheduling and
execution characteristics as the reaquestor.

System Tasks = That portion of the Operating System that |is
relatively independent of the requestor®'s environment, may be
asynchronous to the requestor and provides major portlons of?

Job Management

Operator Communicat ions
Block Management
Storage Management
Scheduling

© 0000

Each execution of a program is defined to be a task. The
majority of these executions will be triggered by a signat. Each
task -has its own (clock) accounting, scheduling and execution
characteristicss All Operating System tasks belong to the System
Job.
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2.0 STRUCTURE
2.3 CODE STRUCTURE
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24341 SYSTEM MONITOR

SY;tem Monitor has Its ‘own address space and Is divided Into
two major components, the monitor mode Nucleus and the job mode
Overseer.

Nucleus Is the only system element that executes in monitor
mode and cannot tolerate a page missing interrupt. It Is entered
via hardware interrupt (i.e., system call, external interrupt,
access violation, monitor interval timer, etc). All the
processors in the system share the Nucleus code and its one
Segment Dascriptor Table. However, each processor executing
Nucteus has its own control polnt, signal buffer, stack, and
state registers. When a3 system call 1is made to Nucleus,
parameters are passed via the register image of the caller,

There are two control points executing Overseer code in job
mode . One Is signal driven and can tolerate page missing
interruots and wait conditions. This control point performs the
following functionst

« 'Job schedul ing

« Signal buffering

« Deadstart

+ Recovery and tracinag

The other control point Is both signal driven and dispatch driven
(lseey it is periodically dispatched)s It cannot tolerate page
missing interrupts. This contro! point performs the followihq
functions? ’
« Error monitoring
. Wired table ménagement

Parameters are passed to each of these control points via
signals.
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2.3.2 TASK SERVICES

Task Services is a set of procedures which provide Operating
System services. These procedures are directiy callable by wuser
codes no exchange jump or supervisor call 'is rejulired. The call
instruction can, however, cause a change In privilege for the
called orocedure, allowing it to execute with more or different
privileges than the calling procedures. This tyoe of structure
atlows much of the Operating System to execute within the user
environment. A1l of Task Services has the same {ctock)
accounting, scheduling,; and exacution characteristlics as the
requestor. The only difference is access rights to data and
code.

Task Services orovide a central point for the handling of
all reauests and responses made/received by a Task. If the
service requested is not supported by Task Services, the request
Is passed on to System Monltor or an Operating System Task.

Task Services occupies two rings (2,3) within each address
space. The lower ring is used by Task Monitor procedures, which
will have access to the signals for thls 3address space. Task
Monitor will move signais out of the signal buffer Into an area
accessable by Task Services. The entry to TYask Monitor s
callable from Task Services only.

In Version 1.0 there is one protected entry point (OS#GATE)
into Task Services. This allows monitoring of system requests
and responses. In later versions, based on monitoring results,
additional protected enftry polnts may be provided. Existing
programs wWill stil! operate, but recompilation will be required
to use the new protected entry points.

One gate into Task Services will be used exclusively for
signal processinge. A trap procedure will exist in every job at
the user lavel (ring)e. This procedure will, based on trap type,
call Task Services (signal,y clock «e¢s etcs) or a user supplied
procedure (overfiow «ee etcs)e.
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Since each address space (job) may contain 3 set of request
orocessors which belong to a subsystem or System Job, a means of
identifying -on whose behalf a request is made must exist. Rings
will be wused for this purpossa. Every reauest processor, when
executing, will have a current validation fevel (ring) which must
be correctly maintzined by the regjuest processor,

Task Services code may execute either as an extension of the
requestor or the System. When 23 request is made, Task Services
is immediately executing at its most privileged level, that of
the System. Task Services may use the ring of validation of the
requestor to access Information In 3n area soecified by the
requestor, thus guaranteeing the requestor has legitimate access
to that area. .

Note that rings are a global resource such that a ring level
in every user address space has the same privilege and belongs to
either the System Job or a Subsystem Job.

Setting the wvalidation level slso sets wnich segment (LNS
Job Segment) is to be used when searching for descriptors for the
request made (i.e.y System Local tables of the System Job will be
used when validation level is that of Task Services).

_NCR/CDC PRIVATE REV 30 MAY 75

WOXINOINF wN P

2-28
ADVANCED SYSTeM LAJORATORY CHPO204&
75705730
STRUCTURE/OVERVICW/CONVENTIONS )
e e e e e e o i e P 0t P P 2 e
2.0 STRUCTURE
?2.3.2.,1 Request Handlina
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Task Services is caltled via a standard call Instruction and

requires two parameters on antryj cne includes a request code and
a pointer to a4 request block (input)y the other Is an output
parameter which reflects the request status (output). The
request block is generated by a macro and m2y contain varliabtes
which point +to sdditional parameters. The binding of parameter
values may occur at Compile, Load or FExecution time. Since the
reauest block 1Is moved into the registers before System Monitor
is called, the Request Rlock size is timited.

All reaguests in the system (inside and outside the address
space) are assigned a wunlaue code which Is used to obtaln the
desired reauest processor entry. Task Services has a private
binding section which contains the entry points (code base
oointer) for all reauest processors. The R3 field of each code

base pointer will determine who can call the associated request
processor. Task Sarvices will fabricate - an offset into ‘this
binding section wusing the reauest code and the callers ring of
validation. This offset will be used in providing a check on the

callers access fo the desired request processor.

The decision to pass a reauest beyond Task Services (System
Monitor) is not made by the routing mechanism but by the target
request orocessor such that the same control over entry exists
irresoective of where implemented. ’
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243.2.2 Signal Handling

The Operating System oprovides a Dpasic .signatl handling

service. The signals have a fixed format, maximum size and are
used by the Op2rating System primarily for communication between
address spaces. Every subtask has a signal buffer (segment 0)

which is used for signal queueing. System Monitor ls responsible
for oilacing signals _into the proper signal buffer and for
notifying the prooer Task Monitor that a signal existse. Task
Monitor ' Is responsible for taking signals out of a signat buffer
and passing it fto a Task Services signal handler. Routfing, based
on signal type, to a signal processor within Task Services will
be effected by the Signat Handler.

Task Services will provide a send request processor which
witl build a signal suppiying the destination, validation level,
signal tyoe, 3and selection information, The send request
processor «ill then do a system call to System Moni tor.
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2¢3.2+3 Malor_Functions

The major functions of the Task Services procedures are as
follows?

A

acord_Management

o Providing access to individusl logical records in
previously opened flles.

o Providing an interface which allows prcgrams to be
reasonably independent of file organizationy, buffering and
device characterlisticse.

o Providing exit points to user-suoplied application
procedures. -

o Performing autom&#tic blocking, debtocking, buffering and
index management.

o Supervising tha formattingy, Ilabelling 3nd cataloging of
all oeripheral devices.

o Managing the creation, delation, labelling, alfocatlon and
cataloging of files held on mass storaqe devices.

o Performing  open and close operations to {togically attach
and detach files to programs. These files may ‘exist on
any local or remote perinheral device. )

o Verlfying that access privilege ~and privacy rules
spacified by file owners are followed by atl flle users,

The "Operator Communlcafion requests provide for ,message'

communication between a Job and one of seven logical
overators (taps operator, customer engineery, etcs)e. . If the
.operator with which a job wishes to converse is not logged
into the system, the information will be passed to/from an
alternate. :

Loalcal Name Space Manadement

o Maintaining the LNS search list via the ATTACH and DETACH
requests.

o Declaring and removing simple and compiex data types.

o Assigning values iInto the data types.
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o Defining new complax types (control blocks) to the
system. '

Proaram Communications

Program Communications is a set of procedures which orovide
various mechanisms to permit communication and synchronization
among various parts of programs and among varlous tasks in the
same iobe - A mechanism'ls also provided for communication among
.tasks in different jobs. These mechanisms are?l

o Events. Events opermit synchronization and iInterrupt
control (Attach Interruot Procedure) for asychronous
activities within a job. An event Is represented by an
event control block in storage and several requests to

. manipulate the control block,

o Signals. Signals are short interjob messages. Signals
may be sent between arbitrary User Jobs and are also the
mechanism used to permit a User Job to communicate with
the System Job.

o Queues. The Qqueuing mechanism provlided allows the
sending, storing, and retrieving of arbitrary data
structures between asynchronous activities within a jobe
A queue Is represented by a queue control block in storage
and several requests to manipulate. the queue.

o Semaohores. Semaphores permi t commun ication and
synchronization amona asynchronous activities withln a
jobs A seamaohore is represented by a semaphore control
block in storage and two requests to manipulate the
control blockes Semaphores are the most primitive faclility
supnorted by the Operating System for serialization and

synchronization of asynchronous activities. The

~traditional locking functions may be accomplished via
semaphores. )

o - Signature Lockss . Signature Lock(s) provide an

externalizion of the compare/swap hardware instructlon and
is intended for synchronlzation between Jobs. .

Proaram E&gcuLLQQ

Program execution procedures support the establishment

Ioading of programs  and oprocedures and their execution. The -

execution of a program is termed 3 task while the execution of a

procedure is termed a subtaske The Loader Is considered part of

program execution.
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o Loading programs and initiating tasks to axecute programs
and subtasks to asynchronously execute procedures of those
orograms.

o Controlling tasks and subtasks through declaring,
initializings maintaining and removing control point
structures.

o Terminating tasks and subtasks normally and abnormally In
an orderly fashion.

o Constructing an object module segment, a working storage
segment and a binding segmant.

o Maintaining a symbol table (Loader Symbol Tablte) of all
currently known entrles and externals in the program.

The Loader is responsibte for the Integrity of the binding
segments which are among the more Iimportant aspects of protection
in the systen.

Device Schedulina

o Allocation of individual perlpherals to jobs.

o Resolution of contention for devices bv multiple jobse.

o Overcommitment of devices whife not permitting deadlock
between jobs.

The device scheduler is a set of procedures in Task Services
which works in close cooperation with the File Management
procedures in Task Services and the Conquuraflon Manager In the
System Job.

Seament Control
o Manaqe' the allocation/release of space on mass sforage

devices in conjunction with file management.
o -Manage the allocdtion/release of segment numbers.

o 0Organize the movement of global segment/flile tables

between memory and mass storage according to usage.

o Oraanize page working-set sizes aand move private

segment/file tables to/from mass storage (swapping).

o Maintain storage system restart information. .

o " Assist Job Management with the creation of new and
deactlvation of old 3address spacess

trzam_Control

o Suoporting the connection or disconnection of files to
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streams.
o Performing automatic broadcasflng to all flles connected

to a stream on output.

o -Allowing one file to be connected to N streams reducing
amount of file resources required.

These services are externalized for output only and will be

used by Job Management In creating the 1logging environment
(dayflile, errorss accountingyees) for a Job.

System Table Manggement

To be supollied.
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2+342.4 Reguest Summa

Operator Communication (Job Interface) Requests

CONVERSE

INFORM
RECEIVE
SELECT

Data Management Requasts

(Record Management)

GET

PUT
GETP
PUTP
GETD
GETKEY
PUTKEY
DELETE
DELKEY
DELETED
REPLACE
FINDF
FINDP
FINDKEY
FINDOD
SETLOCK
CLEARLOCK"

(Fite Management)
DEFINE_FILE
CREATE_FILE
EXPAND_FILE
CONTRACT_FILE
SAVE_FILE
DELETE_FILE

ATTACH_FTLE
DETACH_FILE

send a message to an operator and solicit a
replye.

send an information message to an operator.
accept operator input.
assoclate an event control

arrival of operator Input.

block with the

retrieve next record

store next record

retrieve next partial record
store next partial record
retrieve record by file address
retrieve record by key or ordinal
store record by key or ordinat
delete previous record

delete record by key or ordinal
delete record by file address
replace previous record
posltion to first record
position to previous record
position to key or ordinatl
position to file address

set 3 record lock .

clear a3 record lock

create a new file control. block
allocate mass storage space for a

temporary
or permanent flle :

.allocate additional mass storage space for an

exlsting temoorary or permanent file
release part or all the mass storage
allocated to temporary or permanent file
convert a temporary mass storage file to a
permanent file :
delete a3 temporary or permanent file from the
system :
attach permanent file to a job

detach 2 permanent file from current job

space
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2.0 STRUCTURE

2.3.2, k Request Summary

v

REDEFINE_FILE
OPEN_FILE
CLOSE_FILE
CLOSE_VOLUME
PERMIT

PROHIBIT

(Bl ock Management)
READ
READ_DIRECT
READ_STATUS
WRITE
WRITE_DIRECT
POINT_FIRST
POINT_LAST
POINT_PRECED ING
POINT_NEXT
DEVICE_CONTROL
CHECK
ASSIGN_BUFFER

- RELEASE_BUFFER

e v e e g e e ot ~——

redefine some of the logical characteristics
of an existing permanent mass storage fife
establish a logical connectlion between a3 file
and the current program

sever the 1{ogical connection between 3 file
and the current program

close current volume of a tape file and
new. volume
gives or
user(z)
removes access(x) to file(y) for user(z)

open

modlfies access(x)

read next block

read bloc«< . direct

read external status ’-
write next block

write block direct

position to first data block
nosition to last data block

" poslition to preceding data block

position to next data block

.operate external device
check for IO response

Program Management Requests

(Logical Name Space)
LNS_ATTACH
LNS_DETACH
LNS_DECLARE
LNS_REMOVE
LNS_ENTRY
LNS_NEXT
LNS_SLICE
LNS_GROW _
LNS_LOCK
LNS_UNLOCK
LNS_INSERT
LNS_DELETE
LNS_GET
LNS_PUT
LNS_ATTRIBUTES
LNS_RECORD

add a new LNS segment
remove an LNS segment

‘create an LNS entry

delete an LNS entry

get descriptor of an LNS entry

get descriptor of an LNS item or fleld
get descriptor of an LNS array element
expand an LNS entry.or item

fock an LNS entry or Item

unliock an LNS entry or item:

~Insert a new LNS item:

delete an LNS item
get the value of an LNS item

-set the value of an LNS item’

set extrinsic attributes of LNS entry or item
deflne a new LNS complex type
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LNS FIELD
LNS_LOCK SEGMENT
LNS_UNLOCK_SEGMENT

(Program Communications)
ATTACH_PROCEDURE
DETACH_PROCEDURE
STATUS_EVENT
CAUSE_EVENT
CAUSE_CLEAR_FVENT
CLEAR_EVENT
DISABLE_EVENT
ENABLE_EVENT
WAIT_EVENT

WAIT_CLEAR_EVENT

SEND_SIGNAL
SELECT_SIGNAL
DESELECT_SIGNAL
STATUS_SIGNAL
DISABLE_SIGNALS
ENABLE_SIGNALS
IDENTITY
ENQUEUE -
DEQUEUE
STATUS_QUEUE
SIGNAL_SEMAPHORE

N

WAIT_SEMAPHORE
SIGN_LOCK

UNSIGN_LOCK

(Program Execution)
EXECUTE
EXIT
TERMINATE
SPANWN
LOAD
ENTRY |
REINITIALIZE
ESTABLISH

DISESTABLISH

“increment

deflne a field of a complex type
lock an LNS segment
unlock an LNS segment

assocliate interrupt procedure with an event
remove Interrupt procedure/event associatlon
return the status of an event

set event to caused and initiate event action
initiate event actlon and leave event cleared
set event to cleared

prohiblit indicated event action

allow Indicated event action

suspend contro! point until one or atl events

are caused
suspend control point until one or all events

are caused and set events to cleared

send 3 signal to a lob

prepare to receive Indicated signal
discontlinue receotion of indicated signals
determine If indicated signal has arrived
disable signal processing

enable signal processing

returns execution 1dentlfy of reauestor.
add item to a -queue

-remove the first Item. on the queue

determine If any items are on a queue
semaphore vafue and
walting control point to continue
decrement semaphore value and suspend control
point If indicated

sign a signature ltock with the control point
id of the reauestor

unsign signature lock by writing with zeroes

Load and asynchronously execute on ‘program
Indicates task completion

used by a task to terminate another task
start an asynchronous execution of a Subtask
load procedure not yet referenced In program
retrieve an exlsting entry point value

to support Cobol cancel ’
establish a program
within a job

remove an established program

(subsystem servlcésl
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Storage Management Reques
(Segment Confrol)

INITIATE_SEGNENT
TERMINATE_SEGMENT
MAP_IN

MAP_OUT

SET_MAX
RELEASE_UNUSED

£ XPAND_SEGMENT
TRUNCATE_SEGMENT

(Page-Control)
ADVISE_IN
ADVISE_OUT
SET_USAGE_LEVEL
LOCK_PVA ’
UNLOCK_PVA

. FIX_PAGE

RELEASE_PAGE

‘Miscellaneous Reauests
STREAM_CONNECT
STREAM_DISCONNECT
STREAM_GET
STREAM_PUT

Job Management Requests

SUBMIT

DIRECT

ROUTE

SYSLOG

CLAIM

CHANGE_CLAIM

RESERVE

CANCEL_RESERVE
ACQUIRE

~ -~ B T et b e T

ts

define a segment and assign segment number
remove a flile/segment definition

allows indirect updating of a3 file/segment _
moves updated pages to orimary flle/segment
set maximum segment length .
rel'ease unused portion of a segment

expand segment fength

truncate segment length

transfer N consecutive pages to memory
transfer N consecutive pages to mass storage
glve virtual memory usage advice to system
suspend paging on N consecutive pages

-restart paging on N consecutive pages

allocate " a contiguous section of real memory
and associate a virtual address range
return a. contiguous  real memory
altocated by a previous FIX_PAGE

section

connect a file to a stream
disconnect a3 file from a stream
input a record from a stream
output a record to a stream _ -

initiates the establishment of another job .

. establishes destination for file to be routed

initiates the transfer of a file to some
specified destination
transfer information (accounting, systenm

.error and dayfile) to the system log file

set maxlmum usage of a class of devices for a .

job

1ncrease/decrease number of unifs of a class
register t he requlirement for. ER
non-preemptible resource (fite, volume set,
unit set) : -
‘cancel all’ prevlous reserve requests

satisfy alt

previously
requests . . :

NCR/CDC PRIVATE REV 30 MAY 75
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SET_PRIORITY
SET_CLASS
GET_CAT

REPLACE_CAT
GET_CPLT
REPLACE_CPLT
GET_CTT
REPLACE_CTT
GET_SCT
REPLAGE_SCT

System Table Requests

.System Monitor Requests

CREATE_ADDRESS_SPACE
REMOVE_ADDRESS_SPACE

_DEFER_ADDRESS_SPACE

"RUN_ADDRESS_SPACE

GET_RJOT_ENTRY

"PUT_RJOT_ENTRY

CREATE_CP-

:REMOVE_CP

CHANGE_EXCH_PACK

STATUS_CP

. CHANGE_CP_STATUS

DEACTIVATE_CP

ACTIVATE_CP
ENQUEUE_CP

"DEQUEUE_CP

SELECT_INTERNAL_INT

"package of a control

ADVANCED SYSTEM LABORATORY ' CHPO0204
75705730
STRUCTURE/OVERVIFN/CONVENTIONS :
2.0 STRUCTURE
2434244 Request Summary
RETURN return a flley, volume set or -unit set

previously allocated to a job via
reserve/acquire

establish/change base priority of a job
change the class of a job

get a copy of a record of the class attribute
tabte

replace the cat attribute table record

get copy of class priority
reolace a class priority level table record
get a copy of 3 class transition table record
replace a class transition table record

get a copy of the scheduler control table
replace the current scheduler control table

To be supolied.

create and Initlalize a new address space
remove 3an existing address space
transfer a job®s. working set and tables fo

the jobs swap sagment

retrleve_a Job*s working set and tables
the Job®s swap segment
retrieve a running job ordinal entry

from

uodate the fields of a running job ordlnal,
‘entry - :
reserve memory space and Initiatize a new
contro!l point ) N
terminate outstanding slignals deallocate
‘stack segements and free control point -
occuoxed memory

set specified fleld within the exchange

polnt

refrieve a control point*s current status
change a control point®'s dispatch state
force a running or ready contro! point
halted state

remove halt state to make control point ready
place one control point into another contfrof
point®s actlon aueue

into

remove one or more control polnts from an
action queue .
‘specify the internal -interrupts  whose

NCR/CDC. PRIVATE. - REV 30;HAY 75
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CANCEL_fNTEQNAL_INT
SELECT_RFAL_TIME

CANCEL_REAL_TIME
MONITOR_CP

occurrence -should be signal.led

remove
signal
real
remove
permit
control

a nrevious.selection :
.control 'point after the elapse of a

time interval
a real

time selection
one control -point to monitor a
point

second

'NGR/CNC PRIVATE REV 30 MAY 75
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24343 SYSTEM TASKS

Many Operating System facilities. are orovided by programs

which operate relatively independently of the wuser. These
programs are eXecuted as 3 set of tasks. All but one of these
tasks exist in the address space of a System Job. The exception

is the Seaquence Monltor Task.
in every jobes The System Job is very much |ike any User Job with
one additlonal characterlsticy Task Services/Task Monitor is a
program in every job which belongs to the System Job and has the
same privileges and shares the responsibilities of the System
Jobe ! ’ :

2¢343+1 Tasks_in Every Job

243430141 SEQUENCFE MONITOR TASK

Sequence Monitor g@ins control as a result of a Job belng
placed into execution -for. the first time. Maln control of
Seaquence Monitor issues Internal procedure calls to carry out the
functions of job Iinitiation, command language statement
processing, user validations, job termination and some parts of
operator communication.

Job_Initjation Procedures

The job initiation orocedures define standard job streams,
create standard job. files, perform  default file to Stream
connections and additional functions as specifications of job
structure and environment evolve. -

Command_Language_ Interoreter Procadures.

perform. the
and command

The command l|anqudge interoreter
functions of login processing, user
lanqguage statament orocessing.

orocedures
valldation,

Job Termination Procedures
" The job termination orocedures perform the followlng
functionst?’ .
o Close all files in the job.
o ‘Release all temporary files in the jobe. :
o Route .all files in the Jjob .which have been directed

:NCR/CDC PRIVATE REV 30 MAY 75
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previously via DIRECT_FILE requests.

o Remove LNS varliables declared for the job In System Global
LNS.

o Format job fermlnaflon accounting record and request its
transfer to the accounting stream.

o Others to be defined.

Three Job termination procedures may be Iinvoked from
procedures other than termination orocedurest

o One procedure is called from the main contro! procedure of
Sequence Monitor as. the results of Command Language
Interpreter nrocessing a LOGOUT.

o One procedure is called from +the Command - Language

Interpreter as the result of Command Language Inferpreter.

encountering a second LOGIN.

o One procedure is invoked as a result of a signal and event
occurrence indicating an abnormal situation which 1Is to
result in Job termination.

2e3e3¢2 Tasks_in_the System_Job

2¢34342+.1 SYSTEM _ACCESS'MANAGER_TASK
The System Access Manager performs the following functionst

o Validate the newly active terminal.
o If the terminal 1Is 43 batch Input device, the Stager is
. invoked to service the terminal.
o If the terminal s an interactive devicey, the System
Access Manager does the following?
+ Declares a Job Control Block in System Global LNS.
« Sets the appropriate values into varlous flelds of the
JCB. . :
« Declares a File Control  Block for .the inferactive
device In System Global LNS.
« Invokes job establishment.

« Continues to poll the System - Input Device List for

another terminal becoming active.

The System Access Manager Task Is present at deadstart and
continues to exist untll shutdown.

NCR/COC -PRIVATE REV 30 MAY 75
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203¢34242 STAGER_SUBTASKS
The Stager performs the following functionst

o Opens the batch Input device.

o Declares a File Control Block in System Global LNS for a
’ disk resident flie.
Creates this disk resident fxle as a permanent flle,
o Coplies a logical input fite from the batch input device to

the disk flles .

e« A toglical Inrput flle consists of data which occurs
between FENCE (system defined deiimiter) records.

« Stager must also recognize and treat HEDGE (system
defined defimiter) records which may occur In the
logical input file to delineate points for restart of
staging.

o

o Declares 3 Job Control Block in System Global LNS.

o Sets aporopriate values Into various flields of the JCB.

o Closes the disk resident file

o Invokes job establishment

o Formats a job staging reporte. .

o Continues declaring FCBs if additionat logical input files
exlst on the batch Input device.

o If no additional logical input files exist, the Stagers

« Closes the batch Input device.
« Outputs the accumulated job staging reports.
« Terminates execution.

There is a Stager Subtask for each active batch input
device. The number of Stager Subtasks will vary during the
processing day. These executions are subtasks of the System
Access Manager Task.

2¢3¢3+2.3 QUEUED_JOB_MONITOR TASK
The Queued Job Monitor performs the following functionst

o Selects highest opriority aueued Jjob from the Known Job
List. )
o Invokes job establishment /

It may be possible to eliminate the Queued Job Monitor. If
comprehensive job swWaoping Is provided, job establishment could
unconditionally establish a batch Job by creating a swap file
image and then linking the swap file into the System Scheduler's
Deferred Job Liste.
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24343, 2 4 OPERATOR COMMUNICATIONS

203.3.244 QPERATOR COMMUNICATIO

Each physical operator for a3 site will be reoresented by an
instance of the Sequence Monitor (incfudes the System Command
Language interpreter). This will be accomplished by having a Job

for each active physlical operator. In the minimum case (one
physical operator) the Seaquence Monitor of the system job wlll be
used.

24343.2+5 J0B ESTABLISHER TASK
The Job Establisher performs the following functions?

o Execution is activated by the reception of signals which
orlginate from within the SUBMIT reaquest processors of the
System Job and User Jobs.

o Determines whether current system iImposed thresholids
permit immediate establishment of another job.

. If immediate establishment is prohibited gnd the job
currently belng considered 1Is either Interactive or
hatch with no queue permission specifled?

- Issues a reject to the SUBMIT reauest orocessor from
which t he establishment —request (I.es, signal)
originated.

o If immediate establishment is prohibited 3and the Jjob
peing considered is batch gand has Jueue permission
specified:? ; :

- Constructs a2n entry for the job in the Known Job List
and marks that entry to indlcate It 1Is ‘*not
established®.

« If Immediate establishment is permitted?

- Constructs a3 swap file image for tha Jobe This image
will be provided by a system template which contains
a Sagment Descriptor Table Image with standard system
segments, and 1iImagas of Control Points and tables
which will be used to control Initial and subsequent
execution of Seauence Monitor in the Job once it has
peen swapoed into memory.

- Constructs &n entry for the Job in the Known Job List
and marks that entry to indicate *estabiished and
swapped-out*®, (Notet If the job Is ome for which a
Known Job List entry marked 3s *not established*
already exists, that entry is remarked as
‘established and © swaoped=out')e. A tink to the
relevant swap file is placed into the Known Job List
entry for the jobe

- Assures the activation of the System Scheduler by
causina an event upon which this scheduler waits when

NCR/CDC PRIVATE REV 30 MAY 75
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there are no requirements for its execution.
Obtains another establishment request, If one exists, from
its signal aueue, then begins the process again. If no
request exlsts, Job Establishment waits for the reception

- of the next signal from a SUBMIT request orocessor.

The Job Establisher Task is present at system deadstart,

2.3.3.2.6 J03_COLLAPSER TASK

(=]

The Job Cotlapser performs the following functions:

Execution is activated by the arrival of signals which
originate from within Job Termination orocedures. These
signals contain information which identifies Jjobs which
are to be removed from the system.

Performs deallocation of job elements which are essential
for the system®s identiflcation and control of a Jjob.
These elements, therefore, cannot be deallocated from
Wwithin the job itself,

+« Deallocates system segments asszgned to the job.
Releases Job related tables.

Rethreads tables where appropriates

Releases the swap flle associated with the job.

Removes the Known Jot List entry associated with the
job.

Causes an event to assure activation of System Scheduler.
Causes an event to assure activation of Queued Job
Monitor, :

e * o o

Obtains another COLLAPSE request, if one exists, from Its

signal aueue, then begins the process again. If no
reaquest exists, Job Collapser waits for the reception of
the next signal from Job Termination procedures.

The Job Collapser Task Is present at system deadstart.

2¢3.3.2.7 EILE ROUTER TASK

The File Router performs the following functionrss

o Awakened by signals from the - ROUTE reaquest oprocessor in

(o]

this joab and in User Jobs.
Determines identity of file to be roufed and the desired

.routing destinaflon from IiInformation accompanying the

signal. .
Determines whether outout +to the desirad destination is
currently active.

« If so, olaces name of'file to be routed in 3 queue for
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the relevant task of the Output Distributor.

« If not, invokes the execution of an Output Distributor
task and specifies.the identity of the destination and
the identity of the file to be routed.

The File Router is present at system deadstart.

2.3+43.2.8 QUTPUT DISTRIBUTOR_SUBTASKS

The Outout Distributor performs the following functionst

-0 Ooens a System Output Device.

o Transfers a file from disk storage to the System Output
Device.

o Closes the output device when no additional files are
queued for transmission to the System Cutput Device
currently being serviced.

o Terminates execution.

There is an Output Distributor Subtask for each active
System Jutoput Device. These executions are subtasks of the Flle
Router Task.,

"2¢34342.9 CONFIGURATION MANAGER

The Active Device Detector is a procedure of Configuration
Manager and performs the following functionsi

o Detects hardware level signals which indlcate that a
previousiy inactive device has become active.

o Associates a hardware sianal with a device and places the
device type -and device ldenflfler in the System Input
Device Liste.

o Causes an event or sends a slqnal -to awaken System Access
Manager. : .

The cOnflgurafibn Manager' operation environment wiltl be
supplied. ) :

2.43.3.2.10 RUNNING JOB MONITOR
The Running Job Monitor performs the following functionss
o Determines which acfive']obéb should be. moved +to ready
status based on tim2 slice and whether the Job is waiting

or note.
o Determines which ready jobs should be moved to active

status based on time slice, whether the Job Is walting or

NCR/CDC PRIVATE REV 30 MAY 75
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not,s 3vailability of enough real memory for the Norklng
set of the job, and the number of already active Jobs.
o Performs the state changes for the aopropriate jobs.

The Running Job Monitor Task. is present at system

deadstart.

2.3+3.2.11 DEFERRED JOB MONITOR
The Defarred Job Monitor performs the following functionst

o Determines which jobs should be swapped out based on
relative priorities, time slices and job status.

o Swaps out aoprooriate jobss Swapping out Involves
collecting together all system tables about the Jjob and
writing them to the swap file, deallocating all nonshared
active segments, and changing the job status in the Known
Job List. ,

o Determines which jobs that are  swapbped out should be
swapped in based on relative priorities, job status, and
avallability -of system resources.

0 Swaps approoriate jobs which involves reallocaflng system
tables and active segmoents.

The Deferred Job Monitor Task 1Is opresent at system
deadstart.

243+4342.12 RLOCK_MANAGER_TASK

Page Control

Sage control is responsible " for the management of real
memory according to wusage and scheduling requirements and
oarforms the following functions:? : :

o Maintains* the status of all pages in memory and performs
requests involving the allocatlon, locking and fixing of
memory page frames.

o Performs all requests for the movement of pages from
immediate access memory to external mass storage and back
in segment dependent block sizey, which must be muitiple of
page frame size.

o Maintains job workxng set size for scheduling and swap

control.
o Controls memory occupancy based on usage and scheduling
requirements. ’

o Performs second level error orocessing in conjunctior with
Block Management. : ’
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The Page Control procedures are a part of the Block
Management program.

Block Management

o Controlling the movement of data blocks batween buffers or
segments and previously opened files on neripherals.

o Performing second 1{evel error recovery for peripheratl
errors that cannot be handled by controflers or channels,

o Managqing buffer. assignment within virtual memory for
explicitly referenced files.

2.3.3.2.13 INPUT_QUIPUT_ DRIVERS

To be supplled{
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2.3.4 SYSTEM EXTENSTIONS

System Job/Task Services

System extension technlques analogous to todavy*®s systems
will be available via system generation. System generation will
be used when extending task services and/or the system Jobe. The
formal interfaces and conventions (OS#GATEy signalsy LNSy SHL»

standard file formatsese) defined and wused by the iIntitial
operating system will mske axtension easlier.
Subsystems

a fundamental concept of IPLOS is the separation of

operating system code Into two parts: the part that runs outside
the user address space (System Job) and the part that runs inside
the user address space (Task Services). Task Services are
protected from the user by being in a lower, more -priviieged ring
of protection. This allows task services to be dlrectly called
by the wuser, to opass parameters by referencey and Iin general,
accrue all the benefits of a common addressing context, while
retalning protection and integrity. The operating system Is not
the only code for which such a3 separation is desirabie.

Subsystem Services

Subsystem services also have thea need to be rapldly and
conveniently accessed by their users as well as being protected
from them. Thay also share the users need of utilizing task
services so in that regardy they appear to task services as being
just another user from which it must be protected and to which it
must be readily accessible. Subsystem . Services then may be
viewed as a aeneralization of the address sopace relationship
between task services and the wuser. For this reasony the
hierarchical aspect of rings -of oproftection aoplies directiy,
since there is-a natural hierarchy between the sytem, subsystem
and user. . -

The file system in supporting FAP's will be the Initial user
of subsystem techniques and wilt orovide the initial example of
the creation, establishment, calling, execution environment, and
termination of subsystem code. As the operating system and data
base management projects orogressy, the reauirements for support
of subsystems will become better deflned.
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NTRODUCTION

TABLES

e fOperating System 1is dependent on the use of tables to
Interfaces between different system modules and -between
stem and the User, and to describe the basic objects
ed by the system and how these objects are related. Khen
is defined within the system, consideration must be given
following six general characteristics.

Protection - Should +the information be protected by
hardware from Iinadvertant write operations? . Must the
information be protected from maliclous write/read

operations?

Scooe = Should tha information be local to a user or
should it be made global and shar=able by other users? In
general, information should be giobally defined only when
required. Keeping information focal to a wuser has two
advantages? 1) this information Is private and no other
user can interfere with it, and 2) if most of +the tables
required by a Job are collected locally, it is easier for
the system to keep track of a wuser (restart, paging
critical tables, etc.).

Residence =~ Should the information be oageable or locked
down? Wherever possible, information should be opageable.
It should be locked down only when an obvious efficiency
case exists. .Three points can be made! 1) System Monitor
cannot tolerat: access . interruots, so any information
referenced by System Monitor must be in real memory at the
time of referencey 2) I/0 channels use absolute addresses
and require that real memory exists when in operatlon, and
3) there are deqgrees of pageability, that is, some
information must be present if a task is to use the CPU
and can only be explicitly removeds An examole Is the
Segment Descriptor Table. .

Addressing - Should the information be symboficatly or
directly addressable? When tha2 wuser wishes to perform
program control and data modification functions, he must
address the system symbotically (Command Language).
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Therefore, any features which are externallzed via ~the
Command Language must be supported by symbolically
addressed tables. Throuahout the system, thls group of
tables is referred to as the Logical Name Space (LNS).

o Life Cycle - When will the table come into existance and
when will It disspnear? The data to describe a Job is
divided into environments which will go away, when the Job
terminatesy when a task terminates, when the systenm
crashesy and environments which will live forever unless
explicitly removed.

o Crash 2esistance - When the System crashes, how wlil the
tables be reconstructed? What impact will there be on
recovery if the tables cannot be reconstructed? Will the
corrupting of the tables cause a System crash? HWhat
protectlon will be provided to detect corruptlon?
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The Operating System table structures . are contained Iin
several segments which have differing combinations of the
attributes of protection, scope, residence, addressing and Ilife
cycle mentioned before. Fvery request made by a user will result
in action against structures contained in the supported
environments.

The attributes  Illsted are avalilable in some seémenfs as
detailed iater. Not all combinations of attributes are necessary
or provided.

o Protection attributes ares
. directly readable (DR)
. directly writabie (DW)
. interpretively readable through LNS (IR)
interpretively writable through LNS (IN‘
[ Scooe attributes are?
« by the 0S in the System Job (SJ})
. by the 0S in Fask Services In User Job (TS}
« by the user program (USER) ’
o Residence attributes aret
. Dageable (P)
. fixed, ‘which Impiies that some but not necessarily all
of the segment may be fixed (F)
« swaopable (SWAP)
o Addressing attributes arex
. direct (DAY .
« symbolically through LNS (SYM)
o Lifecycle attributes aret
. for the duration of the system day (SYS)
. for the duration of the job (J0B)
. for the duratlon of the task (TASK)

There are several segments containing system tables which
are always oresent and have known “attributes. These are
‘described below. User and System Tasks may have LNS, working
storagey and stack segments with varying attributes which may
contain some system ‘tables. This wilt be noted in t he
descriptions of the Individual table structures. The segments
shown in the following tabla are always supported and have the
indicated attributes. :
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SEGMENT P;:o-ru-noul For RESIDENCE ADDRESSING 8Y LIFE
: ST TS USER ST TS Juser |CYCLE
© SianAL BuFRERS DR DWw DR dw F - swap bA 5Y5
|
2
3 Stumenr DescRIPTOR TABLES |DR R bR F  SwAP DA oA SYS
4 (ConTROL PoINT BUFFERS F  swaP sYs
§ LNs SysTem Glosal DR bw TR Twj DR dw TR Tw) R | F DA Sym| dA SYM sYM 3Y3
b LNS USER LocAL DR Dw TRIw DR bw R Iw| P sSwaP bA sym| dA sym| TASK
7 ULNS SYSTEM LocAL DR dw TR Iuf TRIW P SwAP DA 5YM sym| Jos
8 LNS USER GrLoGAt DR bw IR Twi DR dw R Iw IR Tw! P Y4 sYm| DA s¢m sYm| 3vS
9 LNs SYs LocAt OF SYS Jo8|DR dw IR 1w IR Iw F vA sYm Y1 sYs
10
1l TAsxk MONITOR WORKING STORE DR bw P swaP DA Jo08
12 : ) :
13 TRSK SERVICES WORKING STORE DR dw P  swAp 1Y) Jo8
ADDITIONAL usER DATA SEGS,
INCLUDING STACK AND DR dw DR dw P  SwAP bA dA Jos
WORKING STORAGE TASK
ADDITIONAL LNS SEGMENTS DRDW IR TW Dzbwtktw'? sSwAP DA sYM| ba syml Jos
TAK

Figure 2.4.1-1

"SEGMENT ATTRIBUTES
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The Operating System tfable structures . are contained Iin
several segments which have differing combinations of the
attributes of protection, scope, residence, addressing and [life
cycle mentioned before. Fvery request made by a user will result
in actlion against structures contained in the supported
environments.

The attributes listed are available in some seéments as
detailed tater. Not all combinations of attributes are necessary
or providad.

o Protection attributes ares
. directly readable (DOR)
« directly writable (DW)
.« interpretively readable through LNS (IR)
. interpretively writable through LNS (IW)
o Scope attributes arest i
« by the 0S in the System Job (SJ)
. by the 0S in Task Services In User Job (TS)
« by the user program (USER) ’
o Residence attributes are?
. Dpageable (P)
. fixed, ‘which implies that some but not necessarily all
of the segment may be fixed (F)
. swaoppabie (SHAP)
o Addressing attributes aret
« direct (DA} . .
. symbolically through LNS (SYM)
o . Lifecycle attributes aret
. for the duration of the system day (SYS)
. for the duration of the job (J0B)
. for the duratlon of the task (TASK)

There are several segments contalning system tables which
are always opresent and have known attributes. These are
‘described below. User and System Tasks may have LNS, working
storagey, and stack segments with varying attributes which may
contain some system tables. This wilt be noted in the
descriptions of the Individual table structures. The segments
shown in the following table are always supported and have the
indicated attributes. :
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SEGMENT PRoTecTION FoR REsipenee | AODRESSING  8Y LIFE
: ST TS USER ST | TS [usER |CYCLE
O SianaL BurFERS DR Dw DR dw F - swap bAa 3Y5
|
2
3 Stument DESCRIPTOR TABLES |dr “{or DR F  swAP A Y:) 5YS
4 CoNTRoL PoinT BUFFERS F  swaP sYs
5 LNs SysTem GloBau DR bw TR Tw DR dw TR Tw) TR | F DA Sym| DA sym svv; 3YS
& LNS USER LocAL DR Dw TRIw DR Dw IR Tw| P SwaP bA sym) dA Sym| TAzK
7 ULNS SVY3TEM LocAL DR dw TR Iuf TRIW P SwAP DA SYM syl Jos
8 LNS UsER GroBAt DR Dw IR Iw! DR dDw 2R I 22 T P 4 sym|pa sxMi  sYm| svs
9 LNs SYs LocAt OF SYS JoB8|DR dw IR 1w IR IW F da svm|  swa svs
10 '
11 Task MONITOR WORKING STORE DR bw P swAP DA Jo8
1z ' _ : '
15 TASK SERVICES WORKING STORE DR dw P  swAp 1Y) Jo8
ADDITIONAL uSER DATA SEGS,
INCLUDING STACK AND DR dw DR bw P SwAP DA bA Jo8
WORKING STORAGE TASK
ADDITIONAL LNS SEGMENTS DRDw TR TW Dkbwtktw.? SwAP DA sYM| DA SYm| Fo3
TAK

Flgure 2.4.1-1
"SEGMENT ATTRISUTES
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2.44.3 ADDRESS SPACE OF SYSTEM JOB

DEDICATED SEGMENTSS

FUNP o

O~y

10
i1

12
13

14

15

16
17
18
13

20
21

Signal Buffers for atl
Invalid

Invalid

Segment Descriptor Tables for all
Control Point Buffers

Running Jobs

Running Jobs

LNS Segmgn!g:

System Global

User Local for this Job
System Locat for thils Job
User Global
System Local for the Systam Job
Task Monitor Program_Segmentst
Code

Working Storage

Yask_Services Program Sedmentst
Code
Working Storage

Seguence Monlfor Program_Seagments:
Code
Narklng Sforage

§£Q¥.ﬂ££ Monitor Task Seamentst
Stack for Task Monitor execution
Stack for Task Services execution
Stack for Seauence Monijitor execution
Binding.for TM, TS, SQM

Job Buffer Pool
Rinding for this Jobt

NONDENICATED SEGMENTS:

1

System Accass Manager_ Skagments:
Task
Stack for Task Monitor execution
Stack for Task Services execution
Stack for System Access Manager program execution
Program
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Code

Working Storage

Stager Subtasks (3 stacks per subtask)
Stack for Task Monitor execution
Stack for Task Services execution
Stack for Stager procedure execution

Job_Establisher Seamentss?

Task

Stack for Task Monltor execution

Stack for Task Services execution

Stack for Job Establisher program execution
Program

C ode

Working Storage

Quevued Job_Monjtor_Segments:
Task

Stack for Task Monitor execution

Stack for Task Services execution

Stack for Queued Job Monitor program execution
Program

Code .

Working Storage

Deferred Job Monitor_Seaments:
Task
Stack for Task Monitor execution
Stack for Task Services execution
Stack for Deferred Job Monitor orogram execution
Program
Code
Working Storage

Runping_Job Monitor Seaments:
Task
Stack for Task Monitor execution
Stack for Task Services execution
Stack for Running Job Monitor orogram execution
Program
Code
Working Storage

Job_Collapser Segments:t
Task
Stack for Task Monitor execution
Stack for Task Services execution
Stack for Job Collapser nrogram execution
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Program

Code

Working Storage
File Router Segments:
Task

Stack for Task Monitor execution
Stack for Task Services execution

Stack for File Router program execution

Program
Code
Working Storage

Output Distributor Subtasks (3 stacks per subtask)

Stack for Task Monitor execution
Stack for Task Services execution

Stack for Outout Distributor procedure executlon

Block Managger Seamenfs?
Task
Stack for Task Monitor execution
Stack for Task Services execution

Stack for Block Manrager program execution

Program
Code
Working Storage
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2«4 44 ADNRESS SPACE OF JOB USING A SUBSYSTEM

DEDICATED SEGMENTS:

Signal Buffers for al! Running Jobs

Invalid

Invallid

Segment Descriptor Tables for all Running Jobs
Control Point Buffers

Fauneo

LNS_Seaments?
System Global
User Local for this Job
System Local. for thls Job
User Global
System Local for the System Job

WX~y WUV

Iask Monitor Program Sedmentst
10 Code
11 Working Storage

Iask Seryices Proagram Seaments?
12 Code
13 Working Storage

Sequence Monitor Prodram Segments?
14 Code
15 Working Storage

Seauence Monitor Task Segmentst
16 Stack for Task Monlitor execution
17 Stack for Task Services executlion
18 Stack for Sequence Monitor execution
19 Binding for TM, TS, SQM

20 Job Buffer Pool
21 Binding for this Job

NONDEDICATED SEGMENTS:

Subsystem _Services Program Seaments?
Code ’
Working Storage

Subsystem LNS Segmen¥s?
Subsystem Local for this Job
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Subsystem Local for the Subsystem Job

User Task Segments:
Stack for Task Monltor execution
Stack for Task Services execution
Stack for Subsystem Services execution
Stack for User Program execution

User Program Seaments?
Code
Working Storage
Files -
Libraries

NCR/CDC PRIVATE REV 30 MAY 75
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2.4.5 ADDRESS SPACF OF SUBSYSTEM SUPERVISOR JOB

DEDICATFED SEGMENTS?

FunNE o

W Novwn

11

12
13

14
15

16
17
18
19

20
21

Signal Buffers for all Running Jobs

Invalid

Invalid

Seament Descriotor Tables for all Running Jobs
Contro! Polnt Buffers

LNS_Segments?

System Global

User Local for this Job

System tocal for this Job

User Global

System Local for the System Job

Task Monitor Proaram_Segmentst
Code
Working Storage

Task _Services Program Segmentst

Code

Working Storage
Seguence Monjtor Prodram Segments:
Code

Working Storage

Sequence Monjtor TasR Seamentst
Stack for Task Monitor execution
Stack for Task Services execution
Stack for Sequence Monitor execution
Binding for TM, TS, SQM

Job Buffer Pool
Binding for this Job

NONDEDICATED SEGMENTS:

Subsystem Services Proaram Seaments:
Code
Working Storage

Subsystem LNS Seagmentst

-Subsystem Local for this Job
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Subsystem Local for the Subsystem Job 1
2
Subsystem Supervisor Task Seamentst 3 e
Stack for Task Monitor execution L
Stack for Task Services execution 5
Stack for Subsystem Services execution 6
Stack for Subsystem Supervisor Program execution 7 ‘o
8 -9
5
Subsystem Supervisor Program Seamentst 9 T
Code . N 10 . z
Working Storage 11 -
Files . : Y R S S :
o —1= B Lot juser ™ . . L ..
Librarles L . —WAFIT . .. | LOCAL| IWORKING e e e e
: .. - [ " FoR TORAGE| | SranAL : X o
: SYSTEM| FoR Burrsrs| | Tasx ™ *
A L Jos | | system WORK NG L
SbT B JoB . CobdE STORAGE| |SEGMENT .
) [ ForR DESC. CoNTROL
L] D Jo8 TABLES Point
2 € 1 . BufFERS
R 3 F
4 G
5 ]
) I LNS LNS
7 J LNS USER SYSTEM
[ 8 | K sysTEM| | LoeAt | | aregaL
. r.ﬁ_ L LNS NS LocAL FoR .
10 M LNS SYSTEM user FoR Jo8
. E N Lns | | user | | Locar | |atosat| | Jos ! L
. : G M ™ SYSTEM| | LocAL FoR ! .
: R MNORKIN & LocAL For SYSTEM
: . STORAGE FoR JoB Jo8
sBT Jos 2
o |—¢ 2
!
2
3
4 . SDT: SEGMENT DESCRIPTOR TABLE
E) " AFIT: ACTIVE FILE LDENTIFIER TABLE . .
b _.TM: TASK MONITOR S
7 . . e
8 # 1 CONTENTS OF SEGMENTS FoR .
K] FOR RUNNING JOB3  ONLY . . .
10
" .

Figure 2.4.5-1
SEGMENT USAGE EXAMPLE
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2eL4 6 BASIC SYSTEM OBJECTS

2.4.641 Job

job is an entity directly related to a user and has the

following characteristics?

o]

o

o

o

there 'is one address space per job

it is the identifiable user of resources (flles, devices,
memoryy seeo) which it can create, control access to, and
destroy .

It is the basis of system supported accounting

it is the swappable entity

there Is one LNS search list per job

 The system maintains several fists that reflect the current

state

00 0o0

o
o
o

(o]
(o]

of a job as shown in Figure 2.4.6-1 and aret

Known Job List (KJL)
Deferred Job List (DJL)
Running Job List (RJL)
Active Job List (AJL)

The Known Job List contains all jobs known to the system

Not yet establ ished jobs
Swapped out jobs with system segments deallocafed
Running jobs .

The Deferred Job LIlst contains all those job swapped out.

Just established jobs that have not yet been swépped in
Jobs that were running but are now swapped out

The Running Job List contains those known jobs that are

established and swapped in.

o
o
()

System segments are assigned
Active jobs
Inactive jobs
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24446

«1 Job

The Active Job List contains those Running - jobs. that have
their working set avalilable in memory. Each control point In an.
active Job Is on the dispatch chain with a sfafus of - either Ready o

or Not-ready.

Established

Swapped \ . Swapped
Out -

!
i
+

Inactive

Figure 2.4.6-1
JOB LISTS
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2444642 Task

A. task is
.two tasksy the execution.of the
executlon of product set progra
o a task shares an

jobe

the execution of a program.

2-65
CHP0204
75/05/30

A standard job has
‘Sequence Monitor program and the

ms. or user programse

address space with other tasks In the

0 a3 task does not own resources.

o all

o there'is one signal buff

taske.

task may have within
referred

o a
of procedures,

a
.« Loader Symbol Table
« B8inding Section
« Signal Buffer
« Signal Selection List
. Common

« Object Segment List

« Library List

« Working Storage

o. each subtask of a task is separately dispatchable and

its own
« Control Point
« Stacks

o the System Monitor maintains a Dispatch Control
point information

contains control
« Status

« Kind

« Priority

tasks-'in-a job are swapped together.

er and signal selection 11ist per

'

It several asynchronous executions
to as subtasks.

Il the subtasks of a task share the same

has

Tabte that
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Figure 2.4.6-2
EXECUTION CONSTRUCTS

PCB Program Control Block
LNS structure. Can be In any LNS segment.
TCB Task Control Block

LNS structure.
job.

Can be in any LNS segment

CcP Control Point

System table structure. In segment #4.

SB  Signal Buffer -
System table structure. Is In segment #0.

SSL Signal Selection List
System table structure.

QCB Queue Control Block

ECB Event Control Block

Referenced by address by system code.

\  . Z;FEKJBB :
\;1‘?50 Con'reoe orwr .

local

7

K:L-——ﬁ» SWAP \

FILE |’

r'd

.

to

/

this

Can be LNS structure
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2e4e642 Task

SoT
JcB

Jcs*

EPCB
JST
JGT
KJL
RJOT -

in any LNS segmenf tocal to this jobe. Can also be at any
PW address in address space of this job (Working storage,
Stack, Record, efc)s :

Segment Descriptor Table
Hardware table structures Is in segment #3 for this Job.

Job Control Block
LNS structure. 1Is in System Global LNS segment.

Alias Job Control Block
LNS structure. Is in System Local LNS segment for this
job.

Established Program Control Block
Job Stack Table

Job Gate Table

Known Job List

Running Job Ordinat Table

System table structures.
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2.4.6.3 File

Depending on the users level of Interface to the Data
Management system, a flle may be viewed in the following wayst

o File Management Level - A-file consists of a peripherat

device or a region of storage on a volume.

o Record MaﬁaQemenf Level - A file consists of a set of

records addressable by key, by ordinaly or by file

address.

o Block Management% Level - A Aflle consists of a set of
blocks addressable by block numbers.

o Segment Level - A file consists of a segment of virtual
memory addressable by segment number and byte offset.

The File Control Block Provides the prlmar9 interface through
which a user supplles the definition of a file.

o A File Control Block musf exist before a file can be
referenced.

o Cataloged values can replace any existing File Control
Block values,

o Values supplied through NS requests can replace any
existing File Control Block values.

o Values supplled through the FM#DEFINE_FILE request can
repliace only null values.

o No File Control Block flelds can be directly modified by
the wuser after the file 1is created (new mass storage
fltes)y attached (existing mass storage files) or opened
(non-mass storage files).
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2.446.3 File

FCB

LFD
3CT
OFT
- FRD
AFT

PFO

oD

» LFD.—_ PFD .
EXTENSION -

B = OFT

'

PFD =— FRD BeT

/o
BuFFER

Figure 2.4.6-3
FILE CONSTRUCTS

8 lock
Can be in either System Global
LNS segment for this job.

File Control
LNS structure.,
or System Local

LNS segment

Logical File Descriotor
Buffer Control Table
Open File Table

File Request Descrintor
Attached File Table

Data Management structures. VIn System Local segment for
this job.
Physical File Descriptor
System structure., In system global segment.
Open Descriptor .
Data Management structure. In user memory.
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Seagment

segment 1s defined by a segment number (unique id), a
descriptor entry (segment attributes), and a body which
array of consecutive elements (target data). Since a
cannot wholly reside in memory, 3 mapping between memory

mass storasge addresses is always malntained by the Operating

Due to varying oerformance and processing
pping Is supported in multiple ways?

requirements

Direct Segment- a
file and a segment exists,
the segment will
Examples would include:
« Output files
« Read-only data

and any modifications made to

« Program libraries
Temporary Segment- a segment which cannot survive beyond
the life of the creating job. Several of these segments
will be mapped into one mass storage  paging fileo
Temporary Segments provide a low overhead mechanism for
allocating and managing temporary structures. Examples
would include:?

« Stacks '

« MWorking storage

« Heaps

« Binding sections

« Local LNS
Indirect Segment- an indirect mapping between a mass

storage file and a segment eXxists.
to the seament are reflected in a paging file, which
exists for the tife of the 1Job and may also contain
modifications to other such segments, A program must
explicitly ask the system to refiect the changes back into
the original file. Examples would Includes

« Files beinag edited

« Periodic updating

« Batching uodates

Any modiflcations made

NCR/CDC PRIVATE REV 30 MAY 75
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2o b4l Segment

SDT

PT:

s s i a0 i e o e e e 0 O D et b P P e 0 8 OO P B P DB U D 0t P O P B Pt P 8 P Pt P 0 0 0 3 S

e ]
ONE PER JoB ,” © Sus \
PAGING FILE ¢ PFD < ALLDCATION :
\ :
\. TEMPORARY
SEGMENTS
ST AFLIT —» PFD \. DIRECT
M SEGMENTS
S
PT
MM INDIRECT
SBGMENTS
DNe= —[~<
g u I ‘N‘\
ONE PER Jo8 / : sus Y
PAGING FILE || PFD <——ALLOCATION |
- AN MAP /
S~ -~ Pid
. e J

Figure 2.4.6-4
SEGMENT CONSTRUCTS

Segment Descriptor Table
Hardware structure. In segment #3 for this job.

Page Table
Hardware structure.. In real memory.
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PFD Physical File Descriptor
System structures In system global segment.

AFIT Active File Index Table
SCT Segment Control! Table
MM Memory Map
Storage Management structures. In system space.
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3.0 COUING/DOCUMENTING CONVENTIONS

1 XX = 0S section code string
2 XXX = 0S section acronym
3 # = literal string .
; S..S = mnemonlc character string
g ex.  LNS#ATTACH
8 3) _Module Internal Name
3.1 INTRODUCTION 9
10 - 1 to 8 characters long
. 11 -~ Mnemonic acronym
The intent of this section 1is to record iInformation 12
pertinent to the development and implementatlon of the Operating 13
System., It will provide a basis for discussion and improvements, 14 3+241 IPLOS SECTION CODE STRINGS
and will evolve towards Imolementation conventions within the’ 15 .
project. ’ 16
17
18 0S Operating System
3.2 IPLOS NAMING CONVENTIONS 19
- 20 UI User Interface
) 21
o The maximum length of all system and user names and symbols 22 IC Input/Output Control
will be limited to 31 characters. 23 CL Command Language
! 24 0C Operator Communicatlons
o All IPLOS modules that deal with 1 - 31 character names must 25 SA System Access Manager
be ultimately concerned with the space reaquired to support the 26 FR File Router
tong names. MWherever feasible, alt! such modules should use 27 MG Message Generator
space/table allocation techniques that optimize at 8 character 28
names with minor performance penalties for longer names (such 29 JM Job Management
techniques must be invisible to users). 30 v
31 IT Initiator/Terminator
o Within IPLOS itself, three levels of naming environments will 32 RA Resource Allocator
exist? 33 JS Job Scheduler
. 34 AL Accounting/Logging
1) User Visible Names 35 CR Checkpoint/Restart
36
- 1 to 31 characters long 37 PM Program Management
- Maximum mnemonic value 38
. 39 PF Program Execution
ex. CAUSE_EVENT 40 PC Program Communication
SUBMIT_JOR 41 LL Loader/Linker
. 42 LN Logical Name Space
2) System Global Names 43
bb DM Data Management
- 1 to 31 characters long 45
- format 46 FM Flile Management
XX#SesS OR XXX#SseeS 47 AP Access Procedures
where 48 8M Block Manager
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vDD Device Drivers
MM Storage Management {(Memory)

MC Memory Control
SC .Segment Control

SM_ System Management
SS System Scheduter
CM Configuration Manager
DS Deadstart
SG System Generator
SS System Structure
SY System Monitor
TM Task Monitor
TS Task Services
SB Subsystem Supervisors
(h Utitities
LG Library Generator

DR Dump/Restore
MA Measuring/Analysis

3.2.2 SOURCE LIBRARY NAMES AND CONVENTIONS

3.2.2.1 Dogumentation Files

0 HWorking Document
A working copy of each GDS Chapter is under the user Id
MAD with file names CHO1...CH12. These are TEXTFORM flles
to which all Operating System parsonnel have read
permission. :
o Version &4 GOS
A fite named 0SGDSO4 has been created via SCM under user

NCR/CDC PRIVATE REV 30 MAY 75
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id DTC and contains a TEXTFORM
release of the GDS.
APDXA«+sAPDXE.

copy of +the 30 MAY 75
The deck names are CHPO1...CHP12 and
Use SCM to retrieve any of this data.

o Conventions

- MODIFY deck names will be equal to document
the TEXTFORM context)

sections (in

= All documentation source will be in TEXTFRM input format

- The user interface to MODIFY and TEXTFRM will be processed
thru the standard IPLOS source maintenance commands.

- The major use of the Global
cee) willi be +to
table and symbol definitions and declarations.

Libraries (i.e«y OSOPLy JMOPL,

ex.. SWL CONST definitlons
SHL TYPE deflinitions
table declaratlons

NCR/CDC PRIVATE REV 30 MAY 75
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3.242.2 Source Code Fjlds

o Llbrary Names

FORMAT
XXOPLNN
‘where
XX = 2 letter IPLOS section code
OPL = Literal
NN = Version Number of library

(blanks inserted . for clarity, actuail name without blank)

Operating System Global Library

0S OPL 01

UL OPL 01 User Irterface Global Library
IC oPL 01 Input/Output Control Library
CL OPL 01 Command Language Library

0C OPL 01 Operator Communications Library
SA OPL 01t System Access Manager Library
FR OPL 01 File Router Library

MG OPL 01 Message Generator Library

JM OPL 01 Job Management Global Library
IT OPL 01 Initiator/Terminator Library
RA OPL 01 Resource Allocator Library

JS oPL 01 Job Schedutler Library

AL OPL 01 Accourting/Logging Library

CR OPL 01 Checkpoint/Restart Library

PM 0OPL 01 Program Management Global Library
PE OPL, 01 Program Execution Library

PL OPL 01 Program Communication Library
LL OPL 01 Loader/Linker Library ’

LN OPL 01 Logical Name Space Library

DM OPL 0% Data Management Global Library
FM oPL 01 File Management Library

AP 0OPL 01 Access Procedures Library

BM 0OPL 01 Block Manager Library

DD OPL 01 Device Driver Library
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3.24242 Source Code Files

MM OPL 01 Memory Management Global Library

MC OPL 01 Memory Control Library

SC OPL 01 Segment Control Library

SM OPL 01 System Management Global Library

SS oPL 01 System Scheduler Library

cM 0oPL 01 Configuration Manager Library

DS OPL 01 Deadstart Llibrary

SG OPL 01 System Generator Library

SS 0PL D1 System Structure Globat Library

SY oPL 01 System Monitor Library

™ OoPL 01 Task Monltor Library

7S OPL 01 Task Services Library .

SR 0OPL 01 Subsystem Supervisors Library.

UT OPL 01 Utilities Global Library

LG OPL 01 Library Generator Library

DR OPL 01 Oump/Restore Library

MA OPL 01 Measuring/Analysis Library

SC OPL 01 Source Code Malntenance Library

o Conventions

the source libraries will all be maintained In the MODIFY
program library format

the use of MODIFY
maximized

COMMON decks techniques must be

all 0.S. +tablie declarations must be stored as COMMON
decks.

the library structure should be viewed as a three level
structure

o 0S global highest

o Major division global lower

o Discrete |libraries lowest

Atl code modules and COMMON decks must be placed at the

lowest fevel in the structure possible

NCR/CDC PRIVATE REV 30 MAY 75
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3424242 Source Code Files
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- All source codina will be done in ISWL/SHL

- Each MODIFY DECK will represent one and only one ISHL/SHKL
module
Until such time as ASL/IPL wide source maintenance

conventions are developedy, a speclial set of terminal commands
will be develooed and utilized for the IPLOS project.
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3.3 CODING_CONVENTIONS

This section will attempt to suggest a few opractical and
probably obvious conventions, with the hope that the tist wilil be
modified as suggestions from project personnel are forthcoming
and evolve into a prototype standard.

3.3.1 DECLARATIONS

o Arrange declarations into some ldgical grouoing and identify

with headings
CONST
TYPE
COMMON FILES
EXTERNALS
LOCAL DATA
o Indent level numbers

o Identifiers should tend toward self description (within length
constraints)

o Be consistent with margins and starting columns for elements
within declaration statements

o Position compiler control toggles to the left side of listing
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3+3.2 PROCEDURES
3.3.2 PROCEDURES
o Keep-procedures smali as possible, one or two pages
average .
o Provide comments for groups rather than individual

statements in order to maintain continuity of
not over kill on commenting..

code =

0 One procedure statement per line
0 Use indentation fof both code and comments

o Avoid use of GO TO statement

do
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P e et td

3.4 SOURCE_DOCUMENTATION CONVENTIQNS

IPLOS will use the SES defined Documentation Praompter
avallable under the subsystem for source module
An example is as follows?

/batch
$RFL,20000."°
/getyrunses/un=all
/getyrundp/un=soe
/-runses ; '

*¥MSG 13 SES V1.0 75/05/30., 09.10.22. -PLEASE LOGIN
? loain mad,profile=rundp

**MSG 813 PROFILE PROCESSING INITIATED
0001030=*PROCEDURE ¢

? tentatively_allocate

0001040=

? =

0001040=¥PROGRAMMER?

? MAD

0001050=

? =

0001050=*PURPOSE?$

? This procedure determines 1t an allocation of a
0001060=

? particular perlipheral to
000107 0=

? based on the peripherals current usage,
0o001080=

7 usage requested,
0001090=

? 1f the allocation were made.
0001100=

hed

3 Job can be permitted
the

and the opossibility of deadlock

0001100=*INPUT?
? unit:d the unit table entry of the peripheral to be

0001110=

? allocated.

0001120=

? req_shareablets boolean set to true If the unit is
0001130=

? requested as shareable, false if the unit is
0001140=

? requested for excluslve use.

0001150=

? rsact: the current shared, assigned, claimed for the

NCR/COC PRIVATE REV 30 MAY 75
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3.4 SOURCE DOCUMENTATION CONVENTIONS

~—

P o~

0001160—

job reflecflnq any prpvlous tentative allocations.

0001170-

? =

0001170=¥0UTPUT?

? allocatlon_okt: boolean set to true if the allocation

0001180-
' can be oermlffed,
0001190’

false

if It cannot.

? =

000119 0=*METHOD?

? =

000120 0=*DATA_USAGE?
? pseudo_availablet:?
000121 0=

? " reflecting any previous
0001220=

? =

0001220=¥COMPILE_OPTIONS?

? =

arrary of available peripherals

tentative allocations.

. 0001230=*NOTES?

? =

0001240=¥MESSAGES?

? =

0001250=*RESTRICTIONS:
?

DOCUMENTATION NOW ON DOCE - SAVE IT
**¥*MSG 673 RUN COMPLETED

? 1ogout

**MSG 843 CONNECT TIME = 00.09.56.

* END SS 1.0
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3«4 SOURCE DOCUMENTATION CONVENTIONS
/edit,doce
BEGIN TEXT EDITING.
? 13¥
*BEGIN_DOCUMENTATION:?
*PROCEDURE?: tentatively_allocate
*PROGRAMMER? MAD
*PURPOSE This procedure determines If an atlocation of a
¥ particular peripheral to a job can be permitted
¥ based on the peripherals current usage, the
* usage requestedy and the possibility of deadlock
* if the allocation were made.
*INPUTS unitis the unit table entry of the peripheral to be
* allocated.
* reg_shareable:s boolean set to true if the unit Is
* requested as shareable, false If the unit Is
* requested for exclusive use.
A rsactt the current shared, assigned, claimed for the
* job reflecting any previous tentative allocationse.
*QUTPUT? allocation_ok:: boolean set to true if the atlocation
* ’ can be permitted,y, false if It cannot.
*METHOD? NONF

¥DATA_USAGE?
*

pseudo_avallablet: array of available peripherals

*COMPILE_OPTIONS: NONE
*NOTES? NONE
*MESSAGES? NONE
*RESTRICTIONS? NONE

*END_DOCUMENTATION:

reflecting any previous tentative allocations.
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3.4.1 TABLE SPECIFICATION

o 2 2 2 s o e e e 0 o e e o P ot 0 Pt 20 0 o 0 0 ~

3¢k el TABLE SPECIFICATION

TABLE NAMF: “system name of table"

Purooset one line description™

Usages “reason for exlistence"
Creators "system moduie building table"
Readers: "system modules"

Writers: "system modules"

Rafererncet “other tables/structures pointed at"

Declarationd *SWL declaratlions/definitions™
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3.441 TABLE SPECIFICATION
011500 “gs” :
011600~ em e c e e e e e n e LDt ettt el el atndd e wonne
011700table namet! logical file descriotor (1fd) -
011800purpose? an 1fd is the primary control block for an instance
011900 of open of a file.
012000usage: the 1fd contains all Information necessary to describe”
012100 ' an instance of open of a file. the 1fd contains
012200 the working storage and current flle status for the
012300 file access procedure that processes user requests
012400 against the file.

012500creator? the 1fd is created at file ooen time by the file access

012600 procedure that processes reau#s?s against the file.
012700readers:? file access procedure

0128 00writers: flle access procedure

012900referencest PFDX for file

013000"

013100

013200

013300"define temporary tyoes for temporary buffer manager"
013400

013500

013600 CONST

013700 bufcount = 503 *“max number of blocks"
013800 TYPE . )
013900 bct_entry = RECORD

014000 blknum: integer, )

014100 blk_allocated: boolean,

014230 blkptrt “arrayl * 1 OF char,
014300 RECEND $

014400

014500"define logical_file_description_tabte"
014600

014700 TYPE

014800 rel_fap_Ifd = RECORD

014900 job_ids os#kji_ordinal,

015000 cur_rec_otrt rel_fileaddress,
015100 auth_func_codes?! rmiir€qguests_set,
015200 rn_inct boolean,

015300 locking? boolean,

015350 lockopt: rmiireserve_option,
015400 cur_blk_nums integer,

015500 timeoutt integer,

015600 blkptr: “arrayl * 1 OF char,
015700 ofdxp?: “rel_fap_pfdx,

0158040 RECEND $
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3.5 OPERATING SYSTEM REQUEST/RESPONSE STATUS FORMAT
3¢5 OPERATING SYSTEM REQUEST/RESPONSE STATUS FORMAT
A1l IPLOS Request processors fhét return status Information

will use a system standard status record format, The system
message generator will also use the same record format as input.

SHL Record format?

TYPE
OS#STATUS = RECORD
LEVELS 0..0FF (16), *general level! Indicator"”
FROMt STRING (2) OF CHAR, "issuing 0S section”
ST_CODE: 0..0FFFF (16) _specific status code"
MESG? STRING (32) of CHAR, "message mask"
RECEND? :

WHERE ¢

LEVEL - Indicates the general status, the values of which are
shown in the folilowing table.

FROM - 1Indicates the Operating System category that issued
the status

ST_CODE - Indicates the specific code 1issued by convention
threat the wupper digit as a category and the
remaining digits as specific errors within a
category.

1Xx - pardmeter errors
2XX = access errors
3xx = functional errors
.
. {to be supplied)
9xx - internal condition rejects
Axx - internal error rejects
Fxx = unidentifiable problem

MESG = One or more character insertion strings with asterisk
(*) separators (first character of the message will be
used as separator). The total length of the text

string Including separators is 32 characters. The
message generator references a message dictionary with
a key based on the request status code and message
text with asterisk substitution indicators.
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3.0 CODING/DOCUMENTING CONVENTIONS
3.5 OPERATING SYSTEM REQUEST/R&SPONSE STATUS FORMAT

~ o e -~ ~—— o~~~ ~

L Y et it e §

Ss=!1 0! 41 811 CH
1141519101

t2t61 ALE !

STATUS 13171 B t F 1
R wtemmtrcetmmmt———
Acceoted P x 1 x | !
‘Completed P x 1 { ! !
Not completed 1 it x ! 1

3 { 1 { H !

Rejected ! ! P x 1 x 1
User problem i ! Pox H
System problem 1 1 ! 1t x 1
-------------------- L S R e ]

EXAMPLE
Status "8AP701"™ °*¥MYFILE¥47"®
8 - rejected, user problem
AP - issued by Access Proceéures
701 - recorded data boundary encountered
Message Dictionary
key - B8AP701
text - *END 0# DATA ON * AT RECORD xe
Diagnogflc Genérafed

*END OF DATA ON MYFILE AY RECORD 47°
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4.0 PRODUCT SET INTERFACES
4.0 PRODUCT SET INTERFAQES
This area will «contain Information about the executed

compiler environment (Parameters, errors, INy OUT, OBJECT, DEBUG,
tine numbers, LGO example and general loader facilities.
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5.0 SAMPLE REQUESTS

This area will contain some sample requests (get/put, read,
open, access interruot) and how control will flow wupon their
execution.
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6.0 STRATEGY

This area wil! describe the 0.S. position and understanding
of selected general topics.

6.1 MULTIPROCESSOR(S)

o, Multiprocessing Is primarily a throughout facillity.

o The 0.S. . witl externalize two levels of multlprécesslng
to the end user.

o The 0,S. Itself should be constructed in a manner which
allows multiproccessing to occur. (Spotlts at natural
asynchronqus‘boundaries. ieeey I/0 scheduling)

o The 0.S. will suoport processors of differing types
(eegey PO - P1l, P2 = P4y EmMulators, ee.)

6.2 COMPATIBILITY

o The 0.Ss will support emulation services as requested by
the emulator orojects only.

o Emutation support will be Introduced into the system via
the subsystem conventions,

o Compatability at the operator console will not be
supported.

o The 0.S. will support conversion from one code to another
on the fiy. Mixed data flles must be processed by a
program whiph understands the static form of the data.

o The general model for work supported by the 0.S. is
described in the System Command Language document.
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6.3 VIRTUAL MEMORY AND PROTECTION
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6.3 VIRTUAL MEMORY AND PROTECLION

o The Virtual Memory and Protection mechanisms - In the
hardware offer more capability than the Operating System

will usey Initislly. .

o Virtual memory will aid the. 0.S. In managing 1large
physical memory and reducing the impact of large changes

in physical memory sizes and types.

o The 0.S. .is not relying on a paging device.

‘0o The 0.Se will not externallze ring(s) and keys to the end

user In Vi.0.

o The 0.S. will use rings to implement the multiple monitor
concept. Use of keys and locks wiil not be In V 1.0.

o Rings and rules for their use must be externalized to the

subsystem writer.

o The O0.S. must aftlow for muttipte protection levels to be
’ introduced. For example it should be possibte for an

instaliation'. to force all file requests

instatlation - supplied subsystem and guarantee that no
other path can be taken.
6.4 SHARING -
o The O0S will support sharing of code, which imblles that .

compilers must generate pure procedures.,

o The 0.S. will atlow shared access to data

through an

(via wvirtuatl

memory and explicit input = and output) and wittl provide
service routines to assist the user 'in controlliing shared

aCCcesSe

6.5 I0SS

Requlirements Draft:
Dated November 5, 1974

NCR/CDC PRIVATE REV 30 MAY 75

WONOWME WN -



6-3
ADVANCED SYSTEM LABORATORY : CHPD20 &
75/05/30
STRUCTURE/OVERVIEW/CONVENTIONS
6.0 STRATEGY
6.6 NETWORKS

P L s ot 0 e e - ~———— -~

6.6 NETWORKS

‘0 .For purposes of IPLOS implementation it will be assumed
that host-to-host networks will not be required in V 1.0.

o IPLOS design will ftrack the design olans for general
networks as defined by CDC and NCR.

o A general mode of design and implementation of IPLOS wiil
be to provide the basic routines and services to allow
general computer-to-computer communications and to rely on
fibrary routines and user code to actually control the use
of such services (l.e.y networking will not be an
automatic, transparent function of IPLOS V 1.0).

6.7 RAS

o IPLOS will be designed to operate In an unattended manner.

o A primary goal of IPLOS will be to detect and isolate all
errors In system operation and use. User handling of
errors will be supported wherever feasible.

o The IPLOS will be designed to function In degraded

configurations. Automatic -reconfiguration wilt —occur .

where feaslible.

o An accurate history fite of all relevant ‘data pertaining
to any error in system operation will be captured and
saved.

o Support for allowing ‘use of diagnostic services In a
production environment will be provided to the maximum
dearee feasib!e.- .

0 Multiple levels of job and system checkooint and recovery
Wwill be provided in the design of IPLOS. Version 1.0 wilil
be mostiy concerned with system recovery support.

o A ma)or‘goal of the IPLOS design and  imblementation witl .

be to . allow the modification and/or replacement
of any system module In a controllied manner in E]
production environment.
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6.8 TRANSACTION
6.8 TRANSACTION
o ASL will initiate a project to study Implementation of

TOX/RSX (NCR) on IPL.

o A form of transaction processing will coexist with the
O.S. and be a subset performance and feature wise of
TOX/RSX. . {Use Subsystem intertace) :

o 0.S. will externalize physical I/0 Interfaces which a
TOX/RSX type system wWill use.

6.9 CONFTGURATION

0.S. Deslign Target 3 MBYTE - P2
1 MBYTE - P1

Peripherals unknown.
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