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Foreword

The Western Joint Computer Conference returned to San Francisco, Calif., for the second
time in 1959. The dynamic growth in our industry and the computer industry growth in the
San Francisco area is evidenced by the doubling of attendance since 1956.

The 1959 Western Joint Computer Conference presented a view of “New Horizons with
Computer Technology.” These new horizons are appearing with the new circuits and devices
that are arising from the maturing research efforts of our growing businesses. Similarly, new
vistas are opening as a result of the knowledge gained through the application and utilization
of computers throughout our entire economy.

These annual conferences are intended to provide an opportunity for the professional
people in the computer industry to discuss their technical and business interests and accom-

plishments. The papers herein present the record of these discussions.
R. R. Jounson
Conference Chairman
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New Horizons in Systems
DARWIN E. ELLETT}

mand, and I imagine this is true of everyone en-

gaged in data systems modernization and automa-
tion, that the further we advance, the greater potential
we find for achievement. A prime characteristic of our
objectives would appear to be mobility, for as we move
closer to each established milestone, we inevitably find
a new horizon beyond. So, in keeping with my subject,
I propose to review some suggested issues and oppor-
tunities for future exploration and development.

The field of data systems design and automation is at
once broad and complex, with its many interlocking
facets of concept, principle, methodology, equipping,
and technique, and its deep penetration into every
phase of management and operational activities.
Further, it is a very dynamic field. There are interacting
advancements afoot in all of these facets and all of these
phases, and there is, therefore, a wide range of new hor-
izons available for examination.

In the light of this situation, my comments neces-
sarily follow from a process of selection and limitation.
I have chosen those areas which appear to us to be of the
broadest application and the most basic concern.

As a first order of limitation, I shall confine my re-
marks to management systems from the viewpoint of
the Air Materiel Command. I shall further limit the
subject to a discussion of four steps in the management
process:

]'[T HAS been our experience in the Air Materiel Com-

1) The expression of the mission of the Command.

2) The establishment of the work processes for the
accomplishment of this mission.

3) The establishment and organization of the man-
agement rules associated with these work proc-
esses,

4) The translation of these rules, where appropriate,
into the procedural detail required for machine
application.

Although I am basing my remarks on our experiences
in the Air Materiel Command, I think it is safe to say
that the fundamental management decisions are sub-
stantially the same in all enterprises. Therefore, the
issues upon which I shall build my case are offered as be-
ing of possible general application. In this connection,
since I am basically describing a possible course for our
own future efforts, my intent is simply to add whatever
stimulus I may to your thinking, rather than to pro-
pound ready-made answers.

The immediate reaction to my selection of specific
topics may be that I am outside the lawful hunting

1 Colonel, USAF; Chief, Data Systems Plans Div., Air Materiel
Command, Wright-Patterson AFB, Ohio.

ground of the data systems designer. Traditionally, this
is true. I think most of us work under written or im-
plicitly accepted legislation which decrees that the estab-
lishment and ordering of work processes is a separate
task, and that management retains the prerogative of
deciding and specifying how it shall manage.

Let it be understood at once that I am not about to
make a case for major adjustment in the organizational
chart, with the data systems planner to come into a new
ascendancy. Rather, I am making the proposition that
we cannot do all that we should, if in our data systems
work we go no deeper than a reappraisal and updating of
accounting and computational methodology, for this
level is to a large degree no more than a reflection of the
basic work flow itself.

In developing a case for positive action, I should like
to begin with a brief review of our own data systems
modernization program. Since early 1954, we have been
vigorously pursuing a command-wide program for mod-
ernizing data systems through the use of electronic data
processing and modern communications. Our primary
aim has been data systems integration. I shall not at-
tempt to define integration to the satisfaction of every-
one, but I should like to devote a moment or two to
pointing up what such an objective has meant to our
program. Simply stated, it has meant that our program
could be no less in scope than the command itself. While
we do pursue a policy of extensive decentralization, all
of our activities and operating facilities are themselves
completely interdependent; they are as indivisible as
airpower itself.

Let me further enlarge on this point by a brief de-
scription of our specific management responsibilities and
relationships.

The Air Materiel Command is the agency responsible
for materiel support of all Air Force organizations and
activities in accordance with established Air Force plans
and programs. This involves:

1) Managing the production and delivery into active
service of the air weapons themselves.

2) Determination of requirements and control of
world-wide distribution of the million and a half
line items of spare assemblies, parts, and support-
ing equipment and supplies in today’s inventories.

3) Operation of a formidable array of industrial fa-
cilities which must physically accomplish the pro-
curement, storage, transportation, and repair of
these items.

In the execution of these responsibilities, we do not
have a situation, as have many industrial concerns,
where each operating division, or plant, can be perma-
nently identified with a separate product, or range of
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products, and can therefore engage in separate forecast-
ing, workload planning, budgeting, production, and dis-
tribution. To the contrary, it is in the nature of the Air
Force mission, and the highly dynamic state of research
and development, that air weapons will constantly enter
and leave the active inventory, and during their life
cycles, will enjoy different relative precedences at dif-
ferent points in time. All command resources, in funds,
materiel of common usage, and facilities, must be ap-
plied in the manner most effective for appropriate sup-
port of all weapons, in accordance with the current
combat force structure, and the precedences of units
and weapons within this structure.

This condition brings to bear two severe criteria for
the data systems planner:

1) In the light of the very dynamic operational and
technological environment, there must be a very high
capability for rapid and coordinated reaction and ad-
justment down through all of the levels of materiel sup-
port programming and program execution, from weapon
production, through scheduling of spares acquisition
and allocation, to workloading of the industrial facil-
ities.

2) The managers of all components of the command,
however organized and wherever located within our
fourteen major management centers across the country,
are jointly engaged in managing a common enterprise
in support of a common workload. This means that
there is complete interdependency of management deci-
sion and action, and therefore interdependency for
management information. Thus, we have, in fact, a
single management process and the need for a single,
all-inclusive data system.

With an awareness of this need, our data systems de-
velopment program has moved out on this general
basis:

1) We have defined and published this objective of
systems integration, and the essential detail of planning
criteria it engenders.

2) We have initiated and are well along on a systems
design and application program which provides for the
identification and separate modernization of data sub-
systems.

There are about 30 of these subsystems within our
total data system. Examples range from the computa-
tion of requirements for aircraft spare parts, to inven-
tory control of ground vehicles, to cost accounting and
labor distribution in the maintenance shops. The objec-
tive of command-wide integration implies the need for
command-wide procedural standardization, and our de-
velopment program is geared to this end. A formal de-
velopment project has been established for each sub-
system. Each such project is guided by a Headquarters
steering group made up of representatives of all offices
of management or systems interest and monitored by a
representative of the Data Systems Plans Division.
Since our materiel operation is decentralized, most of
the projects cover depot-level applications. Therefore,

much of the procedures design work, and the machine
programming, test, and initial computer application are
assigned to a “pilot” Air Force Depot in each case.
When this work is completed, all other Air Force Depots
concerned implement the standard product as de-
veloped. (Air Materiel Areas and Air Force Depots are
equivalents for our purposes here. Each of these ac-
tivities holds world-wide materiel management responsi-
bility for an assigned segment of the total inventory. In
addition, each is the site of a part of the industrial fa-
cility complex, and as such engages in materiel process-
ing, that being primarily major repair and wholesale
storage, for the various materiel management elements.)

As one can see, under this approach we are taking the
data system apart, updating its components, and put-
ting it back together again in a new composite. We are
doing this through central control against an end of
integration, and through decentralized but standard
modernization of components.

We can report that this approach works, and it works
rather well if the objective is to make rapid improve-
ments in data handling. However, it will not quickly
achieve integrated systems, as will become evident in
this discussion. We have been attacking the subsystems
on a “pay-off-as-we-go” basis, in an order of priority
which affords the greatest rate of improvement in our
combat support capability and in resources manage-
ment. Many of our priority efforts have reached the op-
erational stage, with acceptable results; others are
nearly there.

About a dozen large-scale and 30-odd small- and
medium-scale computers are in active use at Head-
quarters and at our Air Materiel Areas and Air Force
Depots. We have in being a world-wide punch-card
transceiver net which links these centers and most of the
major Air Force Bases, and we are well along toward
significant further improvement in our communication
systems.

Beyond these immediate data systems improvements,
there has been increasing awareness of the need and op-
portunity for greater management integration. In recent
months, the command has undergone considerable ad-
justment in management organization, moving into an
aggregation of responsibilities which parallels closely
the present array of decision points and resulting data
flow.

While our data system work has been by no means
the sole (and quite possibly not even the primary) cause
of this reorganization, it is safe to say that it has con-
tributed an important and positive influence. At the
same time, and notwithstanding these significant
achievements, if we are to attain and retain the ultimate
in an integrated system, there is much yet to be done,
and this brings us back to the further efforts I defined at
the beginning of this discussion.

Before I move into a brief review of these issues, I
should like to point out that much of what I shall say is
based primarily on personal thoughts and observations,
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and should not be regarded as a chronicle of what the
Air Force now officially proposes to do. I am simply pro-
posing to share with you, as fellow workers in the sys-
tems field, some of the ideas that have evolved in at-
tempting to project my thinking beyond today’s state-
of-the-art and potential achievement in the near term.

Let us begin with my first step, “The expression of
the mission of the Command.” As presently stated, the
Air Materiel Command does have an abstract single
ultimate objective. In a very simplified version, it is:
To produce and deliver air weapons and thereafter to
support them through their life cycles, in accordance
with Air Force plans and programs and priorities, and
as indicated earlier, we have a single integrated enter-
prise to accomplish this mission. Although it has a
multiplicity of functions, and a complex far-flung or-
ganization, it is nevertheless of single purpose and uni-
fied by nature. Now, in the modernization of data sys-
tems over the past few years, it has become increasingly
evident that if the many decision points in this total
system are to be equated, then the mission itself, to
which they should all relate, must be stated quantita-
tively. There have, of course, been many advancements
over the years toward a more precise definition of the
end product of the work of the Command. For example,
we have used and continue to use a desired in commis-
sion rate for each of the various types of aircraft and
missiles in the inventory. And to some extent, we have
used a desired percentage of positive supply action as
an objective of the enterprise. We use and have used an
array of other objectives, such as a desired percentage of
the aircraft and missiles in commission that are equipped
to perform their wartime mission, or the sortie capabil-
ity desired at a given point in time by various units,
with an expression of the quantitative materiel require-
ments at a particular site to achieve this. None of these
objectives or definitions of the products of the Com-
mand are entirely satisfactory when viewed from the
standpoint of the data system designer, who is attempt-
ing to relate appropriately all decision points to each
other and to the mission of the organization. This is so
because the objective has never been defined as a single
all-inclusive quantified expression. I realize that to
achieve this is a tremendous undertaking, but without
it, no final evaluation of all of the work processes as to
their essentiality and quality can be achieved nor can
the best supporting automated data system be attained.
Our systems people are not now actively working in this
particular area, but we realize that to do so will become
increasingly more important with the passage of time.

Next, the establishment and description of the physi-
cal work processes necessary to the accomplishment of
this mission. By referring again to our single ultimate
purpose, and the unity of our enterprise, we come to this
conclusion: The entire operation can be considered in
total as a world-wide production line, composed of an
unbroken series of work steps, from original input of Air
Force programs to final delivery of the last item of ma-

teriel to the using forces. These are the action steps
which march through all phases of planning, program-
ming, and budgeting, and the direction, execution, and
evaluation of results of these programs. And although
there is a positive interrelationship between the work
steps and the rules associated with them, I believe the
general pattern of work must be planned before setting
down the rules by which it will be directed and reported.

I do not know how many such steps would be involved
in the typical situation, nor do I know how many there
are in our own system, but obviously there are a consid-
erable number, possibly several thousand. In whatever
event, a description of these steps, in their logical se-
quence and without regard to current organization or
division of responsibility, is a delineation of the live sys-
tem itself, and is therefore the foundation for the most
effective data system. Since the advent of the electronic
computer, and of course even before that, we have all
given much attention to the data needs of management,
and have been much concerned with meeting these re-
quirements. I am now suggesting that there is a more
basic task at hand, if we are to explore the full potential
of today’s equipment and techniques. We must equip
ourselves with a systematic view of the total work proc-
ess in which the data system is grounded, which is at
once the source of all its inputs and the destination of
all outputs. For the relatively small and simple enter-
prise, operating at one location, this may be no great
problem; all of the elements may literally be already in
sight. However, for the large-scale activity, which has
expanded with the industrial revolution and has tended
to grow up in segments, through the necessary multipli-
cation of management, this is no small task.

I can perhaps elaborate a bit on the true extent of
such an effort, and further establish our need for this
systematic view, by expanding the discussion of a work
step. We find that in the operating system, the work re-
quired is a mixture of data processing and materiel proc-
essing, interwoven and interlocked. In the early stages
of the cycle, particularly those involved in planning,
programming, and budgeting, only data processing is
involved. However, beyond the first point at which ma-
teriel is committed to manufacture, there is an interde-
pendent blend of materiel processing and data process-
ing in terms of work flow. From this observation, we
have drawn the conclusion that data processing is so
closely related to the physical work process that it is
inseparable of design if the ultimate in integration is to
be achieved. This alone is sufficient reason for a view
which includes all work steps of whatever specific na-
ture.

And this is by no means the whole story. If we follow
this logic a bit further, we come to a rather startling
revelation. While we have said that data processing is an
integral part of the total work process, we are still con-
fronted with the fact that the basic job is to manufac-
ture, deliver, store, repair, use, and dispose of materiel.
To go back to one of our earliest axioms: data processing
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is not an end in itself, paper can never be the final prod-
uct. This means that data processing serves only to pro-
vide a control and a report; a control to direct a physi-
cal action with reference to the materiel itself, and a re-
port of action accomplished which in turn leads to direc-
tion of the next succeeding materiel work step, another
action, another report, and so on throughout the entire
system. Of course, there is a very definite layering effect
in data processing. The execution of one data step may
lead only to another, down through any number, but
the whole series must eventually emerge into direction
of a materiel processing action in our business or it has
no purpose.

If all of this is so, then it must surely follow that much
of the complexity and volume of data processing must be
charged to the number of separate control directions to
be given and reports to be rendered, and the extent of
their repetition.

Therefore, can we not postulate from this that the
road to data systems simplification must finally lead
through simplification of the materiel work process?
The simpler and better organized the ultimate job, the
simpler the control and reporting system.

Beyond this, lies factory automation, which I think
most of us have historically regarded as a not-too-fa-
miliar cousin. As the physical work itself is automated in
longer and longer runs, there must be a corresponding
decrease in the number of points at which individual
energizing instructions must be entered from the central
management data system. It should be possible in the
foreseeable future to introduce original instructions at
point of entry of materiel into the automated production
run at hand, and thereupon, to pass control to the local
automatic governing mechanism, with no need for re-
port or new instruction until the materiel is delivered at
the other end of the line. The longer and, therefore, the
fewer number of separate production runs, the lesser de-
mands upon the central management data system.
Here again a case for reviewing the steps involved in
both data processing and materiel processing as a
single entity, with improvement in one basic to per-
formance in the other.

Our case can be extended through examination of one
final issue in this cycle of events. By automation of the
materiel production process in long sequences, we do, as
I have indicated, reduce the need for step-by-step con-
trol from the central management data system. But the
fact remains that this control must go on. We have
simply transferred it to the local automatic control de-
vice for the production run in question. Now, two facts
become self-evident. First, this local control device is
itself by nature a data processor, moving through a
series of orders and counts, which are quantitative of
expression, and second, it is energized by the input of
production schedules which -can only come from the
central management data system. Again, the ordering
and processing of the work itself is basic to a correct

design of the data system, and automation of materiel

production is by definition to a large degree automa-
tion of management data processing.

In summary on this point, we come to the inevitable
conclusion that we must eventually cease to view the
data system as something apart; we must step up to a
plane from which we can attack the entire operating
system as an inseparable entity.

I should like to turn now to my third point: the es-
tablishment and organization of management rules
associated with the work processes. This subject reflects
to a considerable degree the same issues as those we
found in reviewing the subject of work steps, for a man-
agement rule as I am using the term is basically an ex-
tension of the statement of a work step to include the
conditions, actions, and exceptions which will apply
under each set of possible circumstances. For each work
step there must be governing management rules, and in
composite these steps and their rules are a procedural
extension of management objectives, plans, and policies.
The incidence of management rules will, of course, de-
pend entirely upon the incidence of variable conditions.
In some situations, a standard and unvarying condition
will exist and the only management rule needed is an im-
plied, “Do this work step.” Such work steps are most fre-
quently found in straight production-line situations
where there is no choice and therefore no local decision.

On the other hand, there are of course many situa-
tions where multiple alternatives present themselves.
Since each decision will have impact on all of the steps
that follow, and, therefore, on the functioning of the en-
tire system, it is absolutely essential that all possible
selections must be carefully established and described
within a frame of reference which can be no less than the

total operation.

I think I can develop this point and perhaps point up
an interesting area for exploration by categorizing these
management rules in two groups.

The first group would include all rules which are made
necessary by the nature of the enterprise itself. It would
hardly be realistic to assume that any large-scale ac-
tivity could be straight-lined from original plan and
policy to final accomplishment, with absolutely no need
for intermediate decision and selection of alternatives
along the way. There are too many variables and un-
predictables in the surrounding environment alone to
permit such a condition. I believe I can demonstrate
this rather obvious fact by a simple example, in terms
of our own Air Force materiel support, and in terms of
work steps and management rules which are a part of
data processing.

In the course of our accomplishment of materiel sup-
port, one of the major sequential work steps might be,
“Distribute this commodity from storage point ‘A’ to
customer ‘B’.” Obviously, such a statement immedi-
ately begets subordinate steps. One might be, “Process
the customer’s requisition.” Now, as you can readily see,
we have stepped off into the field of data systems, for a
good part of processing a requisition is data processing.
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We now come therefore to work steps and management
rules which are of basic importance to the data system
designer. One such work step might be, “Compare quan-
tity requested with inventory balance.” Here the man-
agement rules set in. For example, if the balance is ade-
quate, take one action. If there is stock, but this order
brings the balance below minimum levels for retention,
take another. If there is no stock, there is a third type
of action involved. No matter how precisely future sys-
tems may permit the planning of requirements, unpre-
dictable events in manufacture, delivery, or usage may
operate to cause this condition. Therefore, if automation
is to occur, management must make rules in advance to
cover all situations that may arise due to the relation-
ships of the enterprise to its surrounding environment,
and management must assume responsibility for failure
in this area.

The second group would include what we might call
deficit rules; those made necessary by faults in design of
the system itself.

In a rather obvious example, one element of the
data system might prescribe a work flow which termi-
nates in the rendition of reports from a number of sim-
ilar activities. Another element of the system must re-
ceive and act upon these reports. If these reports are in
standard format and content from all reporting agen-
cies, and as needed by the receiving activity, then it is
possible to proceed immediately to the next work step
of operational value. But, if reports are not consistent,
there is a need to provide management rules and further
work steps which cover actions to be taken to discover
and eliminate the various discrepancies. This might in-
volve returning incorrect or incomplete reports to the
sender, and suspending the remainder. It might involve
making assumptions which would permit the process to
continue. In any event, it causes the establishment and
building into the system of a set of management rules
which serve no more than a deficiency purpose, and for
which responsibility must rest with the systems designer
himself.

If we design and create the system in segments, there
is every reason to believe that with due care we shall
eliminate the internal need for such deficit rules within
each segment. However, with anything less than per-
fect coordination of detail and rate of progress among
those designing the various segments, such deficiencies
will inevitably occur. The direct result: inefficiencies in
the segments, cumulative inefficiencies in the entire sys-
tem, and finally inefficiency and loss of effectiveness and
economy in meeting the basic mission. I believe that at
this point we can add this review of management rules
to our earlier observations on work steps, and draw a
rather obvious conclusion: to secure the most effective
results, we must design and bring into being a system
which extends from original input programs to final
product delivery in an unbroken series of work steps and
governing management rules, with physical materiel
processing and data processing steps and rules, and

their automation, regarded as inseparable and com-
pletely interdependent. The composition of such a
system must be limited entirely to rules and steps
which actually advance the work at hand; and as a
first order of business, the system deficiencies must be
sought out and eliminated. This latter statement raises
a further issue: the efficient organization of these work
steps and rules. We have just observed that steps and
rules entered by the systems designer as a deficiency ac-
tion must be eliminated. This leaves the province of
work step establishment and type one rule formulation
entirely to management, and this is as it should be.
However, once this has been accomplished, the system
designer must step forward and assume responsibility
for their most effective organization. This division of
effort has always been true of manual methods; it is
even more pertinent as we move deeper into process
automation. This organization comes to final fruition in
our detailed procedural flow and our computer routines,
and the outer limits of effective automation will depend
upon our ability to absorb and consolidate these rou-
tines in larger and larger composites.

Thus, we find ourselves in a situation where we must
pursue an objective of attaining and maintaining com-
plete systems integration, accompanied by maximum ef-
fective automation. We must ask all of the many ele-
ments of management to establish work steps and formu-
late rules in the light of all others, and we must ask our
systems designers to organize all of these steps for the
most effective execution,

Given this statement of need, we must now cast about
for a control vehicle through which we can approach this
task, and here we come upon a familiar subject. I refer
to the various directive and procedural manuals and
similar publications which are an integral part of any
management system, in which all of these work steps
and rules are traditionally expressed, and which must
continue to serve in one form or another as our docu-
ments of reference.

At this point, we are confronted with very real con-
siderations which are at once friend and foe: the Eng-
lish language, and the human mind.

You are all well aware of the limitations of the Eng-
lish language as a device for definitive and precise com-
munication in procedural publications. If this is true in
a limited area, consider the problems involved in at-
tempting to formulate, correlate, and record with pre-
cision, all work steps and management rules for the
whole of a large-scale system. And consider further the
very limited ability of the human mind to comprehend,
analyze, correlate, and evaluate all of these management
rules under such conditions.

Fortunately, we believe that there is the very crude
beginning of a solution at hand, one which requires a
great deal of imaginative and painstaking effort, but
which offers great potential. This is central and standard
control of the body of publication knowledge. I am
sure that this approach has occurred to others in the

y
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field of data system design, probably including at least
some of you here today.

One of our consulting firms has just completed con-
siderable initial research in this area, utilizing some of
our existing publications for analysis. The results indi-
cate that while this is certainly no simple task, it is en-
tirely possible, and we are now preparing to extend our
efforts into further research and probably later into a
major attack on some of our more critical areas. Spe-
cifically those which are identified with our priority
data subsystem development projects.

This attack is guided by four basic principles:

Principle No. 1—Work steps and management rules
can be removed from the usual narrative form and ex-
pressed as independent entities, often in tabular form,
and without consideration of data systems problem or-
ganization or the type of processing equipment to be
employed. This principle in itself will work to bring
greater precision to the formulation and application of
management rules. Further, and most important, such
an expression will serve to close partially the language
gap between management and data systems designers.
There is some relief from the need for joint logical flow-
charting; management, as the creator of steps and rules,
need not concern itself directly with the most efficient
organization of rules for machine processing.

Principle No. 2—Techniques are required which will
permit the efficient processing, correlation, and control
of the total body of publication knowledge, as a basis
for coordinated formulation of all work steps and man-
agement rules. This can be accomplished through the
numerical coding of each English language information
element, set, and system as they are used in procedural
publications to describe these steps and rules. This per-
mits the correlation of English words and phrases which
are dissimilar of expression but have common meaning,
and their reduction to specific and standard terms,
which are in turn susceptible to consolidated filing and
processing.

Principle No. 3—There can be established a central
information repository containing all steps and manage-
ment rules, expressed in terms of standard elements and
sets of information, and indexed to all applicable com-
ponents of the system, and to related publications. This
library would serve as a control filter between manage-
ment policy and the data system, by providing evalua-
tion of the total impact of a proposed change to any rule
or information element, a must in the interests of sus-
tained integration.

Principle No. 4—Such a file is itself a very likely can-
didate for automation. This assumes a rather extensive
file, and the need for frequent reference, and it has been

our experience that our own system would certainly

meet these criteria.

In summary to this point, we have proposed a quan-
titative expression of the objective, the restating of all
contributing work steps, and management rules, in the
most logical and effective sequence across the entire

system, their conversion to more precise and standard
terms, and a central file and process which will permit
management and systems designers to review a change
to any sequential step or rule in relation to all others,
an impossible feat in today’s large enterprise, but possi-
bly not so in the future.

Finally, we come to our last new horizon for today’s
consideration: automatic machine programming. This
subject may seem a bit apart from those I have been
discussing, but I believe I can establish a close liaison.
As you all know, programming is a very difficult task re-
quiring a very scarce skill, and it is one of the major
limiting factors of our rate of progress in computer ap-
plication. In the light of this situation, we, like other
computer users, have moved actively into the field of
automatic, or general, programming. We define this as
a technique whereby the computer is instructed in basic
English verbs, and in turn the machine codes instruc-
tions for itself when fed appropriately designed data
to be processed. The criticality of this area has been
such that we are applying some of our best talent in a
major effort at improvement. While we are still far from
final achievement, we have made considerable progress,
and are quite optimistic about future potential. In addi-
tion to practical relief from the programming task,
achievement here has been considered essential to insur-
ing the necessary degree of data systems standardization
and integration among our computer centers,

Beyond these direct systems benefits, let me now
point up the close relationship between this field and
those I discussed earlier. The specific situation is this:
if we can achieve a high degree of direct correlation be-
tween the input to automatic programming and the
standard expression of work steps and management
rules, we will have forged the final link in the chain, and
will have a highly controlled and responsive means for
progressing from original management policy and deci-
sion to procedural implementation. We can then close
the circuit by providing test decks and other analytical
means for insuring that the information system has in
fact produced the results desired by management in
original decision and directive.

This, then, is our view of where we must go in the
future if we are to reap the full benefits inherent in the
use of advanced equipments and techniques, and are to
finally achieve the best in management control through
systems integration and automation.

In summary and analysis of the issues I have been
discussing, it occurs to me that the basic substance has
been this: The future of our systems work holds almost
unlimited potential for gains in industrial efficiency, and
that resulting benefits will continue to justify the ex-
penditure of the required resources to achieve them.

However, I cannot leave the subject at this. I suggest
for your sincere consideration that if we as systems
people proceed solely within this goal of efficiency, we
are guilty of introspection; we may miss completely the
basic point and true objective of all our efforts to im-
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prove the welfare of human beings. If there is a real rea-
son for promoting this efficiency, it can be none other
than the betterment of human living, whether through
better defense of the nation, improvement of the
standard of living, relief from manual drudgery, or
whatever the specific and valid aim.

In pursuing our goals of greater integration and
automation by attempting to predict all eventualities
and to prearrange solutions, we as systems workers,

must never lose sight of this purpose, lest in our enthu-
siasm we do harm to our real intent. We must assume
major responsibility for insuring that every step for-
ward meets the criterion of even greater human contri-
bution all up and down the line, and therefore even
greater human dignity. Progress in systems design and
automation must always be measured within this larger
perspective, and must forever be conditioned, and per-
haps even limited, by this governing need.

A Multiload Transfluxor Memory

D. G. HAMMEL{, W. L. MORGANY, anp R. D. SIDNAMT

INTRODUCTION

N the field of computing machinery there is an ever-
increasing demand for the development of random-
access digital memory-storage units that operate at

higher speeds and provide greater storage capacities. In
1951 a digital memory-storage unit that had a capacity
of 1000 words and performed the basic memory cycle in
about 200 usec was quite sufficient to satisfy the needs
of a large-scale data-processing system. Today memory
units of large-scale data-processing systems are being
designed to provide as much as 90,000 words of storage
capacity and to perform the basic memory cycle in
about 4 usec. The trend is obvious, but the means of
achieving desired results are often cumbrous.

The development of a superior memory-storage de-
vice is presently a major consideration of many prom-
inent research activities. An important feature of the
most promising schemes is the ability of the storage de-
vice to perform a nondestructive readout. This means
that the state of the storage device is not destroyed
whenever a readout is performed. This is not the case
with present-day magnetic core memories which destroy
the stored information when the core is read, and conse-
quently require that the information be written back
into the memory if retention is desired. This in effect
gives the nondestructive storage medium a 2:1 speed
advantage over the destructive storage device.

The read/write speeds of the memories being devel-
oped with present-day techniques are approaching
their maximum, and any further increases can be
achieved only with decreased reliability and increased
costs. These memories are capable of executing only one
access at a time and therefore restrict the digital com-
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puters to functioning sequentially. The ability of a
memory to perform more than one access simultane-
ously would be a major advancement in the computer
field; this would be equivalent to increasing the read/
write speed of the memory cycle. But a much more sig-
nificant aspect to this mode of operation is that it
would make possible the practical realization of truly
parallel computers, computers capable of simultane-
ously and independently sharing the same memory or
memories and hence able to communicate at the com-
puter speed. A storage system which holds promise of
fulfilling all these desirable features is a multiload trans-
fluxor memory.

The multiload transfluxor is a multiapertured mag-
netic memory element employing the same type of high-
remanent ferrite used in the ordinary memory cores.
Thus the transfluxor is built upon a strong foundation
of practical and theoretical ferrite core knowledge. The
wealth of experience that has been accumulated during
the development and use of coincident current magnetic
core memories is applicable. In addition the transfluxor
offers many properties heretofore unobtainable.

TaE Two-HoLE TRANSFLUXOR MEMORY

The original Rajchman and Lo transfluxor is a two-
hole ferrite core.! The following is a brief explanation
of the device. (See Fig. 1.)

The large hole is used for the writing operation and
the small hole for reading. There are two parts to the
writing cycle: a block pulse and a set pulse. The block
pulse is a large pulse, either positive or negative, which
saturates the entire core in one direction. When the core
is blocked, the flux direction on both sides of the small

! A complete explanation of the device may be found in J. A.
Rajchman and A. W. Lo, “The transfluxor,” Proc. IRE, vol. 44, pp.
321-332; March, 1956.
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hole is the same [Fig. 1(b)]. The set pulse is a restricted
smaller pulse of opposite polarity which reverses a
portion of the flux in leg one and all the flux in leg 2.
This is the set condition of the core [Fig. 1(c)]. The
transfluxor is read by applying sine waves or pulses
of alternating polarity to the small hole to sense the
presence or absence of a set condition. If the core is
set, the following occurs. First, a prime pulse, which
produces a clockwise path around the small hole [see
Fig. 1(d)], is applied to leg 3. A drive pulse is then ap-
plied to leg 3 to produce a counterclockwise flux path.
The reversal of the direction of the flux path around the
small hole by the prime and drive pulses generates an
emf which is sensed by a winding on leg 3 [see Fig. 1(e)
and 1(h) ]. The set condition of the core and subsequent
readout of a sense voltage is the equivalent of writing
and reading a “1.”
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Fig. 1—Transfluxor operation.

In order to write a “0” in the core, the write opera-
tion must be modified so that the core remains blocked.
This is accomplished by an inhibit winding through the
large hole. At the same time the set pulse is applied, a
half-current pulse of opposite polarity is applied to the
inhibit winding. This half-pulse thus nullifies the set
pulse and the core remains blocked. With the trans-
fluxor blocked, the prime-drive pulses will not reverse
any flux in the vicinity of the small hole and conse-
quently will not generate any sense voltage [see Fig.

1(2)-1(i)]. Thus the generation or nongeneration of a
sense voltage is the equivalent of reading a “1” ora “0”
from the core.

The applicable addressing techniques for transfluxor
memories are similar to those used for magnetic core
memories. Each of the two transfluxor holes may have
its own set of selection wires as shown in Fig. 2. Be-
cause there are separate addressing systems for both
reading and writing, and because there is negligible in-
teraction between aperture signals, it is possible to
write in one location of the array while simultaneously
reading in another location.
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Fig. 2—Coincident current transfluxor array.

An important feature of the transfluxor is its ability
to perform a nondestructive readout. This ability of the
transfluxor memory system offers significant advan-
tages to the digital computer. Because of the nondestruc-
tive nature of the transfluxor, there is no need to restore
the transfluxor to its original state after interrogation.
This results in the elimination of a major portion of the
read/write cycle normally associated with memory
systems, and the timing requirements are appreciably
simplified. In effect the speed of the memory cycle is
increased by approximately 2:1.

This nondestructive read characteristic is also signifi-
cant in that there are no ruinous effects when a transient
error occurs during a read operation. True, the informa-
tion in a memory location may be read incorrectly due
to a transient noise but this does not affect the contents
of that memory location since the data do not have to
be rewritten from the output. A computer that has a
nondestructive memory can easily cope with transient
noise by immediately repeating the read operation upon
detection of a read error. The ability to read from the
memory without destroying its contents is a desirable
feature especially in real-time computer applications
where the execution of the stored program must be re-
iterated indefinitely.
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THE MULTILOAD TRANSFLUXOR

One of the attributes of the transfluxor is signal isola-
tion between the windings of the small hole and the
large hole. Through the proper physical placement of
additional small holes in the ferrite body and a separate
set of addressing wires and sense windings in each small
hole, it is possible to obtain more than one independent
output from the transfluxor without seriously affecting
the signal isolation between holes. Thus it is possible
to consider three, four, five, or more holes in the trans-
fluxor, offering the designer an extremely versatile mem-
ory storage component. This new component is called
the multiload transfluxor.

For the purpose of discussion, consider a multiload
transfluxor with a large hole and two small holes. If only
one of the small holes is used for readout, the perform-
ance of the multiload transfluxor is identical to the two-
holed transfluxor. A possible configuration of a dual-
load transfluxor and its flux patterns with only one of
the small Holes being pulsed for readout is shown in Fig.
3(a)-3(d).

The cores shown in Fig. 3 are pulsed by the coinci-
dent-current address method. This means that two
pulses, one on the X wire and one on the Y wire, are
needed to supply the total current required to generate
the proper flux condition in the core. These flux patterns
are nearly the same as those for the more conventional
transfluxor. If the prime-drive cycle is simultaneously
initiated in both small holes, the resulting flux distribu-
tions are shown in Fig. 4(a) and 4(b). Notice that there
is minimum interaction between the holes. This permits
the timing of the priming and driving pulses for each
hole to be independent of the other.

The multiload transfluxor as used in a memory sys-
tem has a separate set of addressing wires and sense
windings in each small hole. Each set of wires is tied to
independent address registers and loads. All address
registers are capable of addressing randomly any core
in the array and any core may be addressed by all the
registers. Therefore the information stored in one core
may be read out simultaneously to any or all loads, and
any number of cores may be read independently into
different loads.

With only one large aperture in each multiload trans-
fluxor, there can be only one write/addressing source for
each word. This limitation is imposed on the large aper-
ture because each inhibit winding is common to every
bit in its memory plane; so it can only represent one ad-
dressing source. Of course, multiple writing could be
made possible by eliminating the inhibit winding, but
this scheme involves many more control circuits. A
simple and quite satisfactory method of accomplishing
multiple writes is to use a split-memory system. The
split-memory system is discussed later in this paper.

There are two techniques for selecting cores or core
registers mentioned in this discussion: coincident-cur-
rent selection and external word-selection (end firing).
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SETPING (WRITE)

Fig. 3—Flux patterns of a dual-load transfluxor with only one small
aperture being pulsed; single-load readout.

PRIMING BOTH HOLES DRIVING BOTH HOLES

(b)

Fig. 4—Flux patterns of a dual-load transfluxor with both small
apertures being pulsed; double-load readout.

The coincident-current technique is illustrated in Fig.
5. It is used here to address three cores simultaneously
from three independent sources.

The wire leads in the array are designated by a code
which describes the addressing source, the addressing
axis, and the row or column number of that axis. For
instance, LY3 indicates that the origin of the lead is
the third column in the Y axis of the L addressing
source.

In this figure the U addressing source transmits half-
current priming signals on the UX4 and UY3 leads. Ac-
cordingly, the upper apertures of cores 41, 42, 44, 45,
13, 23, and 33 all receive half-current pulses, but this
half current is not sufficient to significantly disturb the
flux pattern around the small aperture. This is a basic
requirement of any coincident-current magnetic-core
memory. However, core 43 receives half currents on
both the UX and UY axis leads and the coincident
summing of these currents causes a flux reversal in the
vicinity of the small aperture. Thus, core 43, and only
core 43, is primed for reading by the U addressing
source. Similarly, the L addressing source selects core 13
for reading also, while M addressing source selects core
22 for writing.
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Fig. 5—The effects of simultaneously pulsing three cores; not shown:
inhibit wires, sense wires to loads 1 and 2. This is only one plane
of the memory.

In contrast to the coincident-current technique of
selecting a word by summing the half currents of the X
and Y axis leads, the external word-selection technique
involves one wire that carries the full current to the se-
lected word. A multiload transfluxor memory using the
external word selection is shown in Fig. 6. Memory
planes, composed of printed multiload transfluxor
plates similar to those of a ferrite-plate memory, are
stacked with the selection wires threaded in the word
dimension. There are three apertures per bit, with one
selection wire through each aperture, thus requiring only
3 physical wires per bit. All other windings can be
printed on the ferrite plate, since they are all in the
X-Y plane. These printed windings consist of one con-
tinuous inhibit winding per plate through each large
aperture and two continuous sense windings per plate,
one through each upper small aperture and the other
through each lower small aperture. The X and Y ad-
dressing signals are supplied to an external circuit using
either magnetic or transistor switches which provides
the gating to select a specific word.

The advantages of this technique are as follows:

1) There is only one selection wire required per hole
of a transfluxor. This eases the congestion and
reduces the task of threading wires;

2) The noise problem due to the half-current selec-
tion pulses is eliminated; and

3) The specifications on the current amplitudes of
block and drive pulses are less critical than in the
normal array.

The multiload transfluxor for most memory design
purposes imposes no additional restrictions than are re-
quired for toroidal cores. In fact, other selection meth-
ods may prove more advantageous than the ones de-
scribed.

< FERRITE SLAB
SENSE(U)
| o INHIBIT (M)

> SENSE(L)

PRINTED
LEADS

Fig. 6—Switch-driven memory-employing transfluxors.
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Fig. 7—A test program for a transfluxor of the large size.

LaBoraTory TEST DATA

A considerable amount of experience has been gained
by RCA in studies on the transfluxor itself and in de-
velopment of a transfluxor memory for an airborne
digital computer. The characteristics of transfluxors
which make it ideally suited for high-speed digital mem-
ories were laboratory tested. The results are described
here briefly; some data and waveforms are shown in
Fig. 7.

The test setup used a large core (364-mil O.D.) which
requires rather large currents. In practical memories
smaller cores will be used with more reasonable cur-
rents. A memory is now being constructed using trans-
fluxors with an outside diameter of 200 mils.

The currents used in these test circuits were abnor-
mally large to accentuate certain conditions. The block
pulse, for instance, was maintained at 10 amp turns to
observe clearly the effect of the set pulse amplitude upon
the output. The pulse pattern illustrated in Fig. 7 shows
a driven output of 6 volts per turn (peak) with a pulse
width of 0.18 usec (at 50 per cent of pulse amplitude)
and a switching time of 0.30 usec. With such a large out-
put it may be possible to eliminate the sense amplifier
in certain applications.
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Under laboratory conditions the prime-drive (non-
destructive readout) cycle on a single core has been com-
pleted within 0.8 usec. A block-set sequence has been
completed in 2.5 usec. Faster speeds appear to be possi-
ble, but could not be observed due to limitations im-
posed by the testing equipment.

The nondestructive readout properties were tested by
setting one core and blocking another. A stream of bi-
polar (prime and drive) pulses were applied to both
cores. After approximately 3,600,000,000 readouts, the
outputs were the same as at the start of the test.

One of the problems common to ferrite devices is their
temperature dependence. In most memories this prob-
lem is avoided by placing the entire core assembly in a
temperature-maintained environment such as a 40°C
oven. Typically a +3°C range is maintained. Work has
been done by Abbott and Suran? and by Bennion and
Crane® on stabilizing the logical transfluxor for wide
temperature variations, but a temperature-maintained
oven still appears advisable for coincident current
memories.

CoMPUTER MEMORY APPLICATIONS

There are four basic paths of communication between
the memory and other sections of a digital computer:

1) New data are transmitted to the memory from the
input unit;

2) Stored data are transmitted from the memory to
the central computer for processing;

3) Results data are transmitted to the memory from
the central computer;

4) Answer data are transmitted from the memory to
the output unit.

In general, present-day computer memories can per-
form only one of these functions per memory cycle. This
means that while the memory is communicating over
any one of these basic paths, the other three communi-
cation paths are stymied. This inherent interference is
a limiting factor in realizing the full operating potential
of a digital computer.

The introduction of a computer memory that has the
ability to communicate over all four of these paths
simultaneously would offer effectively higher speeds of
operation and other advantages. Such a memory is now
possible through the use of the multiload transfluxor.

Conventional Computer Organization

One suggested organization of a conventional digital
computer utilizing a three-hole transfluxor memory is
shown in the block diagram of Fig. 8. This memory unit
is controlled independently from each of three sources:
the output unit, the input unit, and the central com-
puter. The interconnections between these three sources

2 H. W. Abbott and J. J. Suran, “Temperature characteristics of
the transfluxor,” IRE TraNs. oN ELEcTRON DEVICES, vol. ED-4, pp.
113-119; April, 1957.

3 D. R. Bennion and H. D. Crane, “Design and analysis of MAD
transfer circuitry,” this issue, pp. 21-36.
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Fig. 8—Computer memory organization using a
three-hole transfluxor memory.

and the memory unit are as follows. One of the two
small apertures in each transfluxor is used for reading
data from the memory to the output unit. The other
small aperture in each core is used for reading data from
the memory to the central computer. The large aperture
in each transfluxor is used to write data into the memory
unit from either the input unit or the central computer.
Since both of these sources could simultaneously initiate
memory-write instructions, a switching and priority
unit must be provided to make a decision as to which
should take precedence and control the flow of informa-
tion accordingly. Until the execution of the selected
write instruction is completed, the other write instruc-
tion is temporarily held up.

The logical operation of this proposed digital com-
puter presents another minor restriction in that it is not
permissible to read and write in the same memory loca-
tion simultaneously. Two comparator checking circuits
are required to check for coincidence of like read and
write addresses. When like read and write addresses are
detected, the procedure is to interrupt the performance
of one of the instructions until the other is completed.

Except for these two restrictions, the output unit, the
input unit, and the central computer are able to execute
all read and write instructions independently, simul-
taneously, and asynchronously. They can function inde-
pendently because each source is capable of selecting its
own memory location regardless of the performance of
the other source. They can function simultaneously be-
cause there is no problem of interference when data are
read from two memory locations and written into an-
other memory location at the same time. In fact, there
is no interference when both read sources simultane-
ously select the same memory location. They can func-
tion asynchronously because good signal isolation
makes different timing sources permissible.

Split Memory

The inability of a computer to write into the memory
from both the input unit and the central computer
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simultaneously may be solved by another approach
more compatible with the philosophy of parallel opera-
tions. It is a split-memory system shown in the block
diagram of Fig. 9. In this memory system, one portion
stores only the data from the input unit and the re-
maining portion stores only the central computer data.
Thus there are effectively two separate memory units
for writing information, but only one for reading by the
central computer and output unit.

An important point to emphasize here is that the
memory can be divided into two or more sections in
order to accommodate simultaneous inputs to the mem-
ory from two or more sources. This division can be
made in such a way as to satisfy the relative storage
needs of the inputs. For instance, the memory can be
divided so that 40 per cent of it is addressable for writ-
ing by the computer, 30 per cent of it is addressable for
writing by a tape input, and 30 per cent of it is ad-
dressable for writing by a magnetic drum. It is obvious
that there is a great number of possible arrangements
of such a memory system.

An advantage of this digital computer organization is
that there is no interference between the write instruc-
tions of the input unit and the central computer and
thus no need for a switching and priority unit. As a re-
sult there is a definite saving in computer operating
time. However, this advantage is gained only at the ex-
pense of a somewhat increased demand for memory-
storage space and the introduction of two more com-
parator-checking circuits.

Parallel Operations

Some of the possible uses of a three-hole transfluxor
have been given above. Additional small holes in the
multiload transfluxor further increase its versatility.
The possibility of having many small holes for reading
purposes permits the realization of heretofore unachiev-
able system designs. In real-time computer systems, it
is desirable to be able to read large quantities of data
continuously to output devices without interfering with
other memory communications. In a missile control
center, for example, there is a need for high-speed
printers, tote-board display units, CRT display units,
and tape units. Data transmitted to the CRT display
units must be renewed at a rate sufficiently fast to elim-
inate flicker. The tote-board display must be able to
exhibit pertinent information that is frequently up-
dated to keep personnel abreast of the happenings. Con-
currently, the tape units and high-speed printers must
also be able to record in real time. If all of these output
devices require access to the same data, the memory
must consist of multiload transfluxors which have one
small aperture for each output device. However, if the
data required for the various output devices are differ-
ent, the transfluxor memory unit can be split for reading
in a manner similar to that discussed previously for
writing. In this case, the memory would consist of three-
hole transfluxors with one small aperture of each con-
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Fig. 9—Split memory system variation of Fig. 8.

nected to the one applicable output and the other small
aperture connected to the central computer. With
either configuration there is complete independence of
reading by any or all output devices.

The development of the multiload transfluxor mem-
ory will make it practical to design and develop central
computers that operate on multiple addresses in par-
allel. This means that instead of the conventional
method, which must address each word required by the
problem in sequence, all words may be addressed simul-
tanecously in a transfluxor memory. Some novel com-
puter designs based on this principle follow. A com-
puter arithmetic unit could be designed to accept both
the augend and addend data simultaneously. Computer
logic based on a parallel three-address instruction could
permit simultaneous reading of two operands to the
arithmetic unit and writing of previous adder results
into the memory unit. It is also conceivable to develop
a sorting unit that simultaneously accepts and sorts
three, four, or more inputs. Such a device would be a
welcome addition to business computers where a major
per cent of the time is spent sorting.

Common Memory

It is becoming increasingly important in the fields of
science, computer checking, and real-time applications,
where the speed of computation exceeds that permitted
by one high-speed computer, to devise systems which
link two computers together in order to handle ade-
quately complex problems. One method, which is in use
at Holloman Air Force Base, accomplishes this by using
a conventional memory as the communicating link be-
tween computers. The basic operation of this type of
system is illustrated in Fig. 10. Separate transfer mem-
ories 4 and B serve as links between the two computers.
Computer 4 writes into transfer memory 4 any data
which are needed by Computer B. Computer B may
then read these data, process them, and either store the
result in its own memory or in transfer memory B from
which computer 4 may then read the data out. This
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Fig. 10—Two-computer communication link using
a transfer memory organization.

two-computer system offers certain advantages in speed
over the operation of a single computer.

Another method of linking two computers is being
used at the National Bureau of Standards. In this sys-
tem one computer, called the Secondary, is a slave to
the other computer, called the Principal. A similar or-
ganization of units within one computer network is used
in the IBM 709 computer. Here the Data-Synchronizing
Unit is comparable to the Secondary, and the Central
Processing Unit is comparable to the Principal. The
CPU can assign the DSU an input-output task and
then proceed with its own program. The DSU proceeds
independently, with the exception of memory access
which it must share with the CPU, until it completes
its assignment. In this system the program for the DSU
is essentially wired in and the memory is time-shared.
The National Bureau of Standards system is shown
functionally in Fig. 11. The Principal has the authority
to assign part of a problem to the Secondary. However,
for the Secondary to perform its task it must be supplied
with assignment instructions and data. This transfer
of data interrupts the operation of the computer A
memory and thus is time-consuming.

Now consider the advantages of using a “common
multiload transfluxor memory” as the communication
link between two computers. The functional linkage of
such a system is shown in Fig. 12. The common memory
is split into three sections to permit the execution of in-
dependent writing operations by both computers and
any input-output devices. However, the memory is not
split for reading, so both computers and other devices
can have independent access to any data in the common
memory. This common memory will permit three read
and three write operations to occur simultaneously.

The significance of this system organization is that
the common memory, in addition to acting as a com-
munication link between computers, also serves as the
memory-storage unit for each computer. As a result,
there is no transfer time involved in communicating be-
tween computers. This saving of time is achieved be-
cause each computer independently has direct access to
any data pertinent to the functioning of the other com-
puter.

Another significant feature of this organization is that
the common memory will need less storage capacity
than the total amount required by two individual com-
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Fig. 11—Two-computer communication link using a
Principal-Secondary computer organization.
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Fig. 12—Two-computer communication link using a common
multiload transfluxor memory organization.

puters. This reduction in memory storage capacity can
be realized because

1) No transfer memory-storage units are required
since each computer has direct access to any data
pertinent to the other computer; and

2) Basic subroutines, stored constants, and input
data are available to both computers, since both
have access to all the memory-storage locations.
Thus the duplication of common data is elim-
inated.

The concept of a master-slave relationship can be
carried over to a common memory system but with in-
creased flexibility. The necessity of assigning large
blocks of data and several tasks at once to the Sec-
ondary in order to keep it operating continuously is
practically eliminated. Since all data are directly avail-
able to both computers, only the initial address of sev-
eral stored programs needs to be assigned. In addition
the roles of Principal and Secondary can be inter-
changed at will so that either computer can assign a
task to the other.

The system organization as proposed in Fig. 12 re-
quires a four-hole transfluxor memory unit. With a five
or more hole transfluxor memory, it is possible to expand
this organization to incorporate three or more com-
puters. The more computers in the network, the more
efficient the common memory becomes.
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CONCLUSION

The basic mechanisms of transfluxor operation have
been shown and a few examples given on how this versa-
tile component may be used.

The multiload transfluxor is constructed by placing
additional reading apertures in the core and wiring each
hole for separate addressing. This permits many read
operations to take place throughout the memory at the
same time. Each readout is delivered to its own inde-
pendent load. The nondestructive read property elim-
inates the rewrite time associated with conventional

core memories; this feature permits cutting the read
time in half.

It appears that, by utilizing these properties, consid-
erably more flexibility and speed can be built into a
transfluxor memory. The independent operation of the
various parts of the memory would facilitate communi-
cation between sections of a computer or between two
computers and would permit all parts of a computer
network to operate without delays due to memory time-
sharing. This would be a major advance in computer
design.

Design and Analysis of MAD Transfer Circuitry”

D. R. BENNIONt anpo H. D. CRANE{

I. INTRODUCTION

HIS is the second in a series of papers! concerned
Twith a technique for performing combinatorial
and sequential digital logic with magnetic ele-
ments and connecting wires only. These elements are
termed MAD’s (Multi-Aperture Devices). For clarity,
in the first paper the basic techniques were described
in terms of simple circuit structures which do not repre-
sent the best that can be achieved in the way of opera-
tional properties. The object of this paper is: 1) to
present circuit techniques for significantly improving
the circuit operation; and 2) to present experimental
and analytic results which are pertinent to an under-
standing of the coupling loop operation.
The basic coupling loop and clock cycle are briefly re-
viewed in the next section.

II. ReviEw or Basic CourLING Loor
AND Crock CYCLE

The circuits discussed here use only POSITIVE
MAD elements* (although the results are applicable to
circuits using other types of MAD elements). Each ele-
ment has at least two small apertures, one used for an
output winding and one for an input winding. The out-
put winding of one element connects with the input
winding of another to form a coupling loop, and in this
way a pair of electrically connected elements is formed.
As information is shifted along a chain of elements, each

* This work was carried out at the Stanford Research Inst.,
Menlo Park, Calif., under the sponsorship of the Burroughs Corp.
Res. Center, Paoli, Pa.

t Stanford Res. Inst., Menlo Park, Calif.

1H. D. Crane, “A high-speed logic system using magnetic ele-
ments and connecting wire only,” Proc. IRE, vol. 47, pp. 63-73;
January, 1959.

element alternately plays the role of a receiver and
transmitter.

Quiput Aperture

An element can be in either the Set (binary one) or
Clear (binary zero) state, Fig. 1. Typical ¢r-Fp (where
Fr is the driving mmf{ Nylz) curves for the output
aperture of a transmitter for these two states are illus-
trated in Fig. 1(c). If the element is in the Set state,
Fig. 1(b), then flux changes locally about the output
aperture in response to small values of mmf Fr, whereas
if the element is in .the Clear state, Fig. 1(a), flux can
change only about a path enclosing both the output and
central apertures. Because of the longer, path length in
the latter case, larger switching mmfs are required.
(Subscript T" indicates that this winding is connected
with the transmitter end of a coupling loop.)

Input Aperture

A receiver element is always cleared to its zero state
before transmission into it. It operates then only along
a ¢r-Fr Clear curve (where Fg is the mmf Nglg)
which is essentially the same as the Clear-state curve
for the transmitter, since the relevant path lengths are
the same, Fig. 2(a) and 2(b).

An important property of a system in which windings
connect with apertures, as indicated here, is that once
an element is Set, it is impossible to Clear it from any
aperture winding. In Fig. 2(c), an element is shown Set,
as a result of current Ig. In Fig. 2(d), the same element
is shown after a subsequent “negative set” current,
—Iz. Note that as a result of the negative set current
flux changes only locally about the input aperture with-
out disturbing the flux about the output aperture.
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Fig. 2—Input aperture properties.

Coupling Loop

To form a coupling loop, the output winding of one
element is connected to the input winding of the next
(Fig. 3). If the transmitter is in the gero state, then
transmission is trivial in the sense that the receiver is
already in the zero (reference) state. It is necessary then
that the Advance current I4 be controlled in value so
that in this case no flux switches in either element. With
the transmitter in the one state, it is desirable that Iz
(and hence I,) be as large as possible to facilitate flux
transfer. For best transmission then, it is desirable to
make I4 as large as allowable. The largest allowable
value I4 is determined by the zero state condition, and
is equal to

F
Iyn= I+ Igm = —+ —

where Fs is the Clear-state threshold mmi (Figs. 1 and
2). In this case, assuming that the current divides into
Ip=Fy/Nr, and Ig= F;/Ng, both devices are brought
just to their thresholds Fe, but no flux is switched. Thus
a gero is “transmitted” as a gero. If the transmitter is in
the Set state, however, the transmitter has a much
lower threshold, Fi, so that Ir>>Ir and the Advance
current I4 causes flux switching in both the transmitter
and the receiver. Thus the receiver is set to the one
state.

Clock Cycle

A clock cycle for operating a two-MAD-per-bit shift
register is briefly reviewed, Fig. 4. The elements are
considered in two groups, arbitrarily labelled O (odd)

Fig. 3—Basic coupling loop.
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and E (even). Information is stored in one group while
the other is being cleared. The information is then
shifted to the cleared group, while the other group is
cleared, etc.

To get started in the cycle, assume the data are
initially stored in the O elements. The ADV O—E pulse
shifts the information to the E elements. The O ele-
ments are then explicitly cleared by the CL O pulse.
The ADV E—O pulse shifts the information back to
the O elements, and the E elements are then cleared by
the CL E signal, etc. Thus the basic cycle is

..., ADVO—E, CLO,ADVE—O, CLE, - --.

By tracing the details of the data transmission, one
may see how the MAD elements and basic clock cycle
work together to yield unilateral transmission. As pre-
viously indicated, transmission of a zero is trivial.
Transfer of a one is followed in detail in Fig. 4. The
statements made with reference to this particular one
transfer are true as well for every O—E loop simultane-
ously transferring a one.

Flux switched in any leg as a result of a particular
pulse is indicated by a heavy arrow. The ADV O—E
pulse switches flux locally about the output aperture of
the O element and causes the E element to be set. The
CL O pulse then clears the O element and in so doing
switches flux through the output winding. This results
in a loop current flow that negatively sets [see Fig. 2(d) |
the E element (receiver) without affecting the flux state
about the output aperture of the E element. Note that
neither the ADV O—E nor CL O pulse causes any flux
to be switched in the output leg of the E element (in-
dicated by the crosses opposite the output winding),
eliminating thereby the need for the conventional series
coupling diode. ADVANCE E—O shifts the binary one
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to the next O element in the direction of transmission,
and CL E then clears the E element. Note again that
neither the ADV E—O nor CL E pulses cause any flux
to be switched in the input winding of the E element,
eliminating the need for the conventional shunt diode
to prevent backward transmission. Thus unilateral data
flow is achieved.

Unity Turns Ratio Operation

Coupling loops can be successfully operated under
conditions where N7ZNgz. The condition Ny=Npz is
particularly interesting for shift register circuits since
the coupling loops are inherently symmetrical, and
shifting may therefore be made to occur in either direc-
tion by control of the clock sequencing. Furthermore,
the special case Nyr=Ng=1 results in very simple
mechanical assemblies. The condition Ny < Ng does not
appear to have any particular advantage, but the con-
dition Nr> Ng is important as a means for obtaining
flux gain when bi-directional coupling loops are not re-
quired. Operation with unity-turns-ratio, z.e., Ny = Ng,
is discussed in Sections V and VII.

In order to simplify the mathematical relations all
circuit descriptions will be for symmetrical unity-turns-
ratio coupling loops. The extension to the more general
case Ny> Nz is relatively straightforward.

Advance Current Range

It is well known that magnetic circuits that operate
in the region of threshold are inherently slower and less
tolerant to clock current variations than would be
similar circuits not so limited. It is important therefore
to determine and to take advantage, insofar as possible,
of all techniques for improving these allowable operating
ranges.

Relations for advance current range are derived be-
low for the coupling loop circuit of Fig. 3, using a very
simple model in which we assume 1) that the one, zero
¢r-Fr curves have vertical steps at threshold F; and
F, (Fig. 5); 2) that if a transmitter element is in the
zero state, then the circuit must be limited so that as a
result of the Advance pulse, the receiver is not brought
over its Clear state threshold F,; and 3) that if the
transmitter is in the owe state, then as a result of the
Advance pulse, the receiver element and transmitter
element are completely switched. For this latter condi-
tion, the receiver must receive a net drive of at least Fy
and the transmitter a net drive of at least Fy. Although
this model is extremely inadequate (see Sections VII
and VIII), it is very useful for comparative estimating
purposes.

For the circuit of Fig. 5(a), the maximum value of Ad-
vance current I,™** is determined by the zero transfer
condition. In this case, I ,™**=2(F,/N) where F:/N is
the current required in each branch to just bring its cor-
responding element to its Clear state mmf threshold Fo.

The minimum value of Advance current, I, is de-

(b)

#

ONE TRANSFER

(c) (d)

Fig. 5—Switching model for basic coupling loop.

termined by the one transfer condition. The equivalent
circuit of Fig. 5(d) can best be used for visualizing the
relations, so that

. . ) Fi F,

IAmm e ITmm _|_ IRmm _ + —_
N N

Therefore, the percentage range R for the Advance cur-
rent, defined as

(IAmax — IAmin) X 100

_R—"'—..
IAav
is equal to
Fy — Fyq
R=2 ———:I X 100. 1)
3F,+ F,

For comparative purposes, it is interesting to consider
the limiting case when F;=0. Under these conditions,
the limiting value of range, RY, is

R® = 67 per cent. (1a)

In the sections to follow, circuits that exhibit sig-
nificantly greater range will be introduced and the ex-
pressions for range determined for these may be com-
pared with the relation derived here.

It may be noted that in these circuits only the Ad-
vance current range is of concern since the Clear current
range is essentially unlimited, as long as it is above the
minimum value required for adequate clearing of the
elements.

Switching Speed

It is well known that the rate of switching of a
“square loop” magnetic material is approximately pro-
portional to the amount of (excess) drive, over and
above the threshold value. Thus, two thin rings (of the
same material) of radii 7, and 7, would switch at the
same rate if driven with mmf’s in the ratio r;/7..

For the switching problem at hand, we will estimate
the switching speed with the Advance current set in the
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SUMMARY OF RANGE AND SPEED RELATIONS DERIVED IN TEXT

Number of switching threshold 0is val
Figure Condition R[Range in fraction of 100 per cent] RO[R for F, = 0] o e; ron:av:;;;;gt I ;S o n = (;‘O:;:’a:l:]e
5 F, — Fy ) 2 3F; + F; 1
3Fy + Fi 3 2(F, + Fy) 2
2 — R 2 3F, + Fp + F 1 /F)?
9 BB = _____> 2 3Fy + Fg + Fy )
let Fy F; + Fg FF R 3 2+ ) 7\%
N> 4N I: (Fy — FI))N + 2F\Np :l 2N [(SFz + F)N — (4F: + ZFI)NB] N
= @F, + F)N — (4F, + 2F)N5 3N — 4Nz 2(F, + F) (N — 2N3) 2(N — 2Ng)
F,N — (2F: Fi)N, 2(N — 2N, F,N 4+ FiN. N — 2N
10 N < 4Np 2[2 (2F; + 1)3] ( B) 2+18] B
Fy,N 4 F\Ng N 2(F1 4+ F3)N3g 2Ng
2F; — Fy AF; + Fy
N = 4N, -————:I 1 —_— 1
£ 4F, + Fy 2Py + )
P> <4NB 1) al g [ (Fy — Fao — F)N + 2F.Np :| 2N I:(sF2 — Fay + F)N — (4F, + 2F1)NB:I (Fy — Fa)N
do : (F; — 3Fa, + FON — (4F; — 4Fq, + 2F)N3 3N — 4Nz 2(F1 + Fo) (N — 2N3) 2F,(N — 2N3)
Fa < (4NB _ 1) 7 (Fs + Fa.)N — (QF: + F1)NB:| (Fo + Fao)N — 2F2NB] (Fy + Fae)N 4 FiNp N(Fz + Fq.) _
=\w ' (F2 + Fa)N + (Fy — 2Fa)N5 (F2+ Fa)N — 2F4.Ns 2(F1 + F2)Np 2N3F:
11
(4]\73 1) 7 —F :I 2F, 4F, 4+ F, 1
? 4F2 - mc + Fy 2F; — Fao 2(Fy + Fa)
N=2NB ‘ 2F2—F1:| 2 4F2+F1 1
and Fd._- = Fz 2F2 + Fl 2(F1 + Fz)
12 Relations same as in Fig. 10 with N replaced by N’ -+ 2N’ and Nz replaced by Np’
13 Relations same as in Fig. 10 with N replaced by 2(N1 4 N:) and N replaced by Ny
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middle of its calculated range, i.e., with the Advance
current set at

. IAmax + IAmin
I | thatis, —————).

With the transmitter and receiver windings directly
in parallel, then at every instant during the switching
process,

where ¢7 and ¢z are the switched fluxes in the 7" and R
elements, respectively. With equal turns, Nr= Ng, the
branch currents will divide so as to cause the same
number of thresholds, #, in the transmitter and receiver.
This will result in equal switching rates, i.e., ¢r=¢z.
Furthermore, according to the ¢-NI model of Fig. 5,
Ir and Ip will be constant during the switching process
(see Fig. 23). The number of thresholds in the trans-
mitter is equal to #;=NIr*/F; and in the receiver is
equal to NIg*/F, where Ir®+Iz*™=1,. By setting
n;=n,=n, then we find the relation

3F F
p=Sfet B @
2(Fy + Fy)
In the limiting case, F1=0, then
7n® = 1.5 thresholds. (2a)

This value of #° could easily have been predicted by
noting that
3F,
av = —_- .

L =ox
For the ideal case assumed here, during one transfer, the
entire Advance current flows into the receiver. Thus,
n®=NI,*/F,.

The relations for range, for #, and for switching speed
proportional to #—1 derived here are listed in Table I,
along with corresponding relations for the circuits de-
rived below. (It should be kept in mind that speed, 1/7,
where 7 is switching time, is proportional to the excess
number of thresholds of drive and hence #—1, since »
was defined as the total number of thresholds.)

Motivation

It is clear from the above relations for R and # that
one way to improve the speed and advance current
range is to make Fj large relative to Fi. This implies
the use of a large diameter element, compared to the
diameter of the small aperture. However, a large ele-
ment is undesirable for many obvious reasons. It is for-
tunate, though, that the equivalent of a large element
can be obtained by appropriate biasing arrangements.
But even further, the biasing arrangements can improve
the operation even beyond what would be expected
merely of a “larger” element.

Another way to improve the speed, and in general the
range as well, is to provide as much drive as possible
about the output aperture of the transmitter. Under the
ideal condition of threshold Fi=0, then it requires no
current to switch the transmitter, and Ig=1, during
one transmission. This is equivalent to saying that all
of the mm{ appearing about the transmitter output
aperture in the zero state is transferred to the receiver
via the coupling loop during one transmission.

Consider again the elementary coupling loop of Fig. 6
with I ™= applied, Fig. 6(a) and 6(b). During zero trans-
fer, both the transmitter and receiver are stressed with a
threshold mmf F;. During one transfer, at least ideally,
the receiver becomes stressed by 2F,. If appropriate
circuitry can provide higher stresses in the transmitter
(around the output aperture) during zero transfer, then
the receiver stress during one transmission is correspond-
ingly higher. Generally, this can be achieved in two
ways, Fig. 6(c)-and 6(d). In Fig. 6(c), the coupling loop
applies an mmf of 2F,, which ordinarily would tend to
set a zero transmitter. However, this is prevented by a
bias equal to F, so that the net setting mmf about the
central aperture in the zero state is still only F,. Further-
more, the bias F, is not strong enough to clear a set
transmitter during one transfer. Thus, with this arrange-
ment, a stress of 2F, can be added to the receiver during
one transfer, resulting in a total receiver stress of 3F,.

In the arrangement of Fig. 6(d), a zero state stress
of 2F, is also achieved in the transmitter, but this is
obtained by applying an extra clear direction drive of
magnitude F; on the inner leg.

Alternate schemes combining these approaches may
be used as well, as indicated in Fig. 6(e), where &, which
may have any value, but practically will lie in the
range 1<k<X2, is an arbitrary constant. In this case, the
net stress about the output aperture is 2 Fs, independent
of k. Note that the circuit of Fig. 6(c) results from k=2,
and the circuit of Fig. 6(d) for k=1.

The initial circuit arrangements that follow are
motivated from these concepts. However, as these cir-
cuits develop other concepts arise which lead to still
other circuits.

II1. ScaeMEs UTILIZING ONLY A SINGLE WINDING
IN THE INPUT AND OUTPUT APERTURES

Transmitter Bias

With a current Ipr in the clear direction through a
winding of Npr turns linking the central aperture of the
transmitter (Fig. 7), the Advance mmf NrIr must first
overcome the mmf Fgpr= NpgrIpr before it can switch
flux about the central aperture of the transmitter. This
“bias,” therefore, effectively increases the magnitude of
the threshold F, by the value Fgr. The equivalent
threshold is, therefore, F4 = Fy+ Fpr. The threshold F,
is not affected, however, since the bias current does not
link the flux paths that are local about the output
aperture. Thus, to the electrical circuit the element ap-
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pears to be larger than it actually is. The magnitude of
bias is limited to a value NgrIpr= F2 or the bias mmf
itself would tend to clear a Set transmitter. Thus, with
maximum bias, Fpr=F,, the element appears to be
twice as large in diameter, and the effective threshold
FJ is essentially twice Fa.

Receiver Bias

With the transmitter in the gero state, the manner in
which I, initially tends to divide between transmitter
and receiver branches depends upon the branch in-
ductances Ly and Lg, which are attributable mainly to
the saturation permeability of the ferrite. However, the
final division of current depends only on branch wire re-
sistances Ry and Rg. For identical elements and with
turns ratio Np/Ng, the ratio of branch inductances is
(Nr/Ng)2 It is desirable to make the resistance ratio
the same in order to eliminate transient overshoots in
the branch currents. At the same time, it is desirable for
Rr/Rpg to be in the ratio N7/ Nz (in the case of no trans-
mitter bias) in order for the final mmf’s applied to trans-
mitter and receiver to be equal. The above two con-
ditions appear to be incompatible for Ny/Nz#1 or even
for Np/Ng=1 if transmitter bias is being used. How-
ever, by application of bias Nprlzr to the receiver
(Fig. 8), an additional term is added to the receiver mmf
and the above conditions can both be satisfied. In this
sense then, receiver bias serves as a free parameter for
simultaneous satisfaction of one additional loop con-
dition.

For the case Ny= Nz =N, it is clear that receiver bias
should be equal to transmitter bias for proper balance.
At the same time, this leads to a symmetrical loop
capable of bidirectional transmission.

It is important to note that whereas the transmitter
bias must be limited to, at most, the value Fs, the re-
ceiver bias can be of arbitrary value. This is so because
the receiver current can only cause flux switching about
the central aperture of the receiver, and the only con-
cern, therefore, is with the net mmf (Nglg— Ngrlzr)
about the central aperture. During one transmission any
flux switching about the central aperture of the trans-
mitter in the Clear direction is detrimental.

Simultaneous Transmitter and Receiver Bias

With bias Fp= Fpr= Fpr applied, the maximum
value of I,™=is [Fig. 9(a)]

2(Fy+ Fp) 2P
B N N

I Amax

where FiB = Fy+4 Fg, and from Fig. 9(b), I ™" is

Fi. Fy+ B F2+F,
N N N

IAmin =

Fa2

F

AN | N [F2 1,20
k Iy - 1HAX.
F

Izux.=2

&
H
>

3

,ZERO TRANSFE ONE TRANSFER
(a) (b)

F (2=1)F
2>\ 2
F ——/‘ ’=2~"?é (2-A)F,
2 FZ ——/ kFZ_
ZERO ZERO ZERO

(¢) (d) (e)

Fig. 6—Basic biasing arrangements,

7
A 5 FF-: NrIr

——‘lNaT Igy|

(a) (b)

Fig. 7—Transmitter bias.

CLEAR
CLEAR —»—

Fig. 8—Receiver bias,

(a) ZERO TRANSFER (b) ONE TRANSFER

Fig. 9—Circuit using separate transmitter and receiver bias.

{a) ZERO TRANSFER (b) ONE TRANSFER

Fig. 10—Circuit using compatible transmitter and receiver bias.
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Therefore, the range R is

F# — Fy

—_— 100 3
3F2B+F1:|X ®)

RSB = 2[

and, again for the limiting case F;=0,

Rsp® = 67 per cent (3a)

where the subscript SB implies that this range is for
circuit with simple bias. The switching factor # can be
found in the same way as for (2); thus,

3F:+ Fp+ Fu

= SEar Y

NIz NIpv — Fp
Fi Fs

nsp =

and

F
nsp® = 1.5 + — - (42)

2F,

It is interesting to note that with bias mmf Fg ap-
plied, the range is increased exactly as though F; were
replaced by a larger element of dimension Fof = Fy+ Fp.
However, the switching speed is improved beyond just
the simple substitution of Fy8 for Fain (2).

Thus, by the use of bias in this manner, the switching
properties are significantly improved. This bias could be
provided from a dc source, or from a pulse source. In
the next section, it is indicated that still further ad-
vantage is obtained by having the bias mmf provided
by the Advance current itself.

Compatible Bias

In order to keep the number of current sources to a
minimum and also to insure that the receiver bias oper-
ates only during the Advance current (if, by design, it
should be greater than Fj), it is desirable to have the
Advance current itself provide the bias as indicated in
Fig. 10.

In this circuit arrangement, there are two conditions
for I,m2=, For N>4Np, then I,m* is limited by the zero
transfer, in which case

‘ Py + NBIA“‘“]
)

F. 4+ NBIA’“&X]
[Amax —
N T N
or
2F
Imex = %
N — 2N

If I,™= were larger than this value, then the trans-
mitter and receiver would overrun their threshold
during gero transfer.
For N<4Np, then I,™**is limited by the one transfer,
in which case
Fs

I Amax — .

Ng

For values larger than this, the transmitter would tend
to be cleared during transfer. In either case, I4,™i® is
determined from Fig. 10(b), where

. Fy .
I = —:I + Fa + NBIAmm:|
Ny

R

or
. F,+ F,
IAmm i .
N — Ng
The resulting relations for Res, #¢p, Res® and #es®
are given in Table I, where the subscripts CB imply the
compatible bias use. Note that R¢p and nc¢p are func-
tions of N and Np. Of course, with Np =0 these relations
reduce to the same relations as given in (1) and (2).
Maximum R¢g° and #n¢g® occur for N=4Np in which

case
Rep® = 100 per cent (5)
ncBo = 2. (6)

The increased range obtained with compatible bias
can be explained in terms of “moving thresholds.” That
is, with compatible bias, the effective transmitter
threshold (F:+Ngl,) is itself a function of I4. Hence,
as I, increases from the center of its range and, there-
fore, tends to approach the threshold F., the effective
threshold value itself tends to increase, reducing con-
siderably the overrunning effect. The same stabilization
results in the case of Advance current reduction as well,
as far as thereceiver is concerned. Thus, as I4 decreases
from the center of its range, the receiver moves further
from threshold, but the effective threshold itself is de-
creasing. Note that with N=4Np, and with I,m** ap-
plied, the circuit of Fig. 10 exactly matches the condi-
tions of Fig. 6(c).

Thus, significant improvement in R and # is obtained
by the use of compatible bias. However, in practical cir-
cuits, N is greater than N3, and since the minimum
value of N3 is unity, single turn coupling loops cannot
effectively be used.

Counter Bias

In order to improve the stabilization and, therefore,
increase the Advance current range still further, it is
necessary to increase the feedback effect; i.e., it is neces-
sary to make the bias “move” even faster as a function
of Advance current. This may be achieved by increasing
the bias turns Np relative to the coupling loop turns N.
However, for a given value of I, and N, as the bias
turns are increased the transmitter bias increases, and
soon overruns 100 per cent. This effect may be com-
pensated for by use of a dc bias of opposite sign (z.e.,
counter bias), as indicated in Fig. 11.

As in the previous case there are two conditions for
I ™= For the case where Fa.> ((4Np/N)—1)Fs, then
I,2= is determined from the one transfer case.
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Fy 4+ Npl mex — ch]
IAmax f—
N T
Fy + Npl /™= — ch:|
N R
or
2(Fy — Fgo)
IAmax —_—_—- .
N + 2Np

The minimum current I, ™ is determined for one
transfer and is

I min — ﬂ] n Fy 4+ Nplmin — ch:l
Nz N R
or
. Fy — Fye + Fy
IAmm=___ O —
N — Np

These combine into the relations for Rg. and #ge
given in the table.

For the alternate condition F4e<(4Np/N—1)F,,
then I, 2= is given simply from the one transfer case as

F2+ ch
Np

IAmax —

The relation for I, is the same as before.

The range is a maximum where Fyo= ((4Ng/N) —1) F..
Nominally, the dc bias is limited in magnitude to the
value of F.. For this value of dc bias maximum range
occurs for N/Np=2, and is equal to 200 per cent. The
corresponding value of switching factor is #9=2. Thus,
ultimately, a 2 to 1 improvement in operating range is
achieved.

This improvement in operating range is obtained at
the expense of an extra dc bias. However, no extra wind-
ings are required since the dc current may be simply
carried on the existing Clear windings. Furthermore, al-
though range improvement is obtained at the expense of
a new current source, dc currents are very simply regu-
lated compared with pulse currents. Finally, the magni-
tude of the dc counter-bias current may be used as a
fine control to aid in achieving the optimum operating
point.

FIV. MuLtiPLE WINDINGS IN INPUT
AND OUTPUT APERTURES

The circuits discussed thus far have all employed only
a single winding in the input and output apertures. By
relaxing this restriction, significant advantages can be
obtained.

Drive on Inner OQuitput Leg

With low-turn windings in the coupling loops, the Ad-
vance currents can become relatively large. By using the
drive scheme indicated in Fig. 12, then for the same
number of coupling loop turns, the advantages of com-

Foc

{o} ZERO TRANSFER (b) ONE TRANSFER

Fig. 11—Circuit using dc counter bias.

In

Fig. 13—Circuit using floating coupling loop.

patible bias can be obtained but with significantly
lower Advance currents. In this circuit the Advance cur-
rent is made to link the inner leg about the output aper-
ture of the transmitter, as well as the coupling loop it-
self.

The equations for this case are identical to the equa-
tions for compatible bias if in the latter equations NV is
replaced by (N'+2Ng') and Nz by N3z'. Thus, for ex-
ample, the case N'=3, Np’=1 with the present scheme
is identical to N=35, Nz=1 in the earlier scheme. Thus,
N’'=2, Ng’'=1 yields maximum range corresponding to
the case N=4, Np=1, which was shown to be optimum
for the earlier scheme.

Although, for a given number of coupling loop turns,
there are more total turns in the small aperture, the ad-
ditional drive turns may be of relatively small wire, since
the main concern is quly to make the coupling loop
turns as large as possible to reduce coupling loop re-
sistive losses.

Floating Coupling Loop

The circuits discussed thus far have the following two
disadvantages: 1) with the coupling loop directly
driven, care has to be exercised in physically connecting
the two branch windings together so that proper ratios
of the (parasitic) resistance and inductance are main-
tained and 2) since the same advance current flows
through the coupling loops and bias windings, there are
restrictions on the combinations of turns that may be
used.

By allowing “floating” coupling loops, both of the
above disadvantages are overcome. In the circuit of
Fig. 13, the turns N, Ny, and N. are completely inde-
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pendent. The case Ny=DN; is equivalent to the maxi-
mum range case N'=2, Ng'=1 in the inner leg drive
case, which in turn is equivalent to the maximum range
case N=4, Nz=1 for compatible bias. The equations
for this case are identical to the equations for compatible
bias if IV is replaced by 2(N:+N;) and Ng is replaced
by Nl.

Note that with N;=N, and with [,™** applied, the
circuit of Fig. 13 exactly matches the conditions of Fig.
6(d), except that in this case the stress on the outer leg
of the transmitter (and receiver) is applied directly
from a drive winding instead of from coupling loop cur-
rent. Current flows in the coupling loop only during one
transfer.

V. CouprLING Loor FLUX RELATIONS

The principal quantities of concern in these circuits
are flux and current. Data are stored in particular flux
patterns, and the currents are provided to move these
patterns about in appropriate manner. In the earlier sec-
tions of this paper, it was implicitly assumed that the
necessary flux relations were taken care of separately
and that a reasonable estimate of range could be ob-
tained by supposing that no flux switches during zero
transfer and that complete switching occurs during one
transfer.

In order for stable two-level operation to exist, the
input (or received) flux ¢z at each transfer and the input
flux ¢z’ at the previous transfer must be related as indi-
cated in Fig. 14, where the gain G=¢g/¢g’ is >1 in
the interval ¢r<¢r' <¢v and is <1 in the interval
¢ <pr’ <¢r. Thus, the transfer operation will tend to
increase a “low” one level of flux toward ¢y, and to de-
crease a “high” zero level of flux toward ¢r. This is
equivalent to saying that with such a gain relation, the
operation stably protects against “zero build-up” and
“one build-down.”

With turns ratio greater than unity, i.e., Np> Npg, it
is a straightforward matter to arrange a coupling loop
to obtain the necessary relation between ¢z’ and ¢r.
Suppose that there are no losses in the coupling loop of
Fig. 15(a). Then by integrating the relation Nrér
= Nroéz, which must hold at every instant of the switch-
ing period, we find the relation Nr¢r= Ngor, where ¢r
and ¢r are the net flux changes in the transmitter and
receiver. Then, provided ¢r=¢pz’,

This relation between ¢z and ¢r is illustrated in Fig.
15(b). Notice that the linear relation holds only until
¢r saturates. In order finally to obtain the necessary re-
lation of Fig. 14(b), consider the coupling loop of Fig.
15(c) in which a “clipper” core is added. This core is ar-
ranged to have a total flux linkage capacity of ¢¢, which
is a relatively small fraction of the saturation flux of the
MAD’s. However, the switching threshold is much

#R I::I¢r ¢RE|

{a)

i
R T

(c)

CLEAR ¢T=¢;

>

$c

(c) (d)

Fig. 15—Coupling loop arrangement for achieving
proper gain relations.

lower than that of the receiver, and therefore, its full
capacity of flux will be substantially switched before the
receiver begins switching at all. In this way, a constant
amount of flux is subtracted from the quantity
(Nz/Ng)pr when >o¢; if (Nr/Ng)dpr <¢pc, then ¢pr=0.
The resulting relation between ¢z and ¢r=c¢z’ is shown
in Fig. 15(d). Notice that this curve has the proper form
for bistable operation (with ¢.=0 in this case). If the
flux clipper is cleared at the same time as the transmit-
ter, none of the basic clock cycle operations of Fig. 4 is
altered, and very good transfer loop operation is
achieved.

The use of a flux clipper along with the condition
Ny/Ngr>1 makes the gain properties of the transfer
loop very explicit. However, a flux clipper is not ac-
tually required. In fact, it is further demonstrated in the
following sections that the relation Nr/Ng>1 is also
not required and that successful operation can be
achieved with Ny/Nz21. The case Nr=Ng is interest-
ing because the transfer loop is symmetrical, and bi-di-
rectional shifting is possible by merely reversing the se-
quence of Clear pulses or sequence of Advance pulses in
Fig. 4. The case Ny=Ngr=1 is particularly interesting
because of the simple assembly schemes that are made
possible. The case Nr> Nz is useful where bi-directional
properties are not necessary, and extra flux gain is re-
quired. No particular advantages can be seen for the
case Ny <Ng.

An explicit clipper core is not required because a
partial clipping action is performed by the parasitic re-
sistance and inductance of the coupling loop. With the
Advance current set in the middle of its range, neither
the transmitter nor receiver is brought up to its thresh-
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old level during zero transmission. Thus, during one
transmission, a considerable amount of current must be
steered to the receiver before any flux can be switched
there at all. As the current begins to rise, flux linkage is
lost (or stored) in the loop inductance L in the form of
LIy volt-sec, where Iy is the loop current. Any of this
stored flux linkage remaining in the loop after switching
stops in the receiver (whether due to the advance pulse
ending or to the receiver current dropping below the ef-
fective threshold) is dissipated in the loop resistance and
lost. Furthermore, there is an additional resistive loss of
flux linkage in terms of [I;R:dt (where I, and Ry are
loop current and resistance) during the time in which
the receiver is switching. Most significantly, however,
for sufficiently low levels of flux, ¢r will be absorbed en-
tirely into IR dt+ LIy, before I, brings the receiver up
to threshold, and therefore ¢r will be 100 per cent lost.
Hence the plot of ¢r vs ¢r will start from zero at some
value of ¢ >0, just as in Fig. 15(d).

Unlike Fig. 15(d), the curve will now not be linear,
but as long as the turns ratio is just great enough to
bring the curve above the ¢pr=¢z’ line at some higher
value of ¢z’, bistable operation will be achieved. The
turns ratio required is not high, 6/5 being a typical ex-
ample. In fact, a high turns ratio is quite undesirable,
since the excess drive available for switching is reduced.
For example, if Ny/Ng=2, then for a simple coupling
loop with no bias, Ir¢= Fs/ Ny is an upper bound on the
current available for steering to the receiver during one
transfer. The receiver mmf provided by this current
would be (Ng/Nr)F:=(1/2)F,, whereas the corre-
sponding figure for unity turns ratio would be Fs.

Before discussing the properties of unity-turns-ratio
operation (Ng= Ng), let us consider some basic switch-
ing properties of magnetic cores that will be useful in
later discussions.

VI. SoME Basic SWITCHING PROPERTIES OF
CoONVENTIONAL CORES

Consider the flux-current relations for the conven-
tional toroid of Fig. 16(a). Assume that the B-H curve
for the material is ideally square, Fig. 16(b).

With very long setting pulses I, the ¢.-F, curve is
as indicated in Fig. 16(c), where ¢, is the amount of
switched flux in response to a setting mmf F,=N,[,
applied to a well-cleared core. The ratio F, to F, is the
same as the ratio 7, to 7; (outer to inner radius). This
curve may be automatically plotted by setting up a con-
tinuous pattern of alternate Clear and Set currents, in
which the Set current is made to vary in amplitude from
cycle to cycle. By deflection of an oscilloscope beam in
the x direction in response to current I, and in the ¥y
direction in response to switched flux (= fedt), the
¢.-Fs curve is automatically traced. In all of the ¢-F
curves to be considered here, ¢ represents remanent flux
(¢.e., does not include the elastic or reversible com-
ponent of flux). To plot remanent flux curves, it is only
necessary to energize the oscilloscope beam just after
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Fig. 16—Core switching experiment.

the setting current is over, by which time the elastic
flux has been removed. To maintain the x deflection un-
changed until such a time as the beam is energized, it
is merely necessary to connect the Advance current
pulse to the x deflection plates via a delay line, Fig.
16(d).

An interesting property to consider in relation to the
¢s-F, curve is its dependence on the pulse width of the
setting current. Consider a switching model in which it
is assumed that the switching rate dB/d¢ in any portion
of the material is proportional to the instantaneous ex-
cess drive (H— H,), where H, represents the threshold
field. Although idealized, this model does result in the
usual inverse relationship between switching time and
excess field for the case of a thin ring of material. By
its use, calculated ¢.-F, curves for different pulse
widths are shown in Fig. 17(a). For very long pulse
widths (z.e., T— «), the curve reduces to that shown in
Fig. 16(c). However, for a given drive F, as T decreases,
a smaller and smaller amount of flux is switched; hence
the ¢,-F, curves are monotonically lowered as 7" de-
creases. With this model, for pulse widths greater than
some critical value T, each curve has a linear region
marked on the lower end by the mmf required to just
saturate the inner radius in time 7, and on the upper
end by the mmf required to just start switching the ma-
terial at the outer radius. The nonlinear connecting
regions are approximately parabolic for relatively thin-
walled cores having a ratio of outer to inner radii of
about 1.3 or less.?

In Fig. 17(b) is shown an actual family of ¢.F;
curves. For later comparison, these and all later curves,
unless otherwise stated, are taken on an experimentally
molded MAD element (having the nominal dimensions
indicated in Fig. 19) treated as a conventional core. By

2 It may also be noted that these curves have the identical form as
for the case in which a very long switching pulse is used on a core
having the same dimensions as here but for which the slope of the
“rising” portion of the B-H curve of the material is a variable. With
truly vertical sides, the curve I'—» applies. With the sides less
steep, as shown by dotted lines in Fig. 16(b), the family of ¢.I,
curves has the identical form of Fig. 17(a).
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Fig. 17—Calculated and measured ¢ F; curves.

shaping about the apertures as indicated in Fig. 19, the
results are substantially identical with results obtained
on actual toroids of the same material. Notice that,
compared with the curves of Fig. 17(a), these curves do
not radiate in so pronounced a fashion from the value
F,, but rather are mainly translated horizontally to
higher values of mmf as the pulse length decreases. This
property is very important in MAD elements for rea-
sons that will become clearer below.

If one looks at the corresponding switching voltage
curves for this element, it becomes apparent what is
causing this translation of the ¢.-F, curves. This fam-
ily of voltage curves vs time is indicated in Fig. 18,
where the parameter is the magnitude of I, (where I, is
a very long pulse). The curves of Fig. 18(a) are calcu-
lated using the model dB/dt < (H— Hy). Notice that this
simple model is very inadequate for predicting the front
end of the voltage curves. This fact is understandable,
since this model relates more to the rate of movement of
existing domain walls. However, if we start with a well-
cleared core in which there is a minimum of reverse
domains (walls), then after the pulse I, is turned on, it
takes a time for domain walls to be established.? This is
reflected in the initial slope of the voltage curves. In any
case, notice the difference in behavior of the peaks of the
voltage curves as a function of I,. In the family of ac-
tual curves, there is a large “peaking delay” at low
levels of switching. With materials that exhibit signifi-
cant peaking delay properties, the voltage is almost ex-
actly zero before the time of peaking. It is straightfor-
ward to convert the voltage curves of Fig. 18(b) into
the ¢,-F, curves of Fig. 17(b) and see the reason for
the increase in threshold of the narrow-pulse curves with
peaking delay.

It may be noted that peaking delay is a property of
some materials and not others. For example, there are
materials for which the peaks in the switching curves of
Fig. 18(b) lie almost directly over each other. For these
materials, the ¢,-Fs curves are more like those of Fig.
17(a).

Given a core of appropriate material, it is further
necessary, in order for the core to exhibit peaking de-
lay, that the setting current I, be applied to a well-
cleared core. Generally speaking, Clear strengths of at

# N. Menyuk and J. B. Goodenough, “Magnetic materials for
digital computers, I. A theory of flux reversal in polycrystalline
ferromagnetics,” J. Appl. Phys., vol. 6, pp. 8-18; January, 1955.
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Fig. 19—Shaping of MAD elements.

least two to three times threshold are required for good
peaking delay.

If a MAD is made by cutting apertures in the wall of
a conventional toroid, Fig. 19(a), then regardless of the
Clear magnitude, it is impossible to get all material on a
major loop since the cross-sectional area 1141 is less
than 1; for a core of unit height. Thus, even for ma-
terial that is potentially capable of exhibiting peaking
delay, this type of construction nullifies the effect. How-
ever, by appropriate shaping of the element, e.g., so
that 1;+1,=1y, the element treated as a simple toroid
will exhibit significant peaking delay.

Another very important switching property related
to peaking delay is shown by the families of ¢,-F,
curves taken for the condition in which the core is pre-
set before I, is applied. The families of ¢,-F, curves
shown in Fig. 20, contain the magnitude of preset flux
¢, as the parameter. The difference between the various
families of curves are that they are taken for different
combinations of long and short duration preset and set
pulses.

For zero preset (¢,=0), the total switched flux ¢,
is pmex =M where ¢¥ represents the total flux capacity
of the core from saturation in one direction to saturation
in the other. When a core has been preset, the current I,
has correspondingly less flux available to switch. Thus
in Fig. 20(b), as the amount of preset flux ¢, increases,
the maximum switchable flux ¢,2** =¢¥ —¢,. For tracing
these curves automatically, a repeating cycle of Clear,
Preset, and Set currents is applied to the core of Fig.
20(a).

For each curve, the Preset current is adjusted to
the appropriate level and the Set current is made to vary
from cycle to cycle. The oscilloscope plotting is exactly
as indicated in connection with Fig. 16(d), where the
beam is turned on just after the Set current is over.
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Fig. 20—¢,-F, and d¢,/di-time curves for various pulse
lengths of I and I,.

For later convenience in dealing with families of
curves for MAD elements, the curves of Fig. 20(b) are
redrawn in Fig. 20(c) with the final rather than initial
values of flux superimposed. Actually, this is equivalent
to raising the zero flux level for each curve by the mag-
nitude ¢,.

When a well-cleared core is preset to a certain level
of flux by a long current pulse, one can visualize the flux
condition in the core to be represented by a circum-
ferential domain wall outside of which the flux is in a
clockwise (Clear) direction and inside in a counterclock-
wise direction. Except in the transition region, sub-
stantially all material is well saturated. Since I, stresses
the core in the same direction as I,, it is reasonable for
gentle preset (long pulse) that, regardless of preset
level, the current I, should continue the switching where
I, left off, and with essentially the same threshold, as
demonstrated in Fig. 20(c). Let us now consider the ef-
fect of shortening the pulse durations. In order for a
certain magnitude of flux, ¢, to be preset as the pre-
set pulse is decreased in length, the magnitude of the
preset current must be increased. For significant de-
crease in duration, the magnitude of current must be
likewise considerably increased. For a reasonably thin-
walled core, this increased magnitude of current is ca-
pable of switching flux simultaneously throughout the
entire core, so that the current pulse must be shut off
when the proper level of preset flux is reached. In this
case, it is certain that reverse domains are distributed
throughout the body of the core in some random fashion.
Thus it is hardly surprising that after such a preset
pulse, the set current, which tends to continue the
switching in the same direction, finds a much lower and
less abrupt threshold. This effect is clearly seen when the
curves of Fig. 20(c) and 20(d) are compared.

Let us next consider the effect of short set and pre-
set pulses, Fig. 20(e). For ¢,=0, the ¢,-I; curve is just
the appropriate curve of the family of Fig. 17(b), for the
given pulse duration. If we compare the curves of Fig.
20(d) and Fig. 20(e), we notice that in the latter case,
the threshold moves a considerable distance to the right
for zero preset, but not quite so far for nonzero pre-
set. This is reasonable in terms of the previous discus-
sion of the effects of a good Clear state on peaking delay.
Good peaking delay occurs only when all of the ma-
terial is in a well saturated condition. However, due to
presetting with a short pulse, a random distribution of
reverse domains is left throughout the core, resulting in
very poor peaking delay after preset and hence very
little increase in threshold for a short-pulse set. This
point is demonstrated by the voltage-time curves (sim-
ilar to those of Fig. 18) taken after a preset condition
of ¢,=1/2 ¢¥ using a short preset pulse, Fig. 20(f),
and a long preset pulse, Fig. 20(g). Notice the signifi-
cant difference in switching times for these two families.
The effect of preset is also demonstrated in the ¢,— F,
curves, Fig. 20(h), taken for the same preset level
1/2 ¢M. The group of curves radiating from the lower
threshold value of F; is for the short preset pulse; the
other group is for the long preset pulse. The lowering of
threshold for short preset pulses is clearly seen. Within
each group, the parameter is the duration of Set pulse.

VII. SwitcHING PROPERTIES OF MAD’s
Ideal Family of Output Curves

In Fig. 1, output ¢r-Fr curves were shown for the
two cases of a Set and Clear MAD. Actually, there ex-
ists a whole family of such curves with the amount of
preset (or input) flux as the parameter (Fig. 21). In
Fig. 21(a), the input current is shown linking leg 1;
about the input aperture, and the output current is
shown linking leg 1, about the output aperture. Assume
all legs are of equal dimension. Let ¢¥ represent the
total flux capacity in any leg from saturation in one
direction to saturation in the other direction. With leg
1, saturated in the Clear (clockwise) direction, applica-
tion of Ir of sufficient magnitude will switch an amount
of flux ¢ in leg 1, independent of the amount of preset
flux. A portion of it equal to ¢,( =¢i,) will switch locally
about the output aperture and the remainder will
switch around the main aperture. If all material is op-
erating on an ideal rectangular hysteresis loop, the fam-
ily of curves will have the form indicated in Fig. 21(b).

Actual Family of Output Curves

Actual families of output curves, for the same MAD
used for the above tests of core switching properties, are
shown in Fig. 22. These curves are automatically plotted
by the method previously described and are taken for
the same combinations of long and short current pulses
indicated in Fig. 20. Notice that the effects are sub-
stantially the same as observed in the case of presetting
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Fig. 23—Transmitter and receiver currents during one transfer,

a toroid. Actually, the short-short current pulse com-
bination is the one of interest, because this more nearly
approximates actual operation. In Sections III and IV,
it was indicated that in biased circuits, the transmitter
and receiver are switched with two or more thresholds of
current. This operation corresponds to high-drive, short-
pulse conditions of measurement. However, it is shown
below that for one transfer, the transmitter current Ip
and receiver current Ig are not constant in time. To
this extent, the above experimental families of curves,
which are plotted for rectangular input and output cur-
rent pulses, do not apply. Nevertheless, they are ex-
tremely indicative of the nature of the operation.

The main significance of these curves is the lowering
of the main aperture threshold for partial set levels rela-
tive to the Clear State threshold. It is demonstrated
below that this property provides a mechanism for ob-
taining proper gain relations for unity-turns-ratio opera-
tion.

Transmitter and Receiver Currents

In-the (ideal) zero transfer case, assuming unity turns
ratio, the Advance current I, divides into equal branch
currents Ir,=Ip,=(1/2)I,4, where the sub “0” stands
for the zero case.

During a one transfer, the Advance current divides

into unequal branch currents Ir, I such that at all in-
stants of time ¢r=dz. Because of the lower threshold
(neglecting the voltage drop in the loop resistance and
inductance) in the transmitter, Ir> Iy, but always
Ir+Ip=1I4. This situation can be characterized by a
loop current I;, superimposed on the gero transfer cur-
rents so that Irg=Ig,+ I and Ir=Ip,— 1L
IA_ IR - IT
(Wht’:l‘e.lzz0 = ITo = ?>, OI’IL = ——2——‘ .

During one transfer, the transmitter may be charac-
terized as a relatively small, thick-walled core [see e.g.,
Figs. 9(b) and 10(b) | compared with the receiver. Thus,
for given magnitudes of Iy and Iz [assuming the switch-
ing model dB/dt«(H—H,)], the ratio of switching
rates at the outer and inner walls is much higher in the
transmitter than in the receiver. For constant Iy and
Iz, the rates of flux change ¢r and ¢z will be constant
in time only as long as no material saturates. Clearly,
the inner wall of the transmitter will saturate first.
When this happens, ¢r tends to decrease, since less ma-
terial participates in the switching. However, this
tendency is counteracted by an increase of Iy to bolster
up ¢r at the expense of ¢z (z.e., Ir decreases), so that at
all times the relation ¢r=¢r is maintained. Thus, the
resulting Ir and Iz curves have the general form indi-
cated in Fig. 23.

The main significance of the current relations indi-
cated here is that during one transfer, the transmitter
current is initially low but rises toward I,/2 while
transfer continues.

The ¢* Contribution to Flux Gain

Flux gain G from one stage to the next may be de-
fined as ¢r/dr’ where ¢z’ is the flux received in the
transmitter during the previous Advance pulse. If dur-
ing the present Advance pulse, all available flux about
the output aperture is switched but none is switched
about the main aperture of the transmitter, then ¢r
=¢zr’. Now ¢r =1 — Pioss, for a single-turn coupling loop
(a special case of unity-turns-ratio operation) where
b10ss, the flux loss in the loop resistance Ry, is [T R;dt
volt-sec. Hence, if ¢r=¢z’,

¢ loss

’

G=1

.

or

Note that G>1 is impossible here because of the sub-
tractive loss term. This equation is characteristic of the
operation of a conventional core-diode-type shift reg-
ister, which requires Nr> Ng in order to obtain G>1.

In a MAD arrangement, ¢r can be more than ¢z’ be-
cause of the possibility of lux switching not only locally
about the output aperture, but also around the main
aperture in a direction to sncrease the setting of the ele-
ment. For illustration, assume that the Advance cur-
rent is set in the center of its range, or I, =14%, so that
NI,/2is below threshold F;as indicated in Fig. 24. Also
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assume a level of input flux ¢z’ as indicated in the fig-
ure. Then as Ir increases from its initial low level (see
previous section) towards its steady-state value I4/2,
it soon enters a region in which flux may be switched
about the main aperture. This flux is defined as ¢*. Thus
¢r=0¢r’+¢* and the gain equation is modified to read

Itis clear from Fig. 24 that ¢*is a function of ¢z’ hav-
ing the form indicated in Fig. 25. ¢* is very small at low
levels of received flux because the maximum value of
NIr is below threshold for switching around the main
aperture. ¢* is also very small for large ¢z’ because of
saturation. It is important to note that because of the
finite slope of the ¢r-Fr curve below threshold (even
for the Clear state curve) that ¢* is everywhere >0,
and hence that ¢*/¢pr’— « as ¢r’—0. Thus the con-
tribution of the term ¢*/¢z’ to the gain equation has the
form indicated in Fig. 25(b). The steeply rising portion
of this curve for low values of ¢z’ contributes-to the
lower unity-gain crossing of the Gain-¢z’ curve at
ér’' >0, resulting in ¢, >0, as would be expected. Thus,
if over some interval, the ¢ term is smaller in magni-
tude than the ¢* term (for ¢z’ >¢1), then a gain curve
of the form indicated in Fig. 14 can be obtained, and the
interval in question is just the interval ¢;<¢zr’ <oéy
where G>1.

Reststive Flux Loss

The resistive flux loss, [I1Rdt, is just proportional to
the cross-hatched area in Fig. 23. An accurate analysis
of ¢ross is extremely difficult, since no accurate switch-
ing model is available for predicting the current shape
I.(¢) as a function of flux level, ¢z'.

In Sections II to IV, for purposes of comparing
switching speeds for various circuit arrangements, it
was assumed that I, divides into Ir and Iy in such a
way as to apply equal multiples of threshold mmf to
transmitter and receiver. This model does result in the
correct ordering of the different circuits in terms of
speed, but it is very inadequate for predicting ¢ioss/Pr’
as a function of ¢z’ for a given circuit. This fact should
be quite obvious just from the complexity of measured
switching characteristics as represented in Figs. 20 and
22.

True, one can definitely say that ¢1.s increases with
¢r’, but not even this much can be said about the ratio
1055/ PR, except for very low values of ¢z’. In this latter
case, as was indicated earlier in the discussion of the
partial clipping action of loop inductance and resistance,
O10ss/Pr’ Will be essentially unity for sufficiently low flux
levels.

In effect, then, all that can be said at present is that
the loss term will decrease from near unity for very low
¢z’ to a value A at some low ¢r’(=¢1) and remain below
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Fig. 24—Demonstration of ¢* flux gain.
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Fig. 26—Addition of gain equation components
to form the gain curve.

A at least up to some high ¢z'(=¢»), as indicated in
Fig. 25(c).
In Fig. 26, it is shown how the three terms of the
gain equation ‘
¢* ¢loss
o or'
may add to give the required form indicated in Fig. 14.
The loss term is added as though equal to A in the inde-
terminate interval ¢, <¢p’' <. ‘
Whatever the actual variation of the loss term in this
interval, then, the qualitative nature of the gain curve

will not be changed, rather only the locations of the
unity gain points ¢; and ¢y.

G=1+

Flux Boost

In order to get reasonable Advance current range,
the short-short ¢z-Fr curves [Fig. 22(c)] should have
the Clear state curve moved as far to the right as possi-
ble, and the higher level flux input curves moved as far
to the left as possible. Experimental results have indi-
cated that these conditions are generally met best by
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materials exhibiting good peaking delay properties
[Fig. 18(b)].

The range analysis of Sections II to IV does not apply
well to the unity-turns ratio case since the advance cur-
rent is more limited by the requirement of getting ¢*
to make up for flux losses than by the assumptions of
Section II.

In any case, the situation can be significantly im-
proved by the circuit described here.

Between the time that the flux ¢z is received, and
flux ¢r is transmitted to the next stage, the previous ele-
ment is cleared. By having this pulse do double duty, as
indicated in Fig. 27, the flux boost may be obtained (at
Clear time) before transfer out of the element occurs.
With N turns on the receiver, the Clear current is ad-
justed so that the receiver is brought up to the vicinity
of threshold F,. Thus, if ¢ is low (as for a zero), then
the boost pulse has essentially no effect. If ¢ is high (as
for a one) but less than ¢* because of ¢piose during trans-
mission, then the boost pulse will increase the set level
of the element.

P

P
» . & : o

CLEAR

Fig. 27—Circuit for achieving flux boost.

The family of curves of Fig. 24 is taken with a winding
about the output aperture. However, the reduced
thresholds for partially set levels are characteristic of
the state of the entire element (as previously described)
and would also be observed in ¢-F curves taken on the
flux boost winding. Thus the effect of the flux boost cur-
rent can be predicted from the ¢¢- Fr curves.

The Clear winding has #N turns, which results in the
transmitter being cleared with # thresholds of mmf. For
good clearing, # should be greater than 2. By consulting
Fig. 4, we see that with this new arrangement, two proc-
esses are going on simultaneously in the receiver. Clear-
ing the transmitter causes a negative set current to
switch flux locally about the input aperture of the re-
ceiver, and the mmf applied by the flux boost winding
causes additional set flux to be switched about the main
aperture.

In all previous circuits, the Clear pulse had unlimited
range as long as it was above some minimum. Such is
not the case in the present circuit, since the Clear cur-
rent works against a threshold. However, although the
Clear current range is decreased, the Advance range is
significantly increased.

The flux boost method of making up flux losses has
three main advantages compared to the ¢* method.

First, there are no coupling-loop losses associated with
flux boost, whereas part of the available ¢* is always
lost during transfer. In fact, with flux boost, it is possible
for the receiver to be set fully before flux is transferred
out of it; this condition is impossible to obtain for unity-
turns-ratio operation without flux boost, because of
losses. Second, the boost current has a fixed magnitude
and duration independent of flux level, whereas the cur-
rent Ir switching ¢* is greater (at least in integrated
value) for low flux levels than for high levels. Third, the
boost current can be adjusted in width and amplitude
independently of the advance current, while the mmf
that switches ¢* is tied to the advance current.

It is pertinent to note that with flux boost taking care
of the flux-gain requirement, Advance range is more
closely predicted by the relations of Sections III and
IV. Furthermore, flux boost may be used advanta-
geously in connection with all of the circuits derived in
that section. This is so in particular for unity-turns-ratio
operation, but advantage can be obtained even for cir-
cuits in which Ny/Ng>1.

VIII. REsuLTs AND CONCLUSION

The range and speed relations derived in Sections
IIT and IV, although based on a very simple model, do
properly predict comparative results for the various
circuit arrangements. As pointed out in the discussion
on flux boost, these relations do not apply well for unity-
turns-ratio circuits if flux boost is not used. In this case,
the Advance currents must be adjusted more to satisfy
the flux gain requirements than the simple switching
model used to derive these range and speed relations.
Listed below is an example of the types of comparative
results obtained with a coupling loop using N7=6,
Ng=35, for the circuits indicated.

Circuit Bias turns
of Fig. | Nsr=Nszr Range
5 — 15 per cent
10 1 30 per cent
11 2 50 per cent, using 50 per cent

dc counter bias

Flux boost helps even where Nr> Ng. For example,
when flux boost is used, the 15 per cent range obtained
using no bias will increase to about 30 per cent. In flux
boost circuits in general, the Clear and Advance cur-
rents may be independently adjusted to give either one
a high range at the expense of the other. The range value
given here, however, implies that the Clear and Advance
currents are adjusted so that they both have the same
range, namely 30 per cent.

Unity-turns-ratio coupling loops, <.e., with Ny = Npg,
have operated with the following typical results. With
the bias circuit of Fig. 10, N=4, Ny=1, and flux boost,
Clear and Advance ranges of greater than 40 per cent
each are achieved. These results are obtained with 1-usec
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Clear and Advance pulses driving a register of experi-
mentally molded elements having the dimensions indi-
cated in Fig. 19 and made with material having a long-
pulse threshold of 0.7 oersted. Single-turn coupling-loop
circuits with the same effective bias operate equally
well.

The detailed analysis of these circuits is difficult not
only because of the usual difficulties of dealing with the
dynamic properties of highly nonlinear elements, but
also because of the relatively complex geometries in-
volved. It is clear that a good deal of the design of these
circuits is necessarily based on intuition and empirical
results. The circuits described here can be made to op-
erate quite well, however, and the lack of analytical

tools is felt more in trying to decide how or when a par-
ticular arrangement is optimum. It is hoped that future
efforts will result in the development of satisfactory
switching models that will make the circuit design pro-
cedure routine.

The techniques presented here provide the potential.
for developing extremely reliable digital circuitry at
least for the intermediate computer speed ranges of 0.1
mc to 1 mc clock (or bit) rates.
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A Twistor Matrix Memory for Semipermanent
Information”
DUNCAN H. LOONEYT

INTRODUCTION
&_ NEW magnetic matrix memory has been devel-

oped for the storage of semipermanent digital in-

formation. The memory is designed for computers
which require random access to stored information that
is changed very infrequently. The information is stored
in a pattern of permanent magnets arranged on a plastic
board. The presence or absence of a permanent magnet
is sensed nondestructively by a wire wrapped with a
magnetic tape placed close to the permanent magnet.
A stored word is read by a linear selection system using
a biased core access switch.!

The memory is fabricated in modules. A typical
module is shown in Fig. 1. The photograph shows a 512-
word memory consisting of 32X 16 word locations. Each
word location stores 26 bits of information. Any word
location in the memory may be selected at random and
the information read in a period of a few microseconds.
The temperature range of operation of the memory is
extremely wide.

The concept of storing information in an array of
permanent magnets was advanced by the late S. Shack-
ell. Mr. Shackell’s work was interrupted by his untime-
ly death and has not been previously reported in the

* The work reported in this paper was done for the U. S. Dept. of
Defense under Contract DA-30-069-ORD-1955.

t Bell Telephone Labs., Murray Hill, N. J.

' J. A. Rajchman, “A myriabit magnetic core matrix memory,”
Proc. IRE, vol. 41, pp. 1407-1421; October, 1953.

literature. With the development of the twistor,? John
Janik, who was familiar with the Shackell scheme, sug-
gested its use in such a system to reduce the size of the
permanent magnets.

The operation of a store using the 512-word memory
module is described in a companion paper.? The store,
which utilizes all solid-state circuitry, is compared to
other systems using photographic or magnetic tech-
niques which can be used for the storage of semiper-
manent information.

OPERATING PRINCIPLE

The information is stored in an array of small perma-
nent magnets. The presence of the magnet is sensed by
a wire wrapped with magnetic tape placed close to the
magnets. A group of 26 wrapped wires are encapsulated
in a plastic tape. The encapsulated wires are then en-
closed in a set of copper solenoids as illustrated in
Fig. 2. A particular solenoid corresponding to a stored
word may be selected by activating one core of the
biased core access switch. The bar magnets are ar-
ranged in a pattern on the surface of a thin plastic card.
Each magnet is located at the intersection of a wrapped
wire or twistor and a solenoid. The purpose of the
permanent magnet is to inhibit locally the drive field of

2 A. H. Bobeck, “A new storage element suitable for large sized
memory arrays—the twistor,” Bell Sys. Tech. J., vol. 36, pp. 1319-
1340; November, 1957.

3 J. J. DeBuske, J. Janik, and B. H. Simons, “A card changeable
nondestructive readout twistor store,” this issue, pp. 41-46.
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Fig. 1—A 512-word memory module. The unit is composed of 16
frames of 32 words. The cores of the access switch and the multi-
turn windings are shown. The encapsulated twistor tape threads
through the module continuously.

BIASED CORE SWITCH

26 WRAPPED WIRES

32 COPPER STRIPS, .060" WIDE
BONDED TO MOUNTING BOARD

Fig. 2—A section of a memory frame. Three cores of the biased core
switch and their word solenoids are shown. The absence of a bar
magnet is sensed by the flux reversal of the wrapped wire when a
drive current flows in the solenoid.

the solenoid. Thus, the permanent magnet prevents the
switching of the wrapped wire located beneath the
permanent magnet. The magnitude of the field in the
solenoid can be high to achieve fast switching. The field
of the bar magnet must, however, be sufficient to in-
hibit the switching of the wrapped wire. A plane of the
module with a complete magnet board is shown in
Fig. 3.

In the present design, the solenoids are 1/16 inch
wide and spaced 3/16 inch apart. For a current drive of
1.8 amp in the solenoid a switching speed of about 1 usec

Fig. 3—A memory frame of 32 words and its magnet board. Every
other copper strip is used as a solenoid and is attached to an access
core. The guide pins of the frame and the corresponding holes of
the magnet board are necessary to register the bar magnets at the
intersections of the solenoids and the wrapped wires.

is obtained. Current pulses of 600 ma each are applied to
four turn X and Y windings of the biased core switch.
The bias on each core is 2.4 amp-turns. The X pulse is
applied first since the X winding is parallel to twistor
wires and results in a larger inductive signal. The se-
quence of operations is shown in Fig. 4. Time is meas-
ured from left to right. The two current pulses are
shown in Fig. 4(a). When the applied pulses are re-
moved, the bias current resets the core. The back volt-
ages on the X winding through 32 cores and the ¥ wind-
ing through 16 cores are shown in Fig. 4(b). The core
requires about 0.6 amp-turns to generate an output
voltage which will drive 1.8 amp through the solenoid.
The resultant output signals are shown in Fig. 4(c).
Both one and zero output signals are shown by inserting
and removing a magnet board. The one signals average
8 mv into 180 @ while the zero signals are less than 2
mv. The signal-to-noise ratio is 5 to 1. Considering the
time necessary to turn on the access switch, a 5-usec
cycle time is easily achieved. Since there are no funda-
mental limitations on the magnitude of the drive or the
amount of flux which must be reversed, shorter cycle
periods are possible. i

The general performance of the module is shown in
Fig. 5. The two current pulses into the biased core
switch are shown in Fig. 5(a). The one signals observed
on one sensing wire from 32 word locations are shown
superimposed in Fig. 5(b). The one signals observed on
26 sensing wires at one word location are shown in Fig.
5(c). The open circuit and matched load output signals
are shown in Fig. 5(d) for the 512-word module. The re-
sistive load is 22 Q and is equal to the sensing wire re-
sistance.
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Fig. 4—Electrical characteristics of the module. Time is measured
from left to right and each division is 0.5 usec. (a) Drive currents.
The upper trace represents the X selection current, the lower
trace the Y selection current. Each division is 500 ma. (b) Observed
back voltages. The upper trace is the back EMF on the 4-turn wind-
ing through the 16 cores of the ¥ winding, the lower trace that of
the 32 cores on the X winding. Each division is 5.0 volts. (c) One
and zero output signals observed with the magnet board present
and removed. The first low peaks are due to inductive pickup and
shuttle. Each major division is 5 mv. The output load is 180 Q.

DESIGN OF THE PERMANENT MAGNET ARRAY

A number of factors must be considered in the design
of the permanent magnet array. First, the array of
magnets must be simple to manufacture. Since the mag-
nets are the primary storage medium of the memory,
they must be capable of retaining their magnetization
under very severe conditions. Methods must be devised
to register the permanent magnets accurately over the
bit locations defined by the wrapped wires and the word
solenoids. Finally, the spacing between the individual
magnets must be chosen carefully, since one magnet
should not disturb either the neighboring magnet or its
sensing wire.

For illustrative purposes, the bar magnet will be con-
sidered as two magnetic charges +m spaced a distance
d apart. The magnetic field H at any distance r per-
pendicular to the center of the magnet is:

g md )

[(@/2)* + r]or2
and is directed parallel to the axis of the magnet. There
are two limits to be considered. In the limit of r—0,

(@

(b)

(c)

A
~N
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Fig. 5—Output signals of the module. Time is measured from left to
right and each division is 0.5 usec. (a) Drive currents. The upper
trace is the X selection current, the lower trace the Y current.
Each major division is 500 ma. (b) 32 “one” signals observed on
one sensing wire from 32 cores on one frame. Each major division
is 5.0 mv. The load is 180 Q. (c) 26 “one” signals observed on the
26 sensing wires in one word location. Each major division is
5.0 mv. The output resistance is 1802. (d) The output signals for
open circuit and matched output loads. The output resistance of
the lower trace is 22 @ and is equal to the resistance of the sense
wire. Each major division is 5.0 mv.

(1) reduces to:

8m
Hy = o 2
The field which acts on a sensing wire placed near the
magnet is, then, inversely proportional to the square of
the length of the magnet. For values of r—w, (1) re-
duces to:
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Thus, for neighboring positions, the magnetic field is
proportional to the length of the magnet.

Ideally, a permanent magnet should have a large ef-
fect on the sensing element just underneath it and no ef-
fect on any of the adjacent elements. The ratio of the
field for » small to the field for  large should be very
high. Using the two previous approximations, the ratio
is:

Hy 8

i @ )
In order to reduce the interaction, the magnets should
be made as small as possible. A number of other factors,
however, prevent the magnet from being made ex-
tremely small. The first is that the length of wrapped
wire underneath the bar magnet must be large enough
to produce a detectable output signal. In addition, the
demagnetizing factors associated both with the wrapped
wire and with the permanent magnet must be consid-

ered. The demagnetizing field of the permanent magnet .

is inversely proportional to the square of the length d of
the magnet. If d is reduced until the demagnetizing
field is greater than the coercive force, the effective pole
strength m will be reduced. In the case of the wire used
as a sensing element, the demagnetizing field of the flux
reversed must be less than the applied driving field.
Boards containing the permanent magnet arrays are
prepared by etching sheets of Vicalloy I which have
been bonded to plastic boards. Vicalloy tape can be ob-
tained in strips about 4 inches wide and 2 mils thick.
The Vicalloy is heat treated to produce a saturation
magnetization of 5000 gauss and a coercive field of 200
oersteds. The individual magnets are etched using the
standard photo resist etched wire technique. Master
negatives are prepared such that the individual magnets
may be removed by masking out their positions on the
negative. Consequently, all information patterns may
be prepared from one master negative. The flat form of
the magnet simplifies its positioning over the bit loca-
tion. The bar magnet used is 20 X60 X2 mils. The direc-

tion of magnetization is parallel to the long dimension..

The card containing the magnets is placed in registra-
tion by guide pins and is pressed firmly against the
solenoids by springs. Consequently, the separation of
the permanent magnet from the sensing wire is only a
few mils. The two-pole approximation cannot be used to
determine the true magnetic field for distances compar-
able to the bar magnet length. Experimentally, the
magnetic field on the wire beneath the permanent mag-
net is about 20 oersteds. The field on the nearest
neighbor is about 1 oersted.

The miagnets were spaced unequally in the three
dimensions of the present design. In order to reduce the
inductance of the solenoid strip encompassing the sens-
ing wires, the wires are spaced 100 mils apart which was
considered the minimum distance to avoid lateral inter-
actions. To prevent the permanent magnets of one word

from acting too strongly upon the sensing wires in the
next word, the individual solenoids are separated 3/16
inch. This distance should be kept small to minimize
the length of line over which the output signal must
travel before reaching the detecting amplifier. Finally,
the individual frames are spaced about % inch center to
center. One quarter of an inch of this spacing is used for
the solenoids, the sensing wires, and the supporting
board. The remaining % inch is taken up by the perma-
nent magnet card and its spring assembly. Thus it is
quite easy to slip the card in and out as is shown in Fig. 6.

Fig. 6—Rear view of the 512-word memory module. The magnet
board is being inserted. It is held against the memory frame by a
spring.

THE WRAPPED WIRE USED FOR SENSING

The twistor wire is shown in Fig. 7. A three-mil copper
wire has a magnetic tape wrapped around it at an angle
of about 45°. The particular material used is 4-79 per-
malloy. The tape has a coercive force of about 3 oersteds
and a cross section of 5X0.3 mils. The length of the wire
per bit is determined by the width of the solenoid em-
ployed and is made the same width as the bar magnet for
simplicity, 7.e., 60 mils.

The cross section of the tape must be adjusted to
satisfy a number of conditions. First, the ratio of the bit
length to tape thickness determines the demagnetizing
field. It is desirable to keep the demagnetizing field
small since it decreases the effective driving field. Also,
the thickness of the tape should be kept below 1 mil to
insure that the eddy current losses are not excessive.
The amount of material determines the size of the access
core and no more material should be included than is
necessary to provide a detectable signal. Finally, the
wrapped wire consists of a copper conductor used for the
transmission of information wrapped with a magnetic
tape used for the detection of information at particular
locations. Since the magnetic material acts as a loading
on the transmission line, it is desirable to keep the
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amount of magnetic material to a minimum. The sense
wire is a small copper wire and has an appreciable re-
sistance per unit length. It is desirable to use a large
diameter wire to minimize the attenuation. Unfortu-
nately, the output signal is determined by the number
of times per bit length that the flattened tape wraps
around the center conductor. For a given wrapping
pitch and bit length, the number of wraps decreases as
the diameter increases. Thus, the output signal would
be reduced. A compromise must be made between the
attenuation which produces a variation of output signal
from near bit locations to far bit locations, and the
amplitude of the output signals.

.003" DIA.
COPPER WIRE

PERMALLOY TAPE
.005" WIDE X .00033" THICK

Fig. 7—Helical magnetization by wrapping. The permalloy tape is
wrapped continuously around the 3-mil copper conductor.

The uniformity of the output signals is improved if
the wire is magnetized in one direction. Consequently
the wrapped wire is magnetized before the memory is
placed in operation by the passage of a dc current down
the wire. The permanent magnet field is directed to
maintain the continuous magnetization of the wire. The
drive field must switch the wrapped wire into an oppo-
site state of magnetization. As a result, a demagnetizing
field is created which opposes the drive field. When the
core switch resets the bit, the demagnetization field is
in the direction to aid the resetting of the bit. Thus, the
wire will remain in a uniformly magnetized state.

THE B1asEp CorRE SWITCH

An equivalent circuit for the biased core switch with
a constant current input is shown in Fig. 8. The net
current drive is the number of ampere turns of the bias
since each of the X and Y currents provide the same
number of ampere turns as the bias. The core can be
represented by two circuit elements. The first is a cur-
rent sink of NI, which represents the fact that a given
number ampere turns must be applied to the core before
it begins to switch. The core, during the switching op-
eration, acts as a resistance R,,* which is proportional to

)

4 E. A. Sands, “Behavior of rectangular hysteresis loop magnetic
materials under current pulse conditions,” Proc. IRE, vol. 40, pp.
1246-1250; October, 1952.

the total flux of the core divided by the product of the
switching coefficient® of the material in the core and the
mean path length around the core. The core, in switch-
ing, generates a voltage which forces current into the
load Z1, which represents the solenoid and its sensing
wires. In order to switch current effectively through the
core, it is desirable that R, be made large compared to
Z 1. One possibility is to make the flux in the core large.

S

g7

- e e e e e

Fig. 8—An equivalent circuit for a biased core switch for a constant
current input I. N is the ratio of input to output turns. The
switch core is represented by the current sink NIo and the re-
sistance R..

However, the total back voltage on a selection line is a
function of the total inductance of the cores on the line.
To reduce the inductance and hence the back voltage,
it is desirable to keep the core cross section and thus the
total flux small. The minimum flux must be sufficient to
supply an output voltage to drive the required current
into the load Z; long enough to complete the sensing.
The resistance of the solenoid, its inductance, and the
flux, which must be switched in each of the wrapped wire
elements contained in the solenoid, determine the re-
quired flux of the access core. Since the flux is equal to
Jo'vedt, a convenient nux unit is mv psec. The flux re-
quired by the 26 wrapped wires is about 30 mv usec.
The flux which must be supplied to drive the inductance
with a current of 2 amp is about 50 mv psec while the
flux necessary to drive the current through the resistance
of the solenoid for 1 usec is 100 mv usec. A total of 180
mv usec of flux must be supplied as a minimum by the
access core. The cross section of the core is made suf-
ficiently large to contain 300 mv usec of available flux.
Only about 200 mv usec of the available flux is used.

The access core is made of ferrite containing cadmium
as well as manganese and magnesium. The core has an
extremely flat hysteresis loop, Br/B,~0.93, and a very
low coercive field, H,~0.15 oersted. If a permalloy core
were used, only a few wraps would be required to supply
the 300 mv usec of flux. Tape cores with a small number
of wraps of  or ¥ mil tape are not as square as the fer-
rite core. The tape core has higher dynamic resistance
for a given flux than the ferrite core, but this factor is
less important than the superior squareness and the
lower cost of the ferrite core. In fact, the dynamic re-
sistance of the ferrite core is so large that the current

5 N. Menyuk and J. B. Goodenough, “Magnetic materials for
digital computer components,” J. Appl. Phys., vol. 26, pp. 8-18;
January, 1955.
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regulation of the switch is extremely good. The biased
core switch improves the rise time of the current de-
livered to the load compared to the rise time of the drive
currents.

SUMMARY

A 512-word 26 bits per word module of a magnetic
matrix memory has been developed for the storage of
semipermanent information. The memoty is capable of
random addressing at high cycling speeds. The infor-
mation is stored in an array of permanent magnets. The
presence of a permanent magnet is sensed by a wire
wrapped with magnetic tape placed adjacent to the
permanent magnet. The magnetic materials used in the
memory are permalloy tape, Vicalloy tape, and ferrite
cores. As used all materials are relatively insensitive to
any change in the ambient temperature and, conse-
quently, the memory may be operated over a wide
temperature range.

The electrical characteristics of the memory module
can be compared to those of a ferrite core memory. By
the use of four turns on the access core, the drive current
into the magnetic switch becomes 600 ma. The back
voltage, however, is low. The output signal at the word
location is 8 mv. The transmission properties of the
sense wire must be considered for large memories. The
propagation time per bit is about 0.06 musec/bit. Since
the sense wire is resistive, the output signal may be at-
tenuated as much as 1 db per 512-word module. Larger
memories may be made by interconnecting several

modules, but the number of modules which may be con-
nected to one sense amplifier is limited by the attenua-
tion of the wrapped wire.

The present memory is an initial model which has
been developed to demonstrate feasibility of the system
as well as to meet certain operational requirements. -
Models will be made soon which have improved char-
acteristics. In particular, the size of the memory may be
reduced by a factor of two or more. The output signal
from the sensed bit may be increased. The transmission
line properties of the structure may be improved by
making the conducting wire larger.
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A Card Changeable Nondestructive Readout
Twistor Store”
J. J. DEBUSKET, J. JANIK, Jr.f, axp B. H. SIMONS{}

INTRODUCTION
§§ X YITH the steady increase in the required speed

and complexity of computing and data process-

ing equipment necessary to handle today’s prob-
lems, the role of the associated storage systems has been
expanding. Generally, a rather large amount of perma-
nent or semipermanent storage capacity is required to
store information such as programs, constants, and
tables. Besides having a large bit capacity at low bit
cost, such stores must be fast, reliable, and flexible in

* The work reported in this paper was done for the U, S. Depart-
ment of Defernse under Contract DA-30-069-ORD-1955.
1 Bell Telephone Labs., Inc., Whippany, N.J.

addressing. The twistor sensing an array of small per-
manent magnets meets these requirements admirably,

The “Twistor” as a memory element was conceived
by Bobeck.! It may be used as either a memory or a
sensing device. It is as a sensing device that it is used
in the store described in this paper. The details of the
magnetic structure are given in a companion paper.?

This memory matrix utilizes cards containing a space
for a small magnet at each bit position. A magnet is

1 A. H. Bobeck, “A new storage element suitable for large-sized
memory arrays—the Twistor,” Bell Sys. Tech. J., vol 36, pp. 1319~
1340; November, 1957.

2 D. H. Looney, “A twistor matrix memory for semipermanent
information,” this issue, p. 36. ’
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present if a zero is stored and absent if a one is stored.
The model described in this paper is word-organized.
One row across a card forms a word. These cards are
placed over columns of twistor wires, one twistor wire
for each bit which is used to sense the presence or ab-
sence of a magnet for the bits of the word being ad-
dressed.

By combining memory cells using the cards and
twistor wire arrays with suitable access, timing, and
readout circuitry, a store is obtained compatible with
high-speed data systems. Furthermore, the information
on the cards is permanent and easy to check. The
stored information can be readily changed by removing
the cards and replacing them with others.

THE 512-WORD, 26-BIT-PER-WORD, STORE

A block diagram of the store is shown on Fig. 1. In-
formation is stored on 16 cards. Each card stores 32 26-
bit words. Computer access to this stored information
is via the timing and memory access circuitry. In order
to sense the information stored in a particular word
location, the computer must supply a “read start” signal
and the binary coded address of the desired word. Upon
receipt of the “read start” signal, the timing circuit
generates the internal timing necessary to complete the
operation. The information read out of the memory
module is detected and amplified by the read detectors
before being passed on to the computer at a logic level
of —3.5 volts,

THE TwisToR MEMORY MODULE

Each of the 512 words has a word access core and a
word solenoid associated with it, as shown on Fig. 2. A
group of 26 twistor wires, encapsulated in a plastic tape,
threads the word solenoids. The region along each
twistor wire, defined by the width of the associated
solenoid, constitutes one bit of a word. A twistor wire
consists of a 4-79 permalloy tape, of cross section 0.005
inch by 0.0003 inch wrapped around a 0.003-inch cop-
per wire at an angle of about 45°. The 26 twistor wires
are magnetized in the same direction, which is defined as
the set state.

To simplify the description of the operation of the
basic memory cell in Fig. 2, only a vertical winding is
shown threading the cores. A current “I” of sufficient
amplitude in the vertical wire threading a word core re-
verses the direction of the magnetic flux in the core.
This change in flux induces a current in the solenoid
which produces a magnetic field strong enough to re-
verse the direction of magnetization of the sections of
the twistor wires within the solenoids.

A twistor bit having an associated magnet is pre-
vented from switching its direction of magnetization by
the presence of the external magnetic field of the magnet
(bit 25), (Fig. 2). This field is in the same direction as
the set state of magnetization of the twistor wire. The
rate of change of flux in a twistor bit that is switched in-
duces a voltage in the twistor wire. The passage of cur-
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Fig. 1—Basic block diagram of the store.

PERMANENT
MAGNET

WORD SOLENOID

WORD ACCESS
CORE

Fig. 2—Basic memory cell.

rent in the opposite direction through the word access
core resets the core, which in turn restores the switched
twistor bits to their set state. Therefore, in this applica-
tion, the twistor elements are used to sense the presence
or absence of permanent magnets. The presence of a
permanent magnet represents a stored zero, and the
absence of a magnet represents a stored one.

The 512 core-solenoid combinations are arranged and
wired as a biased core switch® in a 32 by 16 matrix. (See
Fig. 3.) Note that the 26 tape-encapsulated twistor
wires are in one continuous folded belt. A vertical drive
winding threads each core of a particular column with
four turns. A horizontal drive winding threads each core
of a particular row with four turns. The vertical and

3J. A, Rajchman, “A myriabit magnetic-core matrix memory,”
Proc. IRE, vol. 41, pp. 1407-1421; October, 1953,
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Fig. 3—Memory module biased core switch.

horizontal drive currents and windings produce aiding
flux at a cross point in each core. A constant current
bias winding threads each core of the matrix. The coin-
cidence of currents in the horizontal and vertical drive
windings of a word core overcomes the effect of the bias,
and thus switches the core resulting in the readout of
the information stored in that word location. The
switched bits are restored to their former states by the
action of the bias current which resets the word access
core when the horizontal and vertical drives are re-
moved. In order to select word 1, Fig. 3, it is necessary to
supply pulse currents, of sufficient amplitude and dura-
tion, on horizontal drive winding “a” and vertical drive
winding “17.

With horizontal and vertical drive currents of 0.6
ampere into 4 turns each, and a bias current of 2.25
amperes, the twistor output for a stored 1 is approxi-
mately 8 mv and about 2 mv for a stored zero. When a
word access core is switched, the other 31 cores of the
row and 15 cores of the column are shuttled by the
drive currents. The effect of these shuttle currents and
inductive pick-up noise is reduced by staggering the
time of application of the drive currents and by strobing
the read detector outputs.

In the present 512-word memory module, the trans-
mission properties of the twistor circuit produce an out-
put signal attenuation of as much as one db and a prop-
agation time of about 35 musec. In order not to penalize
the signal-to-noise and timing of the words most remote
from the read detectors, two modules of the present
type may be read with a single set of read detectors.

THE APPLICATION OF THE MEMORY MODULE
TO THE STORE

A diode, WECo type 1N2146, is added in each hori-
zontal and vertical drive lead to block “sneak” paths.
The leads are interconnected as indicated on Fig. 4.
This arrangement permits the selection of one of the 16
horizontal drive leads by a 4 by 4 selection switch and
the selection of one of the 32 vertical drive leads by an 8
by 4 selection switch. The selection switches and the de-
coders comprise the memory access circuits. (See Fig.
5.) Under the control of the binary address supplied by
the computer, the decoders select the horizontal and
vertical drivers required for access to a particular word.
The selected drivers supply the necessary drive currents
under the control of the timing circuit.

The outputs of the twistor wires are amplified by the
read detectors to logic level (—3.5 volts) and passed on
to the computer during the strobing interval. The strobe
gates of the read detectors are controlled by the timing
circuit.

When the timing circuit receives a “read start” signal
from the computer, it generates the horizontal drive,
vertical drive, and strobe signals, as shown in Fig. 6.
Note that the vertical drive signal occurs approximately
0.5 usec after the horizontal drive signal. The selected
drive currents flow in the word-access core matrix dur-
ing the interval the drive signals are applied. The sole-
noid current and the twistor output signal are shown on
the figure for reference. The strobe gates of the read
detectors are activated during the strobe interval of 0.2
usec commencing approximately 1.4 usec after the “read
start” signal.

The function of the initial magnetizing circuit (Fig.
5) is to insure the uniform magnetization of the twistor
wires in the same direction. This is accomplished by
passing a 10-usec, 200-ma current pulse through the
twistor wires, and must be done before the store is
placed in operation or whenever the program cards are
installed or replaced in the memory. This circuit is op-
erated by a switch located on the control console of the
computer.

DEcopeErR

The decoding of the address is done in “double-rail”
logic. To address the 512-word store, 9 binary address
bits and their complements are required, these being di-
vided into 4 groups. Three bits and their complements
are used to select one of the 8 top vertical drivers (Fig.
5); 2 bits and their complements are used to select one
of the 4 bottom vertical drivers; 2 bits and their com-
plements are used to select 1 of the 4 right horizontal
drivers; and 2 bits and their complements are used to
select 1 of the 4 left horizontal drivers. The address bits
from the computer are the outputs of the flip-flops of
the address register and appear as steady ground or
—3.5 volt signals. The address bits are assigned so
that the first 32 words will appear in order from 1-32 on
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Fig. .5—Complete store block diagram.

the first program card in the first slot, and the follow-
ing words through 512 will appear consecutively in the
adjacent slots.

One of the 2 horizontal decoders is illustrated in the
logic diagram-of Fig. 7. The inverters are provided for
fan-out purposes. The 2 bits and their complements are
combined with the horizontal drive signal (in “and”
circuits) to produce a 1-out-of-4 selection. The selected
lead remains at —3.5 volts for the duration of the hori-

READ START SIG.II
(FROM COMPUTER)

HOR. DRIVE

VERT. DRIVE

SOLENOID CURRENT —/T_-\_/—

TWISTOR OUTPUT N\

STROBE
0 | 2 3.4 5
" TIME IN MICROSECONDS —»
Fig. 6—Timing diagrams.
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7
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HORIZONTAL DRIVE
Fig. 7—Decoder logic diagram.

zontal drive signal. Similar logic is used in the vertical
for address decoding.

DRIVERS

The horizontal and vertical drive currents are each
controlled by a pair of drivers cap/able of providing an
0.6-ampere pulse with a 0.5-usec rise time. A vertical
winding (4 turns shown as one wire) with drivers and
cores is shown on Fig. 8. The bottom driver of the pair
has a current monitoring resistor R8 and a feedback
network composed of diode CR1 and resistors R7 and
R8. The feedback network monitors, and thereby regu-
lates, the drive current of 0.6 ampere. Transistor Qlisa
WECo type 2N560, and transistors Q2 and Q3 are
WECo type 2N1072.
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Fig. 8—Driver schematic.

READ DETECTOR

The read detector schematic is shown in Fig. 9.
Transistors Q1 and Q2, WECo type 2N559, comprise a
stabilized feedback linear amplifier* whose gain is given
to a good approximation by

pe = 1+ R3/R4.

Transformer T1 is used to match the impedance of the
twistor circuit to the input impedance of the amplifier
stage. The third stage, transistor Q3, is normally held in
a conducting condition by a current from the minus
voltage supply through resistor R7. The signals at the
collector of Q2 are of such a polarity as to tend to cut
off the collector current of transistor Q3. A thresholding
function is obtained because an output signal (one)
from the twistor, amplified by Q1 and Q2, must over-
come the base bias of Q3. The collector circuit of tran-
sistor Q3 is designed to be compatible with the connect-
ing logic circuitry of the computer. Transistor Q4 is
used to “strobe” the output of transistor Q3. This pro-
vides discrimination against signals coming from the
memory except when the output signal is expected.
Clearly, both a twistor output signal and the strobe sig-
nal must be present simultaneously or no output results.
Both Q3 and Q4 are also 2N559’s.

TmmiNG CIRCUIT
All of the timing for the store is generated within the

store. The “read start” signal from the computer is the -

¢F. D. Waldhauer, “Wide-band feedback amplifiers,” IRE
T1§1&7NS. oN Circuir THEORY, vol. CT-4, pp. 178-190; September,
1957.
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Fig. 10—Timing circuit logic diagram.

only externally generated signal and is used to initiate a
series of univibrators (U). (See Fig. 10.) The univibrator
is basically a 1-shot multivibrator whose pulse width is
determined by an RC time constant. One univibrator is
used to generate the 3.0-usec horizontal drive pulse
(Fig. 6) Two univibrators are used to generate the
vertical drive pulse, one univibrator to provide the
0.5-usec delay and the other to determine the pulse
width. Similarly, 2 univibrators are used to generate the
strobe signal.

512-WoRD STORE (MECHANICAL CONSTRUCTION)

The store is assembled with its twistor memory mod-
ule, decoders, drivers, timing circuit, and read detectors
as one package. (See Fig. 11.) The weight of the store is
70 pounds and its over-all dimensions are 9 by 21 by
22 inches excluding power supplies.
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Fig. 11—512-word store (mechanical construction).

The memory module is located toward the front of
the package for ease of card changing. The read de-
tectors are located immediately to the rear of the
memory to keep the low-level signal leads as short as
possible. Two partial planes are used to mount the read
detectors. Below these are mounted the memory
module, timing circuit, and diode circuits. The bottom
plane is reserved for the decoders and drive units.

The entire store can be disassembled by separating
the individual planes. Connectors at the front and rear
of each of the planes carry signals upward and down-
ward between planes. Computer access is outward
through rear connectors. ‘

The store contains 200 2N 559 diffused base switching
transistors, 20 2N560 diffused silicon switching tran-
sistors, 40 2N 1072 silicon, high current, switching tran-
sistors, and 48 1N2146 silicon diodes. Approximately 50
watts of power is required for the operation of the store.
This power is supplied by 3 direct current supplies, —12
volts, +12 volts, and + 32 volts.

ProGrRAM CARD

The program card consists of 32 rows of 26 or less
Vicalloy magnets per row. (See Fig. 12.) The magnets
are 0.060 inch long, 0.020 inch wide, and 0.002 inch
thick. Two types of cards are used because the twistor
tape folds back and forth through the memory and the
twistor wires are uniformly magnetized in one direction.
Red cards are used in the even slots and are magnetized

ve]ouf fa] o
1]

i
29 I 29
30 . i 30
LI LI S S | I TR RETIE) T I-T]

Fig. 12—Program card.

left to right; green cards are used in the odd slots and are
magnetized right to left.

Each card has a tab on which the programmer marks
the card number and the program symbol when the
card is prepared. Lines are provided on the card separat-
ing the 26 bits of each word into five 5-bit columns and
one 1-bit column to assist the programmer. Further,
each word issnumbered for his use.

SUMMARY

Information is stored on removable cards which can
be prepared quickly by stenographic personnel if de-
sired. Twistor elements are utilized to sense the informa-
tion which is in the form of tiny permanent magnets.
This store uses a basic 512-word twistor memory module
and is packaged with all of its associated solid-state cir-
cuitry as one integrated and removable unit. It is op-
erated on a 5-usec cycle time and requires approxi-
mately 50 watts of power. A 2048-word, 26-bit-per-
word, store is under development; in principle it op-
erates in the same manner as the 512-word store, except
that four twistor memory modules are wired together.
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Square-Loop Magnetic Logic Circuits

EDWARD P. STABLER}

INTRODUCTION

ERRITES, ferroelectric capacitors, and some fer-
Fromagnetic materials all possess bulk character-

istics which are usually referred to as square-loop
properties. It has been recognized for some time that
these properties are particularly compatible with digi-
tal-device requirements. This paper attempts to cate-
gorize the various methods which are utilized in device
synthesis. In addition, it introduces an equivalent cir-
cuit model of the devices to determine some of their
attributes and limitations. The model is essentially a
nonlinear resistive and reactive network whose parame-
ters are determined by the internal state of the device
and by its present state of excitation. For the sake of
simplicity, the discussion will be limited to magnetic
devices. Other authors have pointed out that a direct
ferroelectric equivalent exists for multiple-aperture
magnetic devices.!

SIGNIFICANT PROPERTIES OF NETWORK ELEMENTS

The significant properties of an element of square-
loop material are threshold, memeory, and saturation.
These properties are described more precisely below.
Some rather gross assumptions are made; however, a
more refined description does not seem warranted be-
cause of the increased analytical difficulty. The basic
magnetic element, shown in Fig. 1, is a cylinder whose

1 = LENGTH
A = CROSS SECTIONAL AREA

M=f'ﬁ-d'i
'¢-ff3.~d?

Fig. 1—Elementary magnetic element.

length is considerably larger than either of its other di-
mensions. The properties of the element are described
in terms of the terminal magnetic variables. The cylin-
der is a two-terminal circuit element. The magneto-
motive force M between the two terminals is a function
of the flux ¢ passing through any cross section. In this
approximation, the magnetic field is assumed to be con-
stant over the length of the element.

1 General Electric Co., Syracuse, N. Y.

1 T. E. Bray and B. Silverman, “Shaping magnetic and dielectric
hysteresis loops,” Proc. Special Tech. Conf. on Solid-State Dielectric
and Magnetic Devices, Catholic Umvers1ty of America, Washington,
D. C.; April, 1957.

Threshold Property

For values of M below a threshold value M,, the
terminal relationship is

d¢ aM

dt dt

- L —
However if M exceeds M,, switching may take place.
The terminal variable relationship is

qu aM
% Kl———I—Kz(M My).

The first term represents the reversible flux change
and the second term represents the irreversible flux
change during switching. The element has a negative
threshold as well as a positive one. If 3 is negative and
has a magnitude greater than M,, switching may also
occur, hence

dé

aM
E=K1_+K2(M+Mo)

Memory Property

The change in ¢ during switching is the sum of two
terms. The first term, proportional to Kj, is a reversible
term. It represents the lossless linear flux change
caused by an applied magnetomotive force. The second
term, proportional to K, is an irreversible change. A
net change in ¢ proportional to K, will occur during
switching. The implication is that ¢ has many stable
values for zero applied magnetomotive force. The
memory of the element is associated with this property.
We can define an internal state .S, which is related to
the flux ¢, in the element with zero applied field as

S=Kw with M=0,

Choose K, so that the magnitude of S never exceeds
unity.

Saturation Property

The total irreversible flux change that can take place
is limited by saturation. When the material is saturated
by a positive drive, the terminal relationship is

qu aM

a V@

for any applied magnetomotive force greater than — M,.
In negative saturation a similar expression is obtained:

d¢ am

17—

dt dt
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for all M less than -+ M,. Saturation is related to the
irreversible flux changes which have taken place. We
have chosen the constant K, so that

S = 4 1 for positive saturation

and

S = — 1 for negative saturation.

Now we can summarize the complete set of terminal
relationships.
1) We define S=K, (¢ —K:M), where we have sub-

tracted the reversible flux contribution caused by
an applied mmf.

dé iM
2) — =K, — for M<IM0|,
dt dt
dé iM S=1
3) —=K; — forli :l
dt di M>— M,
dé M S=—1
4)—=K1—' for ],
t dt. M < M,
s do dM+K(M wy i [|S[¢1:|
— = — - or
V=5 g ? ° M> Mol
0% kM ki i ['Si#l ]
—_— e or .
i T ? ° M < — M,

The constants K, Kq, Ko, and M, depend on the bulk
material and the dimensions of the element. M, is
usually a function of S, but this fact will be neglected
here.

A fourth property implicit in the above relationships
is symmetry. If we conduct an experiment starting from
state .S, applying a drive M (), we observe the response
¢(#). This experimental result implies that an experi-
ment starting at —S, consisting of the application of
— M(t), will have the result —(t).

All of the terminal relationships listed are linear dif-
ferential equations. The magnetic element is nonlinear
because the applicable differential equation depends on
the applied drive and the internal state. The next sec-
tion introduces a nonlinear electrical circuit equivalent
to the magnetic circuit element.

EoquivaLeENT ELECTRICAL CIRCUIT

The equivalent electrical circuit will consist of linear
electrical components and switches which are actuated
at the turning points

| S| =1

or
| M| = M.

We choose to relate
do

E— ~ ¢ electrical current,
i

M ~ e voltage.

The constraints on d¢/dt and M, imposed when several
elements form a magnetic network, are exactly the
constraints on ¢ and e in electrical networks. In Fig. 2
we show three two-terminal electrical networks for
which the relationship of the terminal variables e, 7 is
identical to the relationship between M and d¢/dt. The
equivalent electrical network that should be used is a
function of the internal state S and the applied voltage.

A capacitor appears in the equivalent circuit because
we are forming the analog of the magnetic variable re-
lationship. This relationship is different from that ob-
served at the electrical terminals of a winding on the
magnetic element.

If an electrical circuit, such as a drive winding or an
output winding, is coupled to an elementary magnetic
element, the relationship between the terminal variables
M and d¢/dt is modified. Fig. 3(a) shows a magnetic
element with a coupled electrical circuit which has been
reduced to its Norton equivalent circuit. The previ-
ously derived circuit is appropriately modified by the
addition of a series impedance numerically equal to
Y.N? and a series voltage source numerically equal to
NI,. Modification of the magnetic-network-element
parameter relationships by means of coupling to elec-
trical circuitry is useful in some synthesis problems.

When two or more magnetic elements are coupled by
the same electrical circuit, an extension of the preceding
technique is used to obtain an equivalent circuit. This
procedure is not always desirable because there is no
longer a close relationship between the graph of the de-
rived equivalent circuit and the geometry of the mag-
netic device. In such cases, it is preferable to solve the
network using a mixed (magnetic and electrical) set of
independent variables.

PuYSICAL INTERPRETATION

It is reasonable to expect that the equivalent circuit
parameters can be determined from the dimensions of
the element and the properties of the bulk material.
From the magnetic material properties, we obtain:

B, =saturation flux density,

Hy=threshold magnetic field,

S»=switching constant,
u=small signal permeability.

The magnetic element has a length /, and a cross-
sectional area 4. We solve for the circuit parameters:

1
Ky =
B. A
2B, AS»
Ky, = 27
!
ud
Ki=+—
YT
Mo = Hyl.
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USE WHEN
S=1| AND e> -Ep
OR S=- AND e>-Eo
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o o

OR |s|#! AND |¢] < Eo

USE WHEN
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=
R= Kz
Mo
i
USE WHEN
R ¢ S>! AND e<-Eo
e

Fig. 2—Equivalent electrical circuits.

In practice, these values are reasonably accurate with
the exception of the solution for K;. K, represents the
reversible flux-change term and depends quite notice-
ably on dimensional relationships other than those
mentioned, upon the electrical winding configuration
and the internal state .S. One contributing reason for
this effect is that the small signal permeability of the
materials used is often less than two orders of magnitude
greater than that of air. It has been assumed that the
flux entering or leaving the magnetic element through
its walls was negligibly small compared to the amount
of flux entering or leaving the ends of the element.
Careful design is necessary if this assumption is to be
a useful one.

Although the reactive nature of the equivalent circuit
plays an important part in the analysis of a given device,
it does not have the nonlinear property utilized in the
digital-device synthesis. For this reason only the non-
linear resistive portion of the equivalent circuit will be
used during the discussion of synthesis techniques. As
a result, the network will consist of linear resistors, bat-
teries, and switches which provide the nonlinear charac-
teristic. In addition, an internal state of S= 41 will be
indicated by an arrowhead in the usual way. Elements
in other internal states will have no arrowhead notation.
Once a network has been synthesized in graph form, it
is essential to perform a thorough analysis to fix the
optimum geometric ratios and winding configurations.
Fig. 4 shows the simplified equivalent circuit and no-
tation. :

LocicaL FUNCTION SYNTHESIS

One method of synthesis may be called flux steering.
In this type of operation, the device is put into an ag-

M
PR
d E N TURN WINDING
dt Ye
[
Te
(2)
jj | i
R
c c
el .=
e YeNz 0=
2
- YeN
=NI. ¢
I YNI,

(b)

Fig. 3—Modified equivalent circuits for magnetic element coupled

to an electrical circuit.
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Fig. 4—(a) Elementary unit, (b) simplified equivalent
circuits, (c) graphical notation.

gregate internal state dependent on the input binary
variables. For each internal state, the output binary
function is either equal to unity or equal to zero. When
the internal state corresponds to a unity output, the
device will respond to a drive D by having a large flux
change all along a closed loop L called the output loop.
The output function is zero when the response to the
drive D is different from that previously described.
Either the path along which switching takes place
(along which d¢/dt is large) will differ from L, or there
may be no switching at all. Any Boolean function may
be written in canonical form as the conjunction of dis-
junctive polynomials or, alternatively, as the disjunc-
tion of conjunctive polynomials. We choose the former
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representation to show a direct device synthesis. As an
example, let

g =f(X17 X?) X37 X4)
g= (X1 + X3 (Xs+ Xo)(X1 4+ X)

where g is a binary function of the four binary-input
variables.

A device which will generate to this function is a
three-input AND gate as shown graphically in Fig. 5.
It is shown initially in its rest state prior to the recep-
tion of input drives. The closed path formed by U, Is, s,
is the output loop L. The control legs I, I, and I3 may
be switched during the input period by drive windings
controlled by the input variables X;, X2, X3, X4 placed
on the control legs. Fig. 6 shows the approximate
equivalent circuit of the device during an input period
in which

X,=1
X, =1
Xs=1
X:s=0.

This input signal will cause all three elements forming
the output loop L to switch. The device may be designed
so that the control legs saturate, or reach S=—1, at
the same time that the controlled legs I, Iz, I3 reach

= —1. A subsequent drive tending to switch the out-
put loop L will switch each element of the output loop.
If the input state had been

X, =1
X:=1
Xs=0
X¢=0,

then leg /; would not have been switched during the in-
put period. Consequently, I would not switch during
the output drive. There are a number of variations of
this operation which tend to improve its characteristics.
The example given, however, sufficiently illustrates the
principle of operation of a class of gates called flux-
steering gates. We restate this principle for emphasis.

In a flux-steering gate the internal states of a number
of elements in an output loop L are controlled by a
number of control elements. Switching takes place in
every element in L during the output period if, and
only if, the output binary function is equal to unity.

It is clear from the discussion that theoretically a
single flux-steering gate can generate any combinational
logical function.

Gates of this type have been constructed at the
General Electric Electronics Laboratory. Reasonable
power gain is available. Fig. 7 shows photographs of
the output signal of a two-input flux-steering gate for
unloaded and loaded operation.

lc'

"Cs

Fig. 5—Graph of three-input AND gate in initial stage.

exz

Fig. 6—Equivalent circuit of three-input AND gate
during input period.

A second method of synthesis is named flux summa-
tion.? Again the function is written as the conjunction
of a number of disjunctive polynomials:-If the Boolean
function is the conjunction of # disjunctive polynomials,
the device will have #n input elenients, #—1 shunt ele-
ments, and one output element. The device has a rest
state which precedes any input time period. The geome-
try is such that switching takes place in the output ele-
ment only when all the input elements are switched
during the input period. As an example, we will syn-
thesize the function

g = (X14 Xo)(X5 + Xo)(X1 + X5).

A graph of the device in its rest state is shown in Fig. 8.
Elements Iy, ls, and /3 are input elements; elements [, and
Is are shunt elements which may be combined if desired;
and element J; is the output element. All elements have
the same cross-sectional area. During the input period, '
elements Iy, I, and I; may be driven and switched. The
element /s has a high threshold because of its additional

2 N. F. Lockhart, “Logic by ordered flux changes in multipath
ferrite7cores,” 1958 IRE NaTioNAL CoONVENTION RECORD, pt. 4, pp.
268-278.
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Fig. 7—Flux-steering gate output. Scale: 0.05 v per turn per division
(vertical) and 0.2 psec per division (horizontal). Top: unloaded;
bottom: loaded.

Fig. 8—Graph of flux-summation gate.

length. As a result, if two or less of the input elements
are switched, the output element will not switch. The
output element will switch only if all three of the input
elements are switched. This results from the fact that
the two shunt legs will saturate when any two of the
input legs switch under the influence of input drives.
If all three input elements are switched, the two shunt
legs become saturated before the input elements satu-
rate and cannot undergo further large flux changes.
Switching in the output element ensues. The threshold
M, of the output element is made considerably greater
than that of the two shunt elements.

It is obvious that the device forms a three-input
AND gate as shown. Multiple windings on the control
elements perform the disjunction operation. On element
1, two windings are placed; one is excited whenever
X:=1, and the other is excited whenever X;=1. The
excitation provided by either winding is sufficient to
switch element 1. The other control elements are wound
in the same way. Various means are available for sensing
the output element. The shunt elements may be com-
bined into a single element or may be used to generate
other functions of the input variables. This type of gate
is only briefly discussed here but is covered thoroughly

by Lockhart.? A single gate of this type can generate
theoretically any combinational logical function. The
principle of this gate is restated for emphasis. In a flux-
summation gate, switching of an output element is con-
trolled by the presence of shunt elements in parallel with
the output element, During the input period, the switch-
ing of input elements will cause switching in the shunt
elements. Switching will occur in the output element
only if the shunt elements saturate before the input ele-
ments saturate. Actually this description has been re-
stricted in order to emphasize the principle.

A third type of logical-function synthesis is the relay
analog method. It is related to the flux-steering gates
but is sufficiently different to warrant separate treat-
ment. The graphs of the relay analog unit in its two
possible input states are shown in Fig. 9. The closed loop
formed by Iy, I, and [, is capable of storing information
in the same way as a magnetic-memory core, by satura-
tion of the three elements in a clockwise or counter-
clockwise direction. All three elements have the same
cross-sectional area, and normally [, has a higher
threshold than eitherl; or /,. The closed loop is initially
saturated in one direction or the other by means of an
input variable X. Suppose X =1 corresponds to counter-
clockwise saturation. Now the element is read out by '
applying one mmf, M, as shown in Fig. 10. As a result
of M, a flux change will take place in Z; (the input lead)
and in Z; (the unity output lead). Little or no irreversi-
ble flux change will take place in Z, (the zero-output
lead). It is clear that these devices can be cascaded to
form a wide variety of functions. A symmetric tree of
three input variables is shown in Fig. 11, along with the
relay equivalent. The output leads are Z,, Zi, Z:, Zs
where the subscript refers to the number of input vari-
ables equal to unity. Fig. 11 shows the internal state of
the device when X; =0, Xp;=1, X;=1. Theoretically, de-
vices of this type may be cascaded to generate any com-
binational function.

Relay analog elements have been built at the Elec-
tronics Laboratory. The ratio of the irreversible flux
changes which take place in the two output paths, Z;
and Z,, is about 15:1 for a single stage. Fig. 12 is a
photograph of d¢/dt for the two paths.

We have described three different techniques of syn-
thesizing a gate to generate a combinational logical
function. The problems associated with the input and
output circuitry have not been considered. There are
a number of different types of circuitry which may be
used to couple the magnetic gates.’~"

3 A. Wang, “Magnetic delay line storage,” Proc. IRE, vol. 39,
pp. 401-407; April, 1951.

4+ R. D. Kodis, et al., “Magnetic shift register using one core per
bit,” 1953 IRE CoNVENTION RECORD, pt. 7, pp. 38—42.

5 V. Newhouse and N. Prywes, “High-speed shift registers using
one core per bit,” IRE Trans. oN ErLecTrRONIC COMPUTERS, vol.
EC-5, pp. 114-120; September, 1956.

6 D. Loev, ef al., “Magnetic core circuits for digital data-process-
ing systems,” Proc. IRE, vol. 44, pp. 154-162; February, 1956.

7 M. Karnaugh, “Pulse-switching circuits using magnetic cores,”
Proc. IRE, vol. 43, pp. 570-584; May, 1955.
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Fig. 9—(a)jRelay analog unit, (b) relay analog unit storing a “1,”
¢) relay analog unit storing a “0”.

Fig. 10—Output period drives applied to relay analog unit.

Z3

X2
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Fig. 11—(a) Relay analog symmetric tree,
(b) relay symmetric tree.

In general, all the techniques successfully used in
conventional-core logic may be used for multiple-aper-
ture gates. In the next section, we discuss another tech-
nique of interconnection fundamentally different from
core logic output circuitry and unique to multiple-path
logic gates.

Fig. 12—Signal and noise responses of the relay analog unit.
Time scale: 1 usec/cm.

MAGNETIC INTERCONNECTION

The conventional magnetic-core logic interconnection
circuitry is used to force switching of the input leg of one
gate when switching occurs in the output leg of another
gate. Since both these events are merely flux changes,
the possibility of coupling the two entirely within the
magnetic medium seems promising. The magnetic-
interconnection network should permit unambiguous
signal propagation and should not adversely affect the
operation of the units which it couples.

Fig. 13(a) shows a graph of a magnetic-network ele-
ment with properties similar to an electrical diode. The
approximate terminal characteristics are given in Fig.
13(b). Leg 1, is saturated as shown. Leg /, has a much
higher threshold than /;, and a much higher cross-
sectional area and saturation flux. The element is shown
in its initial state. The diode element will be much more
responsive to a positive-applied M than to a negative-
applied M. Information can be transmitted from left
to right, but not in the reverse direction. If the diode
unit is used to transmit information, switching may take
place in l4. As aresult, it will no longer have the desired
diode characteristic and must be reset. A drive applied
to I, forces I back to its original saturation state. These
diode units have the required properties for direct inter-
connection of two magnetic elements. The next para-
graph demonstrates their utility by describing a digital-
delay unit in which the storage locations are coupled
through magnetic diodes. It is important to note that
repeated transmission of information in a single direc-
tion will lead to saturation of I, so that /; cannot be
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Fig. 13—Magnetic diode terminal characteristics.

reset. In any specific design, techniques can be found
to prevent this occurrence. Also, other types of coupling
networks can be used in which this problem does not
arise. The diode described above is only intended to
indicate an approach to the problem.

DicitaL-DELAY COMPONENT

Fig. 14 illustrates a section of a digital-delay device
which uses magnetic diodes to couple information-
storage units. In order to advance the stored “1” to the
right, two pulse drives occur in sequence. First, all odd-
numbered vertical legs are driven upwards. The diodes
prevent information flow to the left. Only the storage
location storing a “1” will switch. For the state shown
in Fig. 14, l;, and /, will switch. The next pulse resets
the diodes. The final state is shown in Fig. 14(c). The
stored “1” has moved to the right. The next advance is
caused by a pulse drive applied to all the even-numbered
vertical legs, followed by a diode reset drive. We have
described the digital-delay unit only briefly because we
intend to illustrate the possibilities of the synthesis ap-
proach rather than to describe a practical device.

The magnetic-diode element may also be used to
couple the output leg of a gate to an input leg of
another gate. It is possible to construct fairly compli-
cated logical machines in which the information is
propagated entirely within the magnetic medium.

ArLL-CoRE NETWORKS

Networks built entirely of simple cores and copper
windings exist which are equivalent to any of the
multiple-aperture devices which have been described.
A brief introduction to the subject is given here.

When magnetic elements are combined in a network
to form a multiple-aperture device, nodal constraints
are imposed on the flux levels in the elements. At a node
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24=0

and
d
% _,
dt

If windings on several different cores are connected in
series to form a short-circuited loop.

Ze=0

for the series loop. If there are no other impedances, all
the voltages in the loop are induced voltages
d
e= N @,
ot
The flux changes which take place in the cores coupled
by the series loop obey the following equation

ZN@=Q
dt
This constraint is similar to the nodal constraint of
magnetic networks. Following this procedure, a core
circuit equivalent to any multiple-aperture device can
be found. The relative advantages of the two classes of
circuitry will be discussed in a subsequent paper.

CONCLUSIONS

We have described an elementary magnetic element.
This can be used as a building block for any multiple-
aperture device. We have also presented a terminal
variable relationship of the element, and introduced a
nonlinear electrical equivalent circuit which may be
used to analyze the operation of a multiple-aperture
device. Three synthesis techniques have been given for
obtaining a multiple-aperture device to generate any
combinational logical function. Such devices may be
coupled by conventional-core logic circuitry.

The possibility of coupling logical gates entirely
within the magnetic medium has been discussed briefly.



54 1959 PROCEEDINGS OF THE WESTERN JOINT COMPUTER CONFERENCE

A simple example of a magnetic “diode” unit was used to
demonstrate that square loop materials can be used in
interconnection circuitry. If this procedure is followed,
many logical operations may be performed on the in-
put formation while the information is kept continu-
ously within the magnetic material.

All-core networks may be derived which are equiva-
lent to the multiple-aperture devices. The networks
which result have many advantages over their multihole
counterparts. These networks will be discussed in a
future publication.

FUTurRE PROSPECTS

Coupling of logical gate devices within the magnetic
medium has many attractions.

1) Compatibility—the physical input quantities are
of the same magnetic nature as the physical out-
puts. Direct coupling permits scaling down physi-
cal dimensions to reduce the power consumption.

2) Resistance to noise—the magnetic elements are
natural integrating devices. In a noisy environ-
ment they will not respond to large but short-lived
noise impulses.

3) Reliability—the reliability of magnetic materials
is seldom questioned. The circuits described here
contain no electrical components except for a
clock pulse source and drive windings.

Future effort should be devoted'to developing simple,

flexible magnetic-interconnection circuitry suitable for
coupling the various types of logical gates.

Relative Merits of General and Special Purpose
Computers for Information Retrieval
A. OPLER} anp N. BAIRDt |

INTRODUCTION

NCREASING attention to automatic information
]:[ processing is being given by all sections of our
technology, commerce, and military operations.
One of its more important aspects is the use of comput-
ing machines for storage and subsequent retrieval of
information by request.

There have been two simultaneous patterns evolving
in the last deCade. One group has borrowed the equip-
ment used for standard accounting and engineering
calculations and has demonstrated the practicability of
automatic information retrieval (IR) using such equip-
ment. A second group has concentrated on designing
special equipment for use solely for mechanized informa-
tion retrieval.

We are at present in a transition period and it seems
appropriate at this time to review the progress made
using each of the two approaches and perhaps to intro-
duce some constructive cross-fertilization. For the most
part, this field, like many new and exciting disciplines,
has produced much controversy, strong prejudices, and
a tendency to place personal viewpoint above impartial
analysis. Let us hope this “feudal” period is over.

INFORMATION RETRIEVAL ON GENERAL
PurrosE COMPUTERS

Excluding military systems, there have been approxi-
mately eighteen information retrieval systems pro-

t Computer Usage Co., New York, N. Y.

grammed and debugged for general purpose (GP) com-
puters. Some of these were written primarily for pur-
poses of exploration and others have been actually made
operational. From a review of this activity, we are now
able to draw a number of generalizations regarding the
performance of general purpose computers in the infor-
mation retrieval area.

1) The high-speed computer has proven satisfactory
for both exploration and operation. Intermediate
speed machines have been satisfactory only for
exploration, for operation of simple searching
schemes or use with small collections.

2) The files of information to be stored were main-
tained on magnetic tape (one exception employed
magnetic disk storage).

3) The full gamut of available machines has been
used for information retrieval and it appears that
no currently available logical design is markedly
superior to any other. Information retrieval sys-
tems tend to take many forms. For each IR sys-
tem formulation and for each machine design,
there will be special programming techniques
required. ;

4) A remarkable variety of document storage for-
mats and retrieval schemes has emerged. With
the general purpose computers, it appears that
the searching system designer is relatively free to
build using the classification system best suited
to his needs. Indexing schemes as simple as Dewey
Decimal and as complex as those required for
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describing the details of the kinetic processes in-
volved in the synthesis of pharmaceuticals have
been programmed with little real difficulty.

5) Most computer searching systems are designed
to input the search requirements in formats suit-
able for use by personnel unfamiliar with com-
puters and to produce outputs designed for a
similar group.

6) Cost of development of such computer systems
has been very high and the absence of a suitable
information processing language compiler has
been sorely felt.

7) Once a system is developed, the actual searching
and file maintenance costs have proved to be
moderate.

8) The most common technique is that of searching
a magnetic tape file from beginning to end while
seeking answers to more than one question (mul-
tiplexing). The searching speeds so obtained have
proven better than first anticipated. Common
speeds range from 1000-15,000 document inter-
rogations per question per minute. As each new
program is written, valuable experience is ac-
cumulating regarding the best programming and
storage techniques to use.

9) Document collections thus far used have ranged

from 1000-50,000 items. In every case, these

collections have been of “more than average”
value to the sponsoring organization. Typical
systems search important collections of patents,
developmental chemicals, and reports especially
pertinent to the sponsor’s area of interest. No
one has yet been willing to expend funds to index,
code, and store the complete contents of news-
papers, encyclopedias, or even technical journals.

In no case has the acquisition of a large computer

solely for information retrieval been recom-

mended or even suggested. Both the develop-
mental and operational searching systems share
machine time with other technical operations.

10)

SPECIAL PURPOSE INFORMATION RETRIEVAL
RELAY MACHINES

‘Compared 'to- these rather -imposing- ‘accomplish-
ments, the work done to date by the special purpose
retrieval machines has seemed less spectacular. During
the last five years, the use of the GP elecironic computer
has been explored while the special purpose machines
developed have been primarily electromechanical. Spe-
cial purpose electronic machines are about to appear. It
will probably be some time before we can obtain as
much perspective here as we have on the general pur-
pose electronic computers.

The first group of special purpose devices select from
a collection of separable records (punched hole, optical
film, and magnetic cards). In each of these devices, the
file items are passed through a sensing device which an-
alyzes the code stored on each card. The search criteria
are established either by wiring patch boards, inserting
special request cards, or by other means. The selected

cards may then be used to prepare printed lists, to con-
trol the selection of fuller documentary records or, in
the case of film, to project and photocopy the original
information.

Another electromechanical device in current use em-
ploys continuous reels of punched paper tape as input
and still another uses punched card input and paper
tape for intermediate storage. In the former case, the
search requirements are established by patchboard wir-
ing and in the latter, are established by machine option
switches. In both devices, the successfully retrieved
items are typed out by an attached, machine-controlled
typewriter.

From the experience thus far gathered in the opera-
tion of these machines a number of generalizations may
be made.

1) While there is a wide gamut of card-processing
speeds, their general performance has been quite
satisfactory. All operate on the site of the in-
formation processing activities rather than in a
computation center.

2) The chief limitations have been in treating, a)
problems where quantification is important
(range of boiling points, per cent of each of sev-
eral ingredients required), b) cases involving the
conjunction of a number of disjunctive classes
(e.g., a card is to be scanned to determine whether
it contains both the code for three American
states and the code for no French province), and
c) problems involving detailed interrelationships
such as sequence, connectivity, subject-object re-
lationship. These limitations apply to some de-
gree to each of the electromechanical devices but
in some cases these limitations have been sur-
mounted in ingenious fashion.

3) The cost of these machines, with the exception
of the more powerful optical film and magnetic
card devices, has been remarkably low compared
‘to the high-speed electronic machines and their
full-time use for information retrieval has been
practical. The cost per search, as well as the
capital investment, has been low.

4) The rate of search has been limited by card and
paper tape handling speed. Again, excluding the
optical and magnetic, the systems have ranged

_from 8-500 items per minute.

5) The separable unit record has proved to have a
number of advantages and disadvantages. Among
the former are the ability to select small subfiles
for machine feed, the ease of file maintenance, and
the easier access (in many cases) to original in-
formation (through film inserts, card drawings,
etc.). The disadvantages center around the vari-
ability in information content of documents which
cause either inefficient waste space on punched
cards or.introduce the difficulties of multiple
card evaluation and manipulation. It has of
course been possible to simulate the behavior of
simple relay and medium electronic computers.
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6) Experience with optical film and magnetic cards
has been very limited. The specifications and
_ demonstrations have been most impressive.

SpECIAL PURPOSE INFORMATION RETRIEVAL
EvLecTRONIC COMPUTERS

We are now entering the era of the special purpose
high-speed electronic information retrieval computer.
Only one or two published accounts of such machines
have appeared, since they are still developmental and
frequently related to military applications.

Such devices differ little from some currently an-
nounced data processing equipment and it appears
that their usage will be justified only in the largest in-
formation processing establishments. These machines
will look very much like a general purpose computer
but trade unnecessary features (e.g., floating point
arithmetic) for hardware embodiments more needed
for information retrieval (e.g., a large number of inde-
pendently operating comparison registers).

Another “special” unit is a special limited version of
a standard data processor with certain features elim-
inated. The belief that this will materially reduce the
cost of such a machine is ot in accord with the experi-
ence of computing machine manufacturers.

Special computers are also required to handle special
problems in information retrieval. One that is receiving
a good deal of attention is the problem of the storage
and retrieval of graphical, geometrical, and topological
configurations. One special computer has already been
designed for work in this area. Special military informa-
tion retrieval problems have given rise to the design of
special machines geared to these problems.

The following is a description of a nonexistent but
typical large, special purpose computer. The external
storage might consist of a large bank of high-density,
high-speed magnetic tape units which would have the
facility (under computer control) to advance or back
up rapidly and then to search not for one “key” but for
many logical combinations of keys. All tape units would
be active simultaneously under independent control of
a special tape manipulation and testing unit. As in-
formation which satisfies the rough screening condi-
tions is brought from the tapes, it, would be sent into a
magnetic core unit where a further refining process is
carried out. Information which successfully meets all
the criteria for one of the many simultaneous searches
to be conducted would be sent to the proper output area
for both immediate visual display and for subsequent
complete printing of full information on 'high-speed
equipment.

The hypothetical computer just described represents
only one direction in the development required. We
assume that any good information retrieval system is
sufficiently flexible to meet the logical requirements of

the searching system and to search at sufficiently low.

unit cost. Beyond these, the two most critical factors
are investment cost and the size of the document col-

lection that can be manipulated in some reasonable
time. The typical relay card-selecting device represents
relatively low investment but with correspondingly small
collections manipulable in practical times. The typical
search program running on available electronic com-

puters represents a high investment cost with moderate

sized collections searchable in practical times. The
special purpose electronic computer, such as the hypo-
thetical one described above, represents an attempt to
obtain increased performance at an increased invest-
ment cost. Thus, we see that no major breakthroughs
have occurred to date.

The challenge to the computer designer and to the
system designer is the development of techniques for
handling large collections on relatively inexpensive de-
vices. It is hoped that the developments in computer
components, computer logic, storage devices, and sys-
tems operation will lead to the development of im-
proved devices. Hand-in-hand with such development
must be the maturing of our understanding of the the-
oretical and practical bases for the retrieval of informa-
tion.
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A Specialized Library Index Search Computer

B. KESSEL} axp A. DELUCIA}

INTRODUCTION

HE NEED for mechanizing library information
!I searches has become apparent during the past two
decades. The phenomenal increase in the size and
number of library establishments in conjunction with
the requirement for greater speed in servicing informa-
tion requests have been key contributory factors in fo-
cusing attention on this situation. A large variety of
developmental and commercially available devices have
been used for putting library card catalogs into forms
more amenable to automatic searching. It was only a
matter of time before many researchers became aware
of the advantages of digital computers in mechanizing
this operation. Government and commercial organiza-
tions, by writing new programs, were able to adapt
those computers which were already available to them.
Early in 1958, a program was initiated by the Rome
Air Development Center for the design and fabrication
of an Index Searcher that was to be tailored specifically
to the needs of library documentation. The Index
Searcher was to contain only those logical functions that
would be of value in library information searching. The
Searcher was to be developed primarily as a research
vehicle for use in studying various index and informa-
tion retrieval approaches. The basic design was to in-
clude facilities to allow the Searcher to be used as a
fully operational device. In April, 1958 a contract was
awarded to the Computer Control Company with de-
livery of the Index Searcher to occur early in 1959.
Design concepts of the Index Searcher have evolved
in part from a knowledge of the Minicard Selector.!
However, the Index Searcher will be used in library
situations where index data and graphics material are
stored separately, rather than together as on Minicards.
The Index Searcher will search through large volumes
of index data serially and print out the identification of
those documents, reports, or graphic materials that
satisfy the requirements of the search criteria. A con-
sideration of the problems of library mechanization indi-
cated that the following features should be included in
the Searcher design: 1) high-speed searching of the index
data; 2) the ability to reproduce all or part of the index
library cheaply and quickly; 3) a minimum of delay in
effecting the search beyond the setting up of the search
criteria; 4) the capability for handling a wide variety
of index and classification schemes; 5) ease of opera-
tion; 6) flexibility in permitting frequent updating of

1 Computer Control Co., Inc., Framingham, Mass.

I Rome Air Dev. Center, Griffiss AFB, Rome, N. Y.

1J. W. Kuipers, A. W. Tyler,and W. L. Myers, “A Minicard sys-
tem for documentary information,” American Documentation, vol.
8, pp. 246-268; 1957,

the file; 7) search for more than one question at a time;
and 8) a growth potential allowing for relatively efficient
use of the Searcher either singly or in groups as the size
of the library increased. The system design of the
Searcher as a special purpose system, was to result in an
information handling capability that could be matched
in the general purpose computer field only by a consid-
erably larger and more expensive machine.

GENERAL DESCRIPTION

The Index Searcher uses magnetic tape as the storage
medium for index data. An index entry is made on the
tape for each document, report, or other piece of phys-
ical material which is to be made available for rapid
automatic searching. An entry might consist of any-
thing from a title to a complete text, depending upon
the storage and recovery system to be used. In typical
applications the entry made for a given document will
consist of a document number, title, author, date, and
several descriptors that define the subject matter of the
document.

The descriptors can be grouped into sets that are
designated as phrases. The value of this feature can be
illustrated by considering the indexing of a technical
paper that describes a machine using transistorized log-
ical circuits and a magnetic core shift register storage.
Listing of just the four descriptors for transistorized,
logic, magnetic cores, and shift registers could result in
the false selection of this document during a search for
magnetic core logical circuits. Use of phrase boundaries
in the proper places assures that the descriptors will be
properly associated with each other during the searches.

The standard machine word for the Searcher is 42 bits
in length. This consists of seven alpha numeric charac-
ters of 6 bits each. The system also includes provision
for handling double and triple length words so that it
can accommodate clear text as well as coded index data.

A typical document index entry might consist of
twenty machine words, making a total of 840 bits of
information.

Search criteria are specified in terms of question
words plus logical connectives to group the question
words into question phrases and to group the question
phrases into complete questions. The question words are
stored in the internal memory of the Searcher. The
memory has a capacity of 20 machine words.

The type of comparisons to be made between question
words and the document index entry words is specified
individually for each word by plugboard wiring. . The
specification can be for “equality,” “less-than,” “great-
er-than,” or any combination of two of these types of
comparison. For example, a question might specify that
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a document is required on a particular subject that
would be identified by descriptor equality comparisons;
published after 1956, identified by a “greater-than”
comparison; and with a security classification no higher
than confidential, identified by an “equal-to or less-
than” comparison. :

The question words are grouped into question phrases
by means of plugboard-connected logical circuits. Fif-
teen phrase elements are available for composing up to
15 different question phrases. Two or three phrase ele-
ments can be cascaded to make a larger phrase than
can be handled in one logical element. Each phrase can
use any desired combination of question words, in
either assertion or negation form, as inputs, and each
question word can be used in as many of the 15 differ-
ent phrases as desired.

Complete search criteria questions are made up of
question phrases by plugboard-connected select logical
elements. The same flexibility exists here as in combin-
ing words into phrases. Ten question elements are pro-
vided, resulting in the ability of the Searcher to simul-
taneously search for documents meeting ten different
search criteria.

Searching consists of scanning through the complete
document index tape and comparing the contents of
each index entry with the question words and logic
stored in the Searcher memory and plugboard connec-
tions.

The result of a successful search is a print-out of the
document numbers of those document index entries that
have met the search criteria. An identifying number
printed beside each document number shows which of
the several search questions is answered by that docu-
ment. A picture of the Index Searcher is in Fig. 1.

FUNCTIONS

The Index Searcher has six different modes of opera-
tion. Listed in the order in which they would be used,
these are 1) Document Insert, 2) Regenerate Tape,
3) Question Insert, 4) Search, 5) Print, and 6) Edit.
Each of these will be described after a brief reference to
the system block diagram shown in Fig. 2.

The major blocks making up the Searcher, and their
functions, are as follows:

A) Magnetic Tape Unit—stores and scans document
index data.

B) Tape Buffer—serves as a buffer to and from the
Magnetic Tape Unit and Flexowriter.

C) Flexowriter—serves as a punched-paper-tape read-
er for document and question insertion, and as
output printer for searching.

D) Word Input Buffer—accumulates magnetic tape
information frames to form complete machine
words.

E) Print-Out Buffers—store tape data which is to be
printed out if the document is a desired one.

F) Word Storage Buffer—stores complete magnetic
tape index words for comparison with question
words.

Fig. 1—Index searcher.

MAGNETIC WORD INPUT ORD STORAGE |
TAPE UNIT BUFFER BUFFER
.
TAPE PRINTOUT COMPARISON PLUGBOARD
BUFFER BUFFER CIRCUITS CIRCUITS
FLEXOWRITER QUESTION CONTROL
MEMORY CIRCUITS

Fig. 2—Block diagram.

G) Memory—stores question words.

H) Comparison Circuits—compare tape index words
with question words from memory.

I) Plugboard Circuits—use results of word compar-
isons to make complete question comparisons.

J) Control Circuits.

The actions of the Searcher in each of its‘operating
modes follow,

Document Insert

This mode is used to place new document index en-
tries into the Searcher’s magnetic tape storage. Pri-
marily it is a punched paper tape to magnetic tape con-
version process. New index entries are submitted to the
machine in the form of punched paper tapes. Paper tape
frames are accumulated in the tape buffer until the buf-
fer is full. Those contents of the buffer which represent
complete index entries are transferred to the magnetic
tape as one block of tape data. Any partial entry left in
the buffer is then completed with the next paper tape
information to arrive, and is followed by more docu-
ments. The process continues automatically to the end
of the paper tape. Each magnetic tape block contains
an integral number of complete index entries. The ac-
tual lengths of blocks on the tape are variable.
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Regenerate Tape

This is a simple magnetic-tape to magnetic-tape rou-
tine, which allows the file tape to be duplicated as in-
surance against loss of file data through accidental dam-
age to the tape on the Searcher. This requires an addi-
tional magnetic tape unit that is not part of the Search-
er as originally built, although space has been left for it
in the racks.

Question Insert

This mode transfers question words from punched
paper tape to the Searcher Memory. This is accom-
panied by insertion of a question plugboard that speci-
fies the nature of the comparison to be made for each
word and the combination of the question words into
phrases and complete questions. The plugboard con-
nections can also specify one or two words per selected
document to be printed out in addition to the document
‘number. A simplified symbolic representation of the
plugboard and its circuits is shown in Fig. 3.
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Fxg 3—Simplified representation of plugboard circuits.

Search

This is the primary operating mode of the Searcher.
This mode performs the scanning of stored document
index entries in search of those that meet specified ques-
tion criteria. The tape can move in either the forward or
reverse direction to accomplish this search. While the
tape is scanned, tape frames are accumulated into com-
plete machine words, and are compared with the twenty
stored question words. A plugboard word storage ele-
ment remembers a successful comparison with any of
these words until an end-of-phrase designation occurs in
the tape data. At that time the word storage outputs
are sensed in the phrase element logic to determine
whether any complete question phrase criteria have
been satisfied. If so, a phrase storage element remembers
this fact as scanning continues through the remainder of
the tape index entry. When the end of tape data for
the document is reached, sensing the outputs of the
phrase storage elements determines whether or not a
complete question criteria has been satisfied. During
the scanning of the document entry, the Print-Out Buf-
‘fer receives automatically the document number and
two other plugboard-specified words. When a docu-
ment answers a question, the Tape Buffer receives the
contents of the Print-Out Buffer and a number identify-

ing the question answered by the document. This in-
formation is printed out on the Flexowriter. Further
searching ordinarily continues during print-out. How-
ever, if a series of successive selections results in filling
the Buffer faster than the maximum print-out rate, the
tape automatically stops until adequate Buffer capacity
is available for further document data. When the end
of the recorded portion of the tape is reached, the tape
unit automatically stops and positions itself ready for
the next search in the opposite direction.

Print

This mode is used to print out entire document index
entries rather than just the three words possible in a
normal search. The machine operates in much the same
manner as for normal searching until a selection is made.
The tape must move in the forward direction. Selection
of a tape index entry causes the tape to stop, reverse,
reread the entire selected block into the Buffer, print
out the complete selected entry, and then resume search.

Edit

This mode is used to delete unwanted index entries
from the tape. Document entries to be deleted are speci-
fied by document number or other normal question cri-
teria. Operation is similar to the Print mode up to the
point of bringing into the Buffer the block of tape infor-
mation containing the document to be deleted.

At this point the block is recorded in the same place
it formerly occupied on the tape, but with blank char-
acters in the position which had been occupied by the
deleted entry.

PARAMETERS

The Searcher scans through magnetic tape document
index entries at an effective rate of 218,000 bits per sec-
ond, or about 5200 machine words per second, where
each machine word contains 7 alpha numeric characters.
For the typical document index entry length of 20 words
mentioned earlier this amounts to 260 documents per
second. While searching at this rate the machine seeks
documents satisfying up to ten independent search cri-
teria.

The Searcher uses 2400-foot rolls of one-inch magnetic
tape for document index storage. One reel stores
57,600,000 bits, which is about 68,500 twenty-word
documents. Uninterrupted search time for a complete
reel is approximately 4.5 minutes.

The input-output rates of the Searcher are presently
limited to the 10-character-per-second rate of the
Flexowriter for document insertion, question insertion,
and selection print-out.

Therefore, the document insertion rate, based on 20-
word entries, is about 4 documents per minute, and the
selection print-out rate, when printing out 3 words per
selection, is approximately 25 documents per minute.
A 20-word question insertion takes about 15 seconds.
These rates can be substantially increased by use of
high-speed paper tape reader units and high-speed
printer or punch outputs.
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Programmed Interpretation of Text as a Basis
for Information-Retrieval Systems
L. DOYLE}

that we have an information-retrieval project at
the System Development Corporation (SDC).

First, our internal documentation. It has been esti-
mated that we acquire 10,000 documents a year both
from internal and external sources, not including books
and periodicals. Internal distribution of these docu-
ments runs into millions of copies. We have not been
able to afford to abstract and subject categorize more
than 10 per cent of our 10,000 documents a year. With
a good retrieval system we might be able to make many
thousands more of our documents accessible by subject
without increasing documentation expense.

Secondly, one of SDC’s major activities is computer
programming for air defense, and as a result of this we
have charge of several large general-purpose digital
computers.

Thus, we have both the motives and the equipment
to study the computerization of the handling of docu-
mented information. And so, about six months ago a
three-man project was created at SDC to do research
and development in this area.

TWO conditions have made it almost inevitable

PROGRAMMED SELECTION OF DESCRIPTORS FROM TEXT

Previously we had considered using, as stop-gap solu-
tions, some of the already existing well-known informa-
tion-retrieval formulas, such as Uniterm, or marginal
punched cards, or peek-a-boo, or something of this na-
ture; but we thought, “Where are we going to get the
people to read and categorize 10,000 technical docu-
ments a year?” We realized that we were already in a
situation which was going to become increasingly com-
mon as time goes on—a setting where skilled man-hours
are harder to find than time on a large computer.

At this time we switched to a machine-centered phi-
losophy and began to explore the possibilities for per-
forming the chores of documentation on digital com-
puters and EAM equipment. The crucial difficulty in
implementing such a philosophy is finding a way to use
computer programs to interpret natural English text for
the purpose of effectively subject-indexing documents,
so that they can be retrieved precisely without any per-
son’s having read them for purposes of categorizing,
picking descriptors, or encoding in any manner.

MECHANICAL INDEXING AS A PRELUDE

Our thinking about the interpretation and retrieval
of natural text has changed greatly since we started.

t System Development Corp., Santa Monica, Calif.

For example, one of our realizations has been that it is
premature to set oneself up for pure machine searching
of natural text. Machine searching is superb if you
know exactly how to describe what you are looking for
and if you are sure that you know how to choose from
among many possible searching strategies. I doubt if
anyone is yet in this comfortable position with respect
to machine searching of text. What is needed is a search-
ing setup which is fast and convenient, while at the
same time allowing the human mind itself, with its
versatility and its powers of observation, to take part
in the search. Our solution has been to employ mechan-
ical indexing using an artificial language, which I shall
describe later.

THE SYSTEM

We now have an experimental abstract searching sys-
tem at SDC which was set into motion by our retrieval
project. Through the use of it, we hope to find out the
basic difficulties of natural text retrieval and to come
up with new principles of language data processing,
some of which may be useful for purposes other than
information retrieval. It is also a research tool, through
which properties of language and of collections of infor-
mation may be subjected to analysis—for example, by
making frequency counts. Later I shall describe an in-
stance of the use of the system for research.

Fig. 1 shows the process we now use to encode ab-
stracts. At the left is keypunching of the text, which in
itself tends to undermine the purpose of natural text
retrieval—however, we assume that input technology
will develop to the point that keypunching will no
longer be a barrier. For the present, key-punching lim-
its our input to small chunks of text. We now work only
with abstracts; however, we can handle any fragment of
text of about abstract size (approximately 100 words).

As the text material arrives in computer storage (as
6-bit Hollerith), the text-compiler program translates
the raw text into a more condensed form suitable for
searching. There are two stages of this condensation.

First, selection of subject terms from the text. The
text compiler has at its disposal a table of allowable
subject words, and it searches text for these words.
Secondly, all of the subject words or terms which the
text compiler finds in an abstract are replaced by bi-
nary numbers which have been predesignated to repre-
sent the subject words when they are stored on tape.
These binary number tags take up less than a third as
much space in storage as would the subject words
themselves.
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Fig. 1—Conversion of text to condensed code for searching.

By these means the text compiler will condense an
abstract from about 130 storage registers of text down
to about 5 or 6 registers of binary numbers. With this
condensation one can represent 10,000 abstracts on
about 5 per cent of the total length of a standard IBM
tape reel. We now have a tape layout which contains
the boiled-down essential information of many ab-
stracts, and any time we wish to make reference to these
abstracts, they can be read into computer memory at
the rate of 500 per second. The text compiler can proc-
ess 4 abstracts per second.

At this point we have our choice of two courses of ac-
tion. We can either machine search the tape for particu-
lar combinations of subject words, or we can convert
the entire tape to an alphabetical code, which can
be printed out as an alphabetized format and searched

by eye.

MACHINE SEARCHING

If one does decide to machine search this tape, it can
be done in a very short time. With a large digital com-
puter, such as IBM 709 or the AN/FSQ-7, the tape-
stored abstract plots can be searched much faster than
they can be read in. Since both these computers can
execute instructions while in-out operations are going
on, it is possible to conduct 100 simultaneous logical
product searches during the 20 seconds it would take
to read in 10,000 abstracts.

THE HuMAN MIND AS A SEARCHING INSTRUMENT

However, at this point in our development we value
searching flexibility much more than we value speed or
efficiency. Speaking of speed, it is still difficult to dupli-
cate mechanically the feat of a person looking up a
number in a telephone book. Let’s consider this point.
The Los Angeles Central Zone Directory has enough
alphanumeric content to fill six IBM tape reels. But al-
most anyone is capable of finding an entry in this direc-
tory in from 10 to 30 seconds. This illustrates the power
of familiarity with alphabetical order, which is a typical
(and therefore unappreciated) human ability. If you
have about seven RAMAC’s you might just be able to
exceed this common everyday performance by humans.

If you now imagine a whole room filled with tele-
phone-directory-sized books, each of which contains en-

tries confined to a small portion of the alphabet, it is
easy to see that it would take some person less than
twice as long to find an entry in these many books as it
would take to find something in just one book. Of
course, for this to be possible, all the books have to be
stacked in alphabetical order. We now have a very
cheap searching mechanism, which no computer can
equal in speed for such a large volume of material. There
is, of course, the cost of publishing all these books to be
considered, but when such things as microfilm scanners
are available, the possibilities for exploiting human
familiarity with alphabetical order are something to be
seriously considered.

Another human skill of importance in searching is
the ability to judge the meaning of a symbol by its con-
text. It will take a great amount of programming and
even more preliminary research before this skill can be
challenged by electronic instruments.

From the standpoint of research and development,
the most important thing about humans as searching in-
struments is that they are observant. They repeatedly
notice things that they are not programmed to notice.
At this stage, our progress strongly depends on the ap-
plication of these powers of observation. Our intent is to
use astute people to search small document collections
in order to find out how computers should be pro-
grammed to search large collections. Our hope is that
the state of the art of programming to produce highly
condensed, information-rich formats for search by the
human eye will improve at such a rate that pure ma-
chine searching of natural text may not for many
years catch up in convenience or effectiveness with
computer-assisted eye searching.

Our present alternative to machine searching, which
is illustrated in Fig. 1, is the generation of an alpha-
betized printout consisting of two letter code words for
subjects. So, instead of using the binary subject num-
ber tape as input to a searching program, we feed it to
another program which converts all the binary num-
bers to two letter symbols, which we call bigrams. The
conversion process is totally analogous to binary-to-
decimal conversion, the only difference being that in-
stead of subtracting powers of ten, we subtract powers
of 26, the number of letters in the alphabet. These bi-
grams are punched out on regular IBM cards, after
which EAM equipment can offset reproduce and alpha-
betically sort the cards prior to the printing out of a
format.

Why do we use bigrams for our alphabetized print-
out instead of octal numbers, decimal numbers, or for
that matter the original subject words themselves? One
answer is that we get greater condensation. We can
store all the subject words in one abstract on one IBM
card. And we are now in a position to use EAM repro-
ducing and sorting equipment to alphabetize on every
subject word in every abstract. Fig. 2 shows how the
reproducing is done on the contents of one abstract. One
can see from this that if one has an abstract containing
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produce index entries.

n subject words, then this EAM reproducing process
will yield # cards, each beginning with a different sub-
ject word, and each constituting an entry in an index.
Each entry carries, along with the indexing word itself,
the remaining subject words in the abstract, which act
as context for the indexing word.

Whenever 1 start explaining bigrams to people, their
reactions convince me of the undying popularity of in-
dexes which are in plain English. Nevertheless, I main-
tain that no spoken or written language was designed
with alphabetized indexes in mind, and am convinced
that special indexing languages, understood and used
by librarians and other specially trained people, will
play an important part in information retrieval as soon
as the programs are available to translate from English
to these languages.

A BETTER ARTIFICIAL LANGUAGE

Our present system at SDC is an adaptation from
something that started out to be a pure machine search-
ing system, and therefore it has some of the vestigial
organs and imperfections of an evolved creature. One of
these imperfections is that the bigrams are arbitrarily
assigned. As long as we feel the necessity to use an arti-
ficial language, we might as well try to derive one which
is tailor-made for indexing. What properties should
such a language have?

1) All words should be short and uniform in length.
This is the only property of the four I am going to dis-
cuss which our present bigram code actually has. Short-
ness and uniformity are desirable not only because of
convenience in manipulating the language on EAM
equipment, but also because more information is
brought onto one page, which aids eye scanning.

2) No synonyms. The importance of not having
synonyms is that it makes it possible for most searches
to be satisfied by proceeding to one page or region of the
index. Skipping around will be necessary only when one
wishes to follow association trails to related topics.

3) Relationship between meaning and alphabetical
order. This, I think, would be one of the handiest fea-

tures of any artificial language especially designed for
indexing. It will greatly simplify the searching, it will
make the artificial language easier to learn, and it will
allow generic searching, the lack of which is probably
one of the major disadvantages of natural text retrieval
based too closely on the natural language itself.

4) Quantitative dependence of assignment of English
meanings on the contents of the library. A document is
retrieved from a library, but even so it is not obvious
that the contents of the library should be as important
a factor as the contents of the document itself in affect-
ing the way the document is encoded as a search item.
In our artificial language, the nature of its correspond-
ence to English words ought to be governed by how
much of what is in the library. Application of this prin-
ciple is difficult because it must certainly involve a
means of frequency-counting everything in the library.

But the benefits are many. One possible benefit is that
the state will be approached where words of the artificial
language will be equally used, which of course is an in-
formation theory ideal. It is important to apply this
ideal if one is to get predictable effectiveness from a
searching system. The equal use of artificial words tends
to lead to equal retrieval precision for all documents
and also has the effect of insuring that all parts of an in-
dex will be equally used. I have seen several automat-
ically generated word indexes, and they all suffer from
the presence of very large blocks of entries beginning
with the same word. Their heterogeneous structure
causes about half of the space to be taken up with
blocks which are seldom used because they are so large.
There are a great many arguments in favor of isotropic
indexes, where entry blocks are similar in size regardless
of the subject.

LIBRARY ANALYSIS

One of the general aims of our project is to develop
means of analysis of very large collections of verbal in-
formation. We think of a collection of documents as
having an inherent structure, which is not affected by
physical rearrangement of the documents, a structure
which, incidentally, we are fully able to probe only with
the aid of fast computers. Fig. 3 shows how significant
the structure of a document collection can be.

One question in my mind has been: Is it possible for
a computer program to determine what is a subject
word without having available any subject-word table
or dictionary prepared by some human? In other words,
do subject words have distribution characteristics with-
in a library that a computer program can detect, there-
by permitting distinction from nonsubject words? The
data in this figure indicate that the answer is very prob-
ably “yes.”

The dictionary which we now use as input to our text-
compiler program contains no nonsubject words, but
it does contain some borderline cases like the word
“time,” which many people would regard as too general
a concept to be a good subject word. “ADC” on the
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Fig. 3—Probability of highest observed correlations
as a test for subject words.

other hand is a good solid subject word, standing for
“Air Defense Command.” Our alphabetized index en-
ables us easily to select the words which correlate most
highly with these two topics, and we can calculate and
compare probabilities.

One can reason that a good subject word should have
certain other words which co-exist with it in the same
documents with a frequency much greater than expect-
able from chance distribution, but that nonsubject
words, which are likely to be used by anybody writing
about any subject, should not have high correlations.

To test out this notion I calculated the probabilities
for the highest observed correlations occurring by
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chance, both for “ADC” and for “time,” given that all
words in the library are randomly assigned to docu-
ments. Of course, the words are not randomly assigned,
so I got some very low probabilities. As Fig. 3 shows,
the ADC correlations are very much more improbable
than those for “time.”

Now these correlations will become weaker for any
word, subject word or otherwise, as they are present in
fewer documents. This means that in order to apply any
sort of correlation test to select subject words, one has
to make allowance for the frequency of the word. Un-
fortunately, the correlation test will fail altogether when
a word is present in only 3 or 4 documents. One has to
have a large enough sample. Also author biases in tse
of common words could conceivably cause many non-
subject words to pass a correlation test. But, for-
tunately, as collections increase in size thesé effects
should become less important, and it is in very large
collections where this sort of methodology will be
needed.

CONCLUSION

As a final comment: libraries and other collections of
written information can be thought of as realms of na-
ture, subject to scientific observation. Science brings
valid simplicity to that which is apparently compli-
cated, and it is hard to find anything more complicated
than masses of ideas recorded on paper. And so I make
explicit an idea which I hope has been implicit in this
presentation—that general-purpose computers of today
give us the opportunity to apply scientific method to
uncover the principles of the nature and use of informa-
tion in order that we may put to better use the vastly
more powerful computers of tomorrow.

A Theory of Information Retrieval
CLINTON M. WALKERf}

HE mathematical formula which best describes
my conclusions from reading the literature on in-
formation retrieval (IR) is the following:

4UOK4$=ET
For you, better for dollar equality.

This states that a more economical approach for or-
ganizations interested in information retrieval might be
collectively to support as an information retrieval center
some nonprofit organization, such as SRI or SDC. Such

t Hughes Aircraft Co., Culver City, Calif.

an organization could be a center for receiving and dis-
semination of up-to-the-minute retrieval literature of
organizations concerned; could advise on the practica-
bility of certain undertakings; and could perform ex-
periments in the field of IR.

Aside from this one equation, formulation should
proceed from basic principles. Perhaps the most basic
of all principles is that meaning, rather than informa-
tion alone, needs to be retrieved. Just how does one
produce or obtain meaning? Take the example of a
small child. All a child knows at first is himself. He gets
acquainted with his hands and feet, and then with his
near associates by relating them to himself. He gradu-
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ally learns to classify things in terms of roundness,
which things he might call a ball; in terms of use, such
as food. New things learned are related to things al-
ready known. For example, at an early age, any man
might be classified as “daddy.” Throughout his life,
meaning is obtained by relating what is familiar to that
which is unfamiliar.

We might christen this process the “Mew-Mew”
theory of meaning. Each of us, as a “me” looks at some-
thing else as a “you,” which we interpret in terms of the
“me” or what is known, but which we might also take
back into the relative “you” for objective evaluation.

This process of classification is an operational way to
produce meaning. A language, in effect, classifies nouns;
descriptions of “which,” “what kind of,” and “how
many” have meaning when related to other nouns. What
the nouns do—and how, when, and where they do it—
has meaning when related to what other nouns might
be doing.

So, an operational language is one in which classifica-
tion takes place in familiar areas or domains. In these
domains, dictionaries can be constructed of key nouns;
definitions can include relationships to other key nouns
within the area. For retrieval purposes, reference to a
key noun could have a built-in potential reference to
other key nouns, thus providing a built-in meaning
potential. The prospects are exciting. But, before we de-
velop the idea further, let us lay down some basic postu-
lates.

We can set up a number series as a set R of objects
called nouns, with the relationships defined by three
operations denoted by Z, II, and f. Concomitant with
this set is another set M whose members can be derived
from certain operations on the set R. The symbol
— means “results in a relationship of,” or “implies that”;
the symbol “4” means “and”; the symbol “—” means
“not”; “( )” are used in the usual enclosure sense. An
IR specific operation is one denoted by the symbols Z,
II, or /. An IR nonspecific operation is any other opera-
tion in real or complex variable theory. We will assume
that IR nonspecific operations will follow the manipu-
lative rules of real and complex numbers for IR specific
operations. For example, the operations are additively
commutative.

(4) B) + (C) D) = (C[D) + (A[B)

(4ZB) + (CZD) = (C=D) + (4ZB)

(411B) + (CUD) = (CIUD) + (ALLB).
The operations within the parentheses are IR specific;
those between the parentheses are IR nonspecific. Addi-
tional postulates are required for defining the operation
processes in an uncompleted operation. The following
postulates and definitions are offered for consideration.

DEFINITION

The domain of 4 consists of all subcategories and sub-
sequent subcategories under 4.

A [B states thata word, 4, which is classified in cate-
gory B is put in a relationship such that 4 is in a hier-
archy less than that of B, and that the domain of 4 in-
cludes not more than the domain of B. That is, 4 is part
of B.

PosturLaTE 1
AfBfC— AfC

states that a member of a subcategory is also a member
of a category; for example, shoelace is a subcategory of
shoe, which is a subcategory of clothing, which implies
that shoelace is also a subcategory of clothing.

PosTULATE 2
AfB— BfA

means that a category cannot be a member of a subcat-
egory unless it is the only member. True, in ordinary
language, sight can be thought of as a subcategory of
sensing and perhaps sensing at the same time can be
thought of as a subcategory of sight; but, for the con-
venience of constructing an unambiguous dictionary, we
can exclude this possibility until such time as we find it
absolutely required. Thus, we shall construct a dictionary
in a domain with rigid hierarchical relationships among
nouns. If later, we want to relax this requirement, we
may find some interesting experiments available in the
realm of “machine thought processes.”

DEFINITION
AZB means that 4 is synonymous with B.

PosTUuLATE 3
(4/C) + (AZB) — BJC
means that synonyms within an area are necessarily
members of the same category.

DEFINITION

AnB means that 4 and B are related by means of the
characteristics of some domain. We shall call these
words “relatives.”

PoOSTULATE 4 ’
(4UB) 4 (4/C) — BJC
means that relatives are subcategories of the same cate-
gory.
DEFINITION
M is a set of elements of meaning derived by cate-

gorizing two or more elements of R at the same time.

PoOSTULATE 5
(B2C) + Af(B+C)— (4fB) + M = (4)C) + M

means if B and C are synonymous, and 4 is a common
subdivision of both of them, then the classification of 4
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into B and A4 into C simultaneously adds meaning to
one of them, but it would be redundant to use both
classifications.

POSTULATE 6
(ALLB) + (4 + B)JC = (4/C) + (BfC) + M

means that when relatives 4 and B are, together, classi-
fied as members of C, they contain an element of mean-
ing which is not present when they are separately so
classified.

PosTULATE 7
(BUC) + Af(B+C)— AfB+ AfC+ M

means that to categorize a subdivision of two relatives,
B and C, is to add meaning to both of them.

We have, by these postulated operations, created a
language of classification—an operational linguistics
which should be compatible with operational mathe-
matics. Hopefully, a classification of nouns accessible by
data processing equipment can relieve the information
seeker of the trouble of searching the entire haystack
for his needle of information and thread of meaning.
Purposely sacrificed is the richness of redundant normal
language in favor of the more important feature of ex-
actness. Not only do we attempt to be more exact, but
also to minimize ambiguity, to allow easy translation of
concepts, to assure objective criteria of meaning, and to
provide a basis of agreement in discrimination.

Postulate 1 tells us which words can be classified in
a given domain. Postulate 2 prevents common words
from being counted in esoteric categories, unless they
are subsumed under those categories. Postulate 3 per-
mits the counting of synonymous words in the same fre-
quency tally. Postulate 4 permits the discovery of alter-
native paths for continued search. Postulate 5 permits
singling out of the representative path among equivalent
paths to be followed. Postulate 6 shows that two words
are more significant if the context does classify them to-
gether. Postulate 7, finally, shows that paths which
originally diverge become significant upon reconverg-
ence. In all those postulates which have symbol M as an

added element, significance is increased since M repre- ,

sents meaning and meaning is of prime importance in
transference.

In any system of information retrieval, there are
factors of cost, speed, and power. These three criteria
can be used to determine, under a given circumstance,

which of several alternatives is to be preferred. In many
instances, the major purpose oi the retrieval system is
to perform a rough scanning job for a literature searcher,
to determine for him whether a particular document is
worth further reading. Often the author can furnish, in
addition to his name and topic, a list of his main ideas
and purposes. He might even estimate a degree of cor-
relation between the concepts embodied in his document
and a list of key nouns in its general area.

To apply the power criterion, the machine or human
doing the segregation of valuable from useless informa-
tion can be simulated by a filter separating relevant mes-
sage from total signal. Assuming homoscedasticity and
linearity in the specified direction, a function

F = Z(y — bx)?

can be constructed, the parameter & minimized by least
squares, and a Pearson correlation coefficient, 7, ob-
tained between simulated relevant message and simu-
lated total message. The parameter, b, would represent
the error term between, for example, time and ampli-
tude. An autocorrelation can also be performed min-
imizing the error between message power and an ampli-
tude-attenuation factor representing noise.

With power evaluated, we can set whatever bound-
aries we desire as to speed and cost and make our
choice by linear programming.

An example of a low-cost, high-speed retrieval system
with fair retrieval power is one based on the key nouns
with which an author titles his document. Other key
nouns are likely to be found in the same sentences as the
title key nouns; therefore, the searcher, machine or hu-
man, can reduce the volume of the document to a de-
sired degree of abstractness by selecting the frequency
and location of the sentences containing these title
nouns which he wishes to extract. A simple experiment
was performed by the author, using as an abstract the
first sentence containing a title noun in each major sub-
division. Questions pertaining to the documents con-
cerned were asked participants in the experiment, some
of whom had read the author’s abstract; some, the ab-
stract of key words; and some, the entire document.
Results of the scoring were roughly comparable for the
three categories, for equal reading time. The experiment
itself is not so important except as an illustration of the
power of the use of key words. Properly categorized, the
use of key nouns could become an effective means of
speedy, powerful, and, in large volume, relatively inex-
pensive information retrieval.
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- The Role of USAF Research and Development in
Information Retrieval and Machine Translation
ROBERT F. SAMSONY

INTRODUCTION

HE United States Air Force has numerous and
Tvaried types of data handling problems. This

paper reviews some of the developmental ap-
proaches and contributions that the Air Force has made
toward the solution of semantic-graphic information
handling problems. Some of the interesting problems
encountered in development of techniques and equip-
ment in this field are presented.

BackGROUND HisTORY OF RoME AIR DEVELOPMENT
CENTER EFFORTS IN THE FIELD OF INFORMATION
RETRIEVAL AND MECHANICAL TRANSLATION

~ In the past four years the Intelligence Laboratory
of the Rome Air Development Center (RADC) has
learned, through trying experiences, how to get the re-
quired movement in this data handling field. Under-
standably there are many approaches or philosophies, if
you will, of how to develop the right synthesis of index,
logic, hardware, etc., for any particular informational
retrieval solution. The same can be said of mechanical
translation (lexicon-logic and hardware). If we allow our
minds to review these years and look at the situation as
it was when we began our efforts, without today’s vast
knowledge of hindsight, I believe our approach would be
quite similar to the one we took then. We would see the
information retrieval problem growing at a staggering
rate. The linguistic side was getting some attention, but
the hardware, very little. The need and requirements
for the Air Force were there and all that remained was
to gather funds, select approaches, and secure contracts.
I presume you recognize the humor of the previous sen-
tence. .

At that time the Air Force started to lend support to
various projects already underway as well as to initiate
entirely new work in this field. We knew the field needed
much development effort, and involuntarily the Air
Force took on the role of “catalyst” in information
retrieval and mechanical translation developments.
Note that I am not saying we were first with most;
indeed not—we slipped into a “role” that was important
to the Air Force and I believe it has done justice to the
problem of both information retrieval and mechanical
translation. You will note that I imply the existence of a
common problem area in my use of the term “both in-
formation retrieval and mechanical translation.” In-
deed, with the exception of the problem of physically

t Rome Air Dev. Center, Griffiss AFB, Rome, N, Y.

handling documents and their contents, the Air Force
Research and Development (R&D) program has been
based on the premise that R&D effort in these two areas
should be mutually cooperative. To illustrate this part
before passing on: it gives a good return for effort ex-
pended because the two fields are interrelated, and ad-
vance in one usually means advance for the other. For
example, if we were interested in information storage and
retrieval alone, the Mechanical Translation (MT) field
would be suffering for lack of a high-density storage that
now seems quite practical. They “complement” one an-
other from a development point of view, not only in
hardware as mentioned but also, and perhaps more im-
portantly, from the study of the rudiments of language.

Some CoNTRIBUTIONS BY RADC TO THE LARGE-
SCALE INFORMATION RETRIEVAL PROBLEM

Several years ago RADC could not begin to say what
type of development catalyst was needed. It could have
been in the form of hZeat generated from “blowing off
steam” about the “vast amount of data that must be
handled” or it could have been in the form of a stim-
ulating hardware development acting as a catalyst in-
serted into all the ingredients and by “stirring around to
bring about enough agitation to get something done in
the field.” As mentioned in literature, the old cliché of
bewailing the fact that we are being overwhelmed with
vast amounts of data and consequently develop only
half-vast ideas, was not all correct, although I remember
using the expression more than once. We accepted the
approach of getting “something” underway and in so
doing we became a doer in the field as well as the cause
of the needed catalystic actions. From the start we real-
ized we would have to accept the empirical approach;
by this I mean a single superior approach was lacking.
We accepted the empirical approach not in total ignor-
ance, for we knew if one was to develop working tools,
theoretical analysis alone would be of little help. In our
search for new storage media in the field of information
retrieval, we came across a high storage density, equip-
mental technique which, when coupled with high read-
out rates, could well be the answer to a practical and
economical MT look-up or dictionary device. There was
one storage medium known at that time that had pos-
sibilities of handling densities in the order of 10° bits per
square inch; this was the work of King and Ridenour in
the use of photographic emulsion on glass disks. The
work that followed is now history-—the disk photoscopic
memory, handling 3X10°% bits/square inch, was made
feasible, providing us with an extremely valuable empir-
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Fig. 1.

ical tool for further research in both information and
retrieval and MT. This is an example to illustrate the
point mentioned earlier, of getting better value in de-
velopment investment when a development group has
interrelated fields. While I am discussing the develop-
ment of the photoscopic memory, I would also like to
illustrate an interesting point. This is of particular in-
terest because it illustrates a sometimes neglected point
in developing an equipment that is dependent on a new
technique. Referring to the photo disk memory, the
equipment necessary to produce a disk was considerable,
but of course necessary, if one was to get a high-density
storage medium (see Figs. 1 and 2).

These two pieces of equipment by themselves do not
represent all the necessary capability required to make
a disk, but do show quite clearly the development in-
volved in reaching a goal of practical and economical
storage. The point here is that development in these two
adjacent fields does not require only development of
data handling equipment per se. It requires development
of all those components that have anything to do with
the creating of the media. Actually, the development
breakthrough here in terms of what had to be done to
produce the required density, was not the disk itself; al-
though this is the end product, it was the precise com-
ponents that allowed us to make this disk from the raw
data on the tapes, thereby providing a facile method of

Fig. 2.

trying many types of stored data. This is not unusual
in development programs of this type, but it is the un-
heralded side. In terms of engineering toil, it represents
70-75 per cent of the work and a substantial portion ol
the development dollars. Feasibility is a wonderful ex-
pression but a tricky term when it comes to develop-
ment work. It was feasible to reduce a “bit” in terms of
laboratory tests—the emulsion always had the resolu-
tion—putting the emulsion on optical flat glass had
been done—reducing the bits to concentric tracks to
disk to show feasibility for a digital store—all this then
is “laboratory feasibility,” and the cost is quite in-
significant when compared to the cost to reduce many
millions of bits in a unit of time on a disk at the ac-
curacy required. This had to be done precisely and
accurately, and peripheral equipment had to be de-
signed and constructed to make the photoscopic memory
workable. The first set has been fabricated and improve-
ments are now underway to perfect the disk-making
equipment. The electronic logic used for reading in and
out of the photoscopic memory comprise the “other
half” of the development.

Now as to the empirical approach in information re-
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trieval. Although it seems that a device would exist that
allowed compact physical storage and efficient retrieval
for large-scale document libraries, such was not the
case several years ago. Today after some doing instead
of speculating, several methods exist. I shall speak of
three RADC equipment developments that cover con-
ceptual voids in the field of storage and retrieval. These
developments can be broken down into two general
categories, both of which depend on environmental and
operational conditions when selection is made.

Category 1—The separation of the index from the
text. Defined, it is the index of the document removed
from the document itself so that the index search is
separate from the physical document. The physical
document is retrieved by an identification number as a
subsequent operation.

Category 2—The combination of the index with the
text. The index will also produce the physical document
when selection is made.

Under Category 1, at RADC we have the Magnacard
Development and the Index Selector. Both these devel-
opments come under the heading of technical develop-
ment, which means in reference to these particular
equipments that we are developing “working” tools for
experimental use at RADC. In the case of Magnacard,
the storage medium is magnetic material deposited on
segmented tape, 1X3-inch plastic cards. Engineers at
RADC feel that Magnacard has excellent potential for
files that require high-speed extraction of information
and also where ease of updating and extensive file manip-
ulation by categories is required.

The Document Data Index Set or the Index Search
Computer for specialized library as reported in another
paper at this conference by Ben Kessel of Computer
Control Corporation, is an Index Searcher designed for
library mechanization. It searches a large volume index
data and prints out the identification of the document-
graphic material, etc., that satisfies the search require-
ments. The Index Searcher uses continuous magnetic
tape as the storage medium and the scan is serial in
fashion.

Under Category 2, that is, index and document text
stored together, we find the Minicard program. As one
would suspect, this philosophy is based on usage with
extremely large files; and, aside from its ability to per-
form random search, it of course reduces file space and
bulk document handling problems considerably. We at
RADC consider this as one of the outstanding examples
in empirical development approaches, and state with-
out reservation that this technical accomplishment is
unsurpassed in the storage and retrieval field. Inci-
dentally, this development has now reached a point
where one can say, “It works.” It is our sincere hope
that large-scale empirical data will be obtained by its
application that will give still further impetus to storage
and retrieval development. Also at this point, it might
be of interest to those in this field that achievements
of this kind do not come easily, and I am sure designers

and engineers in this field realize fully that 4% years is
certainly a short period of time to develop an aggregate
of ten complex equipments having many thousands of
interrelated problems involving optics, emulsions, mech-
anisms, and electronics.

What does all this mean? It means we have mecha-
nized library equipments that will simultaneously give
improved operations and serve as tools by which we
can experiment with various known library languages
and in a relatively short time show the hidden problems
in these index schemes themselves. It will also be quite
natural to design the index around the logic and struc-
ture of the tool. We can prove the worth of indexes by
constant evaluation while building a file.

I was asked to include in my paper all the work being
done by RADC in the field of information retrieval and
MT. In this respect I would like to mention that we are
very much involved in the field of character recognition.
This interest at first came about through the input
problems associated with MT and subsequently con-
sidered for all input problems in data handling such as
auto indexing, abstracting, etc. We have sponsored a
development model which reads one English type font
including numerals, both upper and lower case letters,
space, and punctuation. We also are under way in de-
veloping a Cyrillic character reading machine which
will give the MT field a tremendous boost in cutting
down the transcription cost.

New York University has recently completed the first
phase of a study for RADC on Russian printing matter.
This study included such problems as the variety and
frequency of Russian type faces and sizes in current use;
the reflectance data of the printed type, the reflectance
data of the Russian paper, the absorption and reflect-
ance data on inks used in Russian printing, the predomi-
nant method of printing, and also the frequency of print-
ing errors.

RADC is also doing other work in the MT field be-
sides developing hardware. A contract with the Uni-
versity of Washington has brought forth a lexicon in
the order of 500,000 words with Russian as the “source”
language and English as the “target” language. These
words will be used on the photo memory of the me-
chanical translator. RADC scientists are also aiding
others in supporting the very interesting work of Dr.
Oettinger at Harvard in linguistic work in producing
scientific dictionaries automatically. We are also sup-
porting the longer range efforts of the Cambridge Lan-
guage Research Unit of Cambridge University. This
research centers about the use of logical methods
utilizing the thesaurus approach in obtaining a trans-
lation breakthrough in the multiple meaning problem.
Here thesaurus! means “an organization of word usage
in an ordering dependent on logical content (rather

1 Report on the work of the Cambridge Language Research Unit
for the National Science Foundation prepared by Gilbert W. King
dated July, 1958.
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than on alphabetic content as in a dictionary).” These
two efforts are supported jointly with the National
Science Foundation.

RADC scientists are also aiding in the support of the
Research Group of the Center of Studies on Linguistic
Activity and Cybernetics, University of Milan, Italy.
This work is a continuation of the research studies per-
formed on mental operation and semantic connections.
The Research Group is pursuing the approach that man
has fundamental order in his thinking process and that
these are elements of a correlational net. Taking this
correlational structure of thinking and mastering the
semantic connections which link the input and output
language within this structure, they believe, will be a
solution to some of the more difficult problems in
mechanical translation.?

We have a development that is completed and al-
though it is classed in the field of information dissemina-
tion, we mention it here because it is used in association
with storage and retrieval devices. We feel that dissemi-
nation exists as an important problem in the continuous
flow of data in the field of data handling. This function
can be automatized; the equipment referred to is the
automatic disseminator jointly developed by RADC
engineers and Magnavox Research Laboratory. The
disseminator determines what groups are qualified to
receive a given document and controls the production
and addressing of copies so as to insure that the qualified
groups get their copies quickly. The disseminator must
determine on the basis of the subject and geographical
area of coverage of a given document who is qualified
to receive a copy of that document. The disseminator in-
put, as used in one case by RADC, is the flexowriter
tape that was used in the Minicard camera for control
and code input. The information on the tape is com-
pared to the stored requests in the disseminator as
stored in a magnetic drum. The output is tape that con-
tains control data for manufacturing duplicate Mini-
cards based on a match in the disseminator.

28, Ceccato, “Mechanical translation,” Aufomaz. e Automat.,
p. 1, April, 1958,

SoME REQUIREMENTS OF THE FUTURE

After this cursory review (and I hope some insight) in-
to information retrieval and mechical translation devel-
opment efforts of the RADC, we come to a question of
what lies ahead in these two fields. Before I go too far in
this direction, I would like to mention that the Air Force
has a cardinal interest in the national problem concern-
ing technical information. As can be seen by our efforts,
we are going through a “development era” which we feel
will have a great influence on the national technical in-
formation picture. This is a natural feeling to come from
a group that is engaged in developing techniques and
hardware such as language research, print readers,
automatic language translators, storage and retrieval
devices, and disseminators. Equipment such as this
will, out of necessity, play an important part in the na-
tional picture in both centralized information systems
efforts or in decentralized efforts.

Being in the development field, one supposes we
should have fine prediction qualities in the semantic-
graphic data handling field. Frankly it boils down to
studying the trends, following the curves and coming
out with the statement that future equipment in these
fields should have -faster scanning rates, higher excess
speeds, greater packing power, lower power require-
ments, lower cost, etc. However, anyone can make those
predictions, but in speaking for a group which has a real
invested interest in these fields, we feel the empirical
exploitation of developed equipments should be aggres-
sively pursued and that much more should be done in
language research for both information retrieval and
MT. We feel some effort is “coming about” in this field
but many more “bold steps” must be undertaken.
Mechanical translation by itself is a language problem,
and, by its solution and future use, we only add more
literature in the already heavily loaded field of storage
and retrieval. Being engineers and scientists we tend
perhaps as a group to shy away from the language re-
search side of information retrieval and MT. However,
we have slowly learned over the past few years that
herein lies the ultimate solution to our immediate com-
mon problem.
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Computing Educated Guesses
E. S. SPIEGELTHALY

nighted man-in-the-street, the computer sophisti-

cate is apt to refer to the beasts as “so-called giant
brains” or as “lightning-fast idiots.” He knows, as do
we, the great gulf which separates the human brain from
the general-purpose digital computer. Still, the exact
dimensions of that gulf are quite unknown, and the
desire to show that the hiatus between man and ma-
chine is smaller than many suspect impels both the ad-
venturesome and the iconoclastic. The attempt, the
successful attempt, to automate one area hitherto con-
sidered an exclusively human domain constitutes my
topic today.

We are all familiar, if only by hearsay, with the
troubles that can beset the best of computer programs
if the input to the program is not thoroughly debugged.
For a program designed to test the putative behavior of,
say, a proposed steam turbine, where the input consists
of a scant dozen or so parameters, input debugging is
hardly a problem. The situation is quite different for a
data-processing operation, particularly when the in-
put is massive, as it usually is. Three alternatives, all un-
pleasant, present themselves to the supervisor of such
a large-scale data-processing operation. He can build a
wide variety of error-detecting features into his pro-
gram, flagging all input errors for subsequent human
correction, he can employ a host of human pre-editors to
clean up the input, or he can hope that input errors are
rare, and let it go at that.

Unhappily, there are many applications where errors
are not rare, where the do-nothing solution is obviously
frivolous and where, consequently, a sizeable group of
humans is necessary, either as pre-editors or as on-line
trouble-shooters. Nor is it always the case that the
necessary human beings can be clerical types. Certain
input debugging calls for sophisticated and knowledge-
able practitioners. We are all hopeful-—almost all, any-
way—that keypunch machines and operators will sooner
or later be superseded by character-reading devices and
the like. There is no philosophical difficulty in conceiv-
ing of typed, printed, or handwritten characters being
translated directly into computer language without any
human intervention, provided, of course, that those
characters were correctly typed, printed, or written to
begin with. Suppose, however, that the source char-
acters are incorrect. Consider the ingenuity expended in
the Post Office just in recognizing all the variations of
“Albuquerque.” Our Russian colleagues are supposed to
be far advanced in the domains of automatic translation
and character-reading, but present their machines with

TO DISTINGUISH himself from the poor be-

t General Electric Co., Bethesda, Md.

a first edition of “Cybernetics,” with all its typograph-
ical errors, and horrible difficulties would ensue. Our
choice, then, is clear. Either we admit that many im-
portant data-processing applications are impossible to
automate completely, or we find a way to mechanize the
human capacity for making educated guesses. We be-
lieve that, for some applications at least, we have found
a way.

While the techniques we have developed were con-
ceived with one particular application in mind, 1 shall
describe them without reference to that application,
successful as it was. The principal reason for taking this
tack is to be able to present the basic, quite general,
features of our method without being tripped up by the
special form-fitting required by the actual problem. So,
let us be general, and consider any language with which
humans attempt to communicate with one another.
These may be natural languages, like English or Ger-
man, or artificial languages like Esperanto or certain
telegraphic codes. There are all sorts of personal rea-
sons for communication being difficult—ignorance,
dogmatism, poor sentence structure, etc.; however,
even if these factors did not exist, all sorts of nonhu-
man noise would beset would-be communicators. In-
formation theory makes much of “redundancy” as an
aid in error-detecting and error-correcting when a noisy
channel is being used. Indeed, even humans who have
never heard of information theory make continual, and
skillful, use of redundancy in unscrambling all sorts of
garbled communications, whether the trouble be cross-
talk in a telephone conversation or missing letters in a
crossword puzzle. Without attempting to build a model
of the brain, replete with neural nets and such, let us see
if we can single out the functions performed by human
redundancy-exploiters. If these functions turn out to be
performable without recourse to extrasensory percep-
tion or to the psychokinetic effect, our automation
problem is essentially solved. There remain only the
minor problems of collecting all the necessary data,
carrying out a rather gruesome programming task and
finding a computer fast enough and capacious enough to
make our solution practicable. I shall return later to
this question of practicability. At the moment, allow
me to sketch the functions which, when suitably pro-
grammed, allow a general-purpose computer to simulate
a redundancy-exploiting, error-detecting, and error-
correcting human being.

Rather than jump into a completely general and ab-
stract formulation, let me use a concrete illustration.
Fig. 1 shows two familiar sights, a correctly prepared
mailing envelope and, below it, a somewhat sloppier ver-
sion of the same thing. We shall assume at first that a
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John 1. Zilch

40 Blueberry Lane

Boston 3, Mass
Computers Ltd.
123435 E. 152nd St.
Phoenix, Ariz.

(a)

Att.: Mr. P. B. M. Smith

JohnlIZilch

40 Blueberry Line

Bost.Massachuesets
Computers LId.
112345 E 152
Pheonlx,A.

(b)

Attention Smith

Fig. 1—Envelopes, (a) good, (b) bad.

“perfect” character-reading device has “read” the per-
fect envelope, and consider the functions which must be
performed by a machine to “understand” the envelope,
1.e., to route it to the correct addressee by the desired
means, e.g., air mail or first class. We shall then consider
a fallible character-reading device reading the lower,
garbled, envelope, and see what can be done there. It
should be emphasized that, in this application, we are
not concerned with the essentially straightforward task
of actually routing the envelope to its destination. Our
job here is just to ascertain the information needed by
the routing program.

Our machine must perform two separate functions on
each “word” read from the envelope. A word here is any
group of contiguous characters on one horizontal line,
not containing any embedded blanks or commas. Given
any such word, the machine must first ascertain the
class of words represented by this word. In our example,
the machine must determine that “Phoenix” is the
addressee’s city, and that “I.” is an initial of the sender.
This first function is called the “identification” of the
word. The second function is that of “recognition.”
Having established the class to which a word belongs, it
is next necessary to determine which one of the class
members the given word represents. In our first example,
the recognition process is simple, almost trivial.
“Phoenix” is matched against every element in a master
list of cities and, lo and behold, it is found that “Phoe-
nix” is “Phoenix.” A glance at the lower envelope on
Fig. 1 will reassure you that the recognition problem is
not always a trivial one.

The identification process is fairly easy for a Gestalt-
perceiving, pattern-recognizing human who is himself
accustomed to writing envelopes according to the stand-
ard format. The machine needs a little help in this direc-
tion. Fortunately, we can provide this help. On the one
‘hand, we can program our machine to elicit the same
data that our pattern-recognizing facility allows us to
obtain. Clearly, our character-reader will be able to
note, for each word, its relative position with respect to
all other words on the envelope, and its position with
respect to the envelope itself. For each word, then, we

start off with the knowledge of the line it is on, its posi-
tion on the line (left end, right end, interior) and the
words which flank it on either side. With a little extra
programming effort we can determine the length, <.e.,
the number of characters of each word, its character
pattern (is it all alphabetic, all numeric, some sort of
hybrid?) and, perhaps, the presence in the word of some
salient feature, e.g., the colon following “ATT.:”. In-
deed, we can usually determine quite easily much more
information than we need for the identification of our
words. Much more, that is to say, when we are dealing
with a noiseless channel, and/or a communication for-
mat as simple and relatively invariable as the front of
an envelope.

Of course, whether this information is adequate,
overly complete, or inadequate depends on how we use
it. At this point in the identification process, the machine
must turn to its accumulated store of factual knowledge,
a store which is compiled by a subsidiary program in
advance of production running. This store consists of
lists and tables of probabilities, and provides the data
which, in conjunction with the specific information for
each envelope, allow each word to be identified with a
high probability of correctness. Our basic technique
here is the use of Bayes Factors as instruments for
weighing evidence. Fig. 2 gives the essentials of this
technique.

For each class of words that can occur in the specific
type of communication in question—mail envelopes, in
our example—an @ prior: probability is given for the
occurrence of a representative (or two, or n) of that
class. This probability, like all the others we use in this
process, is derived from frequency counts on sufficiently
large samples of the data to be processed. Also for each
class, we provide the probabilities that, for example, a
specific representative of that class will have length
3, or 4, or 5, or that the class representative will be
found at the beginning, or the end, of a line. In brief,
for every piece of information we scan each envelope
for, we have a corresponding set of probability distribu-
tions, one set for each class of expected words.

In the identification phase of our program, we con-
sider one actual word at a time, testing that word
against the hypotheses that it is a representative of ex-
pected class A, B, etc. Eq. (1) in Fig. 2 gives the skeleton
of such a test. Here we are testing the hypothesis that
the word “Smith” is a representative of the “zone-
number” class. Our frequency counting is supposed to
have informed us that the @ priori probability that any
word on our envelope is in the zone-number class is
0.017. We first test our hypothesis by using the empiri-
cally-determined fact that “Smith” has length 5. This
gives us our second term on the right side of (1), z.e., the
Bayes Factor for the “length event.” The product of the
Bayes Factor and the a priori probability is the @
posteriort probability that “Smith” is a zone-number.
Not very surprisingly, this is a small number. We now
compare this number with two thresholds. If the a
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P(E:/H)

where

P(H/E,) = P(H) rH)- == 1
P(Ey) P(E,/H)P(H) + P(E:/H)P(H)
_ _ > 0.000001 = Rejection Threshold
= (0.017)(0.0001) = 0'0000017{< 0.9 = Acceptance Threshold
B _P(E:\/H)P(Es/H - Ey) -~ P(Ey/H) P(E»/H)
PU/E:B) = P(H) P(Ey-Ey) PE) P(E) P(E) @

= (0.0000017)(0.00001) < 0.000001 = Rejection Threshold

H=hypothesis that “Smith” is a “zone-number”
E, =the event that the length of “Smith” is “5”
Y E,=the event that the pattern of “Smith” is “all alphabetic”

Fig. 2—Hypothesis testing.

posteriori probability exceeds the acceptance threshold,
we accept the hypothesized identification and turn our
attention to the next actual word; if the probability
falls below the rejection threshold, we reject the hy-
pothesis, and test the actual word against the next ex-
pected word class. Finally, if our probability falls be-
tween the two thresholds, we test the same hypothesis
against the next event, using our @ posteriors probability
as the new @ priori probability. In our example in Fig.
2 we have been generously low with our rejection
threshold, so that it is necessary to go to (2) where we
test the hypothesis, ¥Smith = zone-number,” against the
character pattern, and allow the low probability of a
zone-number consisting exclusively of letters, to push
our hypothesis into limbo. If we were scanning French
addresses, with zone-numbers given in Roman numerals,
the Bayes Factor in (2) would be very different.

After scrutinizing all the actual words on the envelope
in this manner, we may find that certain words are still
unidentified. In this case, we iterate through our process
once again. However, certain features of the process will
have changed. Suppose that we have identified two
different zone-numbers in the first pass. Since we expect
to find no further zone-numbers, we no longer test any
of our undecided actual words against the hypothesis
that they are zone-numbers. This not only reduces our
processing time—it also changes the a priori probabil-
ities of the remaining word classes, and affects the num-
bers entering into all the Bayes Factors. Another change
in the second pass is that new evidence can be used to
give rise to Bayes Factors. A word identified as a zone-
number in the first pass provides strong evidence that
the word to its left is a city name. Clearly, the topolog-
ical relationships subsisting between words cannot be
utilized until some words have been identified.

If successive identification passes still leave a resid-
uum of unidentified actual words, as might happen if,
for example, two or more words were run together, thus
appearing to the machine as one word, there are sub-
sidiary tricks that can be played. Due to time limita-
tions, I shall have to leave these tricks to your imagina-
tion, and move on to the recognition phase.

In the simplest case, all actual words will have been
correctly identified and, if the words are all correctly
spelled and correctly ingested by our character-reader,
recognition will consist of little more than finding the
exact match in the proper list, a list determined by the
identification of the word. It is possible to make even
this simple process simpler or, at least, faster. To search
a list of all the cities in the United States can be time-
consuming, particularly if the list must be transferred
from tape to core memory. However, if the correspond-
ing state has previously been recognized, then a much
reduced list of cities can be inputted and searched. Sup-
pose further that the corresponding zone-number has
been recognized as “25.” Then we need consider only
those cities in the given state which have at least 25
zones. .

If we are bound to get a direct match whether we
scan a big list or a little list, this process of list reduction
is of secondary value only. It is when a direct match is
not forthcoming that this technique assumes greater
importance. In the absence of a direct match, we are
constrained to use brute force techniques of a more or
less sophisticated nature. If we are fortunate enough to
reduce a list down to one entry, then we can avoid brute
force completely. Failing this, we can expect two ad-
vantages to accrue to the use of a reduced list, in general.
First, for the same elapsed time, we can employ more
brute force techniques per list entry; second, we can at
least hope that, by reducing our initial list, we will ex-
punge spurious candidates to which our brute force
techniques might give scores equal to, or even greater
than, the score of the correct candidate. For example,
Fig. 3 gives one horrible example, often quoted in this
connection. Recognizing (a) as being either “New
York” or “Newark” is an awful job. A non-brute-force
technique, such as list reduction, which removes the
false entry from consideration is a welcome way of
cutting this Gordian knot.

Again for lack of time, I must give the actual brute-
force techniques a very hasty treatment. Let me men-
tion just two techniques of the many available. To
match a word which has had two letters transposed [as
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in (b) in Fig. 3], against the original word, we look for
list entries with the same letter composition as our ac-
tual word, <.e., entries with the same number of 4’s,
B’s, C’s, etc. Scanning these for a single transposition is
relatively easy.

A second technique is useful when a letter or two (or
more) has been erroneously dropped from, or added to,
a word. (c) in Fig. 3 is due to a stuttering typist who re-
peated the first letter of the word. Two words run to-
gether provide further examples of this kind of noise.
What we try here is a direct match of our actual word
with a proper subset of our list entries, and vice versa.

(a) Newyark
(b) Pheonix
(c) Bboston

Fig. 3—Typical typographical errors.

If no amount of brute force seems to work, and cer-
. tain words just cannot be recognized, we can either give
up gracefully at this juncture or we can admit, even
more gracefully, that one of our educated gusses might
have been wrong. If we choose the latter alternative, we
have the messy job of deciding whether we went hay-
wire in the recognition phase, or all the way back in the
identification phase. In either case, it is still necessary
to find a likely spot for picking up the dropped stitch
without causing the entire garment to unravel. Some-
times, indeed, we are left with the original ball of wool.
These, however, are almost always the cases which
stump human editors.

This ability to iterate back, and back, and back, can
of course lead to excessive use of computer time. It does
have its advantages though. It means that a bad guess
is not an irrevocable misstep. It also means that various
parameters, the identification acceptance and rejection
thresholds, for example, are not nearly as critical as they
would be in a once-through process. Since these are
among the hardest parameters to estimate accurately,
any diminution of their sensitivity is a positive gain.

At this point, I should like to restate our major tech-
niques in somewhat folksier terms than “Bayes Fac-
tors” and “list reduction.” In our identification phase,
we attempt to use the constraints imposed by the for-
ma