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you choose your own tools.

It’'s no secret that the faster you can design your ASICs, the faster you can get your
products to market. Which is why Fujitsu lets you decide which design tools to use. Then we
provide you with all the on-site support you need to breeze through not only product develop-
ment but also product verification.

As your ASIC partner, we've got what it takes to help you turn a good idea into a great
new product.

If you choose a popular engineering workstation, for example, we'll support you
all the way, With libraries, convertors, test vector editor and a powerful, menu-driven
file-management program called FAME (Fujitsu ASIC Management Environment) that boosts
productivity by 300%.

If, on the other hand, you're using computers running third-party software, we'll
support you there too. Our support goes even further with ViewCAD™ A complete set of easy-to-
use tools that gives you a choice. Use ViewCAD for on-site verification or as a complete,
stand-alone ASIC engineering workstation.

ViewCAD supports your entire design cycle. From schematic capture and logic design
rule checking to test data entry, simulation, analysis and data conversion. All running
on your favorite industry-standard UNIX*-based platforms. And all from Fujitsu.

ViewCAD puts years of ASIC experience under your belt. Experience that has led to
more than 10,000 successful designs. And made Fujitsu the world's leading ASIC supplier.

ViewCAD'’s design methodology helps you shorten your product development
cycle. Because it catches more design errors earlier in the process. Its powerful design
capabilities and X Windows™ software lets you easily handle the overwhelming compiexities
of high-density ICs. Even our 100,000 gates and beyond.

With ViewCAD, you get the benefit of a powerful simulator that provides you with
virtual mainframe compatibility. Including a simulation-to-silicon correlation of over 99.9%.

What's more, you can integrate ViewCAD with third-party tools for interactive
design verification.

Which ensures the integrity of your design and reduces design verification and
modification time. So your circuit is closer to silicon than ever before. And you're closer to market.

But supporting your design tool decision is only part of the story. As your ASIC
partner, we expand your design team, providing you with fully staffed and equipped
technical resource centers, coast to coast.

Each able to train your engineers and provide twenty-four hour design suites,
s0 you can work whenever inspiration strikes. You also get ASIC sales and marketing
support to help you smooth out all the administrative wrinkles.

So no matter what your decision, you can count on Fujitsu to support it. Which,
after all, is everything an ASIC partner should be.

E
FUJITSU
L

FUJITSU MICROELECTRONICS, INC.
Integrated Circuits Division
3545 North First St., San Jose, CA 95134-1804. (800) 642-7616

Everything an ASIC partner should be.

UNIX is a.registered trademark of Bell Laboratories. /X Windows is a trademark of the Massachusetts Institute of Technology./ViewCAD is a trademark of Fujitsu Microelectronics, Inc.
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s MASSIVE PARALLELISM

Massive parallelism can
be a key to higher per-
formance, and VLSI chip
technology can facili-

tate the path to success
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EJTRUCTURES
MATRIX CRUNCHING WITH MASSIVE PARALLELISM

BOB CUSHMAN, Senzor Editor

Massively-parallel architectures are about the only way to get past the Von
Neumann bottleneck, and today’s “mega-transistor” VLSI chips are making
these new architectures practical.

[JERFORMANCE PROJECTS

THE PEGASUS CPU

JAMES ). BOHANNON, E/xsi Corp., San Jose. Calif.
The CAE environment was one of the most critical factors in successfully

designing a new “‘superframe” computer—that combines the best of J&/
supercomputer and mainframe capabilities—and bringing it up to actual (

code execution in a few short months.

[JERFORMANCE PROJECTS

A SINGLE-CHIP MODEM FRONT END

RAOUF HALIM AND DANNY SHAMLOU, Hayes Microcomputer
Products Inc. Norcross, Ga.

The successful in-house design of an analog front end for a
high-performance international 2400/1200/300-bps modem
was built on a very close vendor-user relationship.

[CJETHODS

RECREATING THE COMMUNICATIONS
ENVIRONMENT

BILL JENNINGSCHECK AND MIKE FERGUSON, /_cze/

One Communications Inc.. Folsom. Calif.

Combining digital and analog circuitry within a transceiver
presents design, simulation and test difficulties. One partic-
ular hurdle is recreating the system’s environments for accurate
simulation and testing.

[[JETHODS

DIGITAL SIGNAL PROCESSOR ICS
LUIS BONET AND TIM A. WILLIAMS, Mororola Inc..

Austin, Texas

The designer is presented with a methodology that can yield
optimum application-specific DSP ICs—that fully implement ——
the desired algorithms at minimum cost.

Wr(
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Daisy’s standard
NOW runs on an

Introducing the
Advansys Series” of
high performance
CAE workstations.

Now the electronic design environ-
ment you’ve dreamed of is here.

Because the most advanced design
tools in the world now run on the
worlds most advanced standard
platform.

The Sun 386z

We call it the Advansys SU’]LS
And it encompasses
some of the most

the demands of real world electronic
design. Everything from design
entry to digital and analog simula-
tion, IC and PCB layout, fault
simulation and test tools.

But with Advansys, your capabil-
ities don’t stop at your desktop.
Because Daisy’s unique network
computing concept lets you create
an affordable team design environ-
ment incorporating a wide range of
powerful network resources.

Like Daisy’s MegaLOGICIAN"—
the most widely used
simulation accelerator

ever created. Or the

powerful design tools
ever developed. Plus a variety of
affordably priced workstations.
Including the 20 MHz and 25 MHz
Sun 3867, as well as Daisy’s own
LOGICIAN® 386 and the newly
enhanced Personal LOGICIAN™
386. All share a standard system
level environment, featuring UNIX"
advanced X Window System
graphics, Sun’s NES™ distributed file
system and standard TCP/IP
communications.

Now you can get the workstation
performance and flexibility you've
demanded for your desktop. Includ-
ing up to 5 MIPS of processing
power, high resolution graphics
display and an integrated UNIX/
DOS environment.

Even better, all these advanced
workstations run Daisy’s field-
proven Advansys software packages.
Eight turnkey tool sets that meet all

B

brand new GigaLOGICIAN™ with
up to 30 times greater performance.

For complex system simulations,
there’s Daisy’s PMX? the most popu-
lar physical modeling system in
use today.

You can also link with network
servers like the Sun-4" based XL
Server for analog simulation or PCB
routing. And Daisy lets you access
all this power simply by opening a
window on your Advansys desktop
workstation. Eliminating file trans-
ters and other time consuming
bottlenecks.

To find out more about the new
Advansys Series, call Daisy today
at 1(800)556- 1234 ext. 32. In
California: 1(800) 441-2345, ext. 32.

We’re raising the standard of
excellence for electronic design.
European Headguarters: Paris, France (1) 45 37 00 12.

Regional Offices: England (256) 464061,
West Germany (89) 92-69060; Italy (39) 637251.
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ASICs will be the
foundation for

tomorrow's high

performance products

YESI SYSTEMS DESIGN

R oM T H E E D I T O R

ASICs: The Migration to
Mainstream Accelerates

nly five years ago, when ASICs were “the new kid on the block”, one of the

system engineer’s biggest challenges was to convert his/her board design to
one or more ASICs. The tools available for designing ASICs were relatively crude and
required that the user have a lot of IC design expertise in order to operate them efficiently.
The design-to-prototype cycle was long, first pass success was a big gamble, and there was
a strong possibility of missing an important market window.

But the rewards were great. Converting a board full of standard logic chips to a few
ASICs produced systems with shorter data paths and higher system speeds. The uniform-
ity and reliability of the integrated circuits were much higher than most printed circuit
board assemblies. The custom circuits were more gate-efficient than designs using
standard TTL. The physical size of the systems were considerably smaller. In addition, the
overall cost was usually lower. However, since the high performance of these products
depended directly on the ASICs, the systems engineers tended to concentrate their efforts
on the ASICs (and their design) rather than on the system (and its design).

Today, ASICs are even more important. They can be the key to keeping a company’s
products competitive. Now, however, the systems engineer’s biggest challenge isn’t the
ASIC and its design, but rather in how ASICs can best be leveraged to deliver even higher
performance systems and products. They also still look at ASICs as a way to get a
proprietary “leg up”on the competition. Perhaps the biggest testimonial to this growing
trend can be seen in the literature describing today’s latest and hottest new products.
Many times, more ink is devoted to the number of ASICs and their gate counts than to the
system features and specifications.

It may sound like ASICs are used mainly as a promotional gimmick. Maybe it’s true in a
few rare cases, but ASICs have proven their worth in many product applications that have
ranged from medical (pacemakers) to musical (CD players). ASICs have accelerated into
the mainstream where they will continue to deliver the performance and functionality that

is a must for the next generation of high performance systems and products.

c
ROLAND WITTENBERG
EDITOR-IN-CHIEF
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There Will Still Be a Few Uses
for Conventional ECL ASICs.

Cold facts: now the highest-density ECL logic array runs at a
cool 1/10 the gate power of competing devices.

Raytheon’s ASIC design expertise
and proprietary technology make
conventional ECL arrays too hot to
handle. The superior performance of
the new CGA70E18 and CGA40E12:
the ECL logic array family with the
highest density and the lowest power
requirement now available.

[ Superior performance: 300 pS

delay and 300 uW (typical gate) power

dissipation deliver the industry’s low-
est speed-power product: <0.1 pJ.
loggle frequency 1.2 GHz (typical).

[J Highest density:
CGA70EI8 — 12540 equivalent gates
CGA40E12 — 8001 equivalent gates

[J Lowest power: Industry’s smallest
bipolar transistors result in power dis-
sipation that is a fraction of conven-
tional ECL at comparable propagation
delays. Typical chip power dissipation
of 3W to 5W.

O Et cetera: Interface TTL, ECL
(10K, 10KH, 100K), ETL. Customer
access to proven, fully 'ntegrated
CAD system. Commercial and mili-
tary operating ranges.

CIRCLE NUMBER 2

Call Raytheon for access to the right
ECL technology. We’re not blowing
any smoke, and neither should your
system’s performance.

Raytheon Company
Semiconductor Division

350 Ellis Street

Mountain View, CA 94039-7016
(415) 966-7716

Access to the right technology

Raytheon



IEEE INTERNATIONAL
CONFERENCE ON
WAFER-SCALE INTEGRATION

January 3-5, 1989
Fairmont Hotel
San Francisco, Calif.

his conference will present

a balanced program of all
the aspects of monolithic wa-
fer-scale integration, includ-
ing theory, technology, appli-
cations, and products. The
program will feature contrib-
uted papers, poster presenta-
tions, and panel discussions
and will cover topics such as
wsl reliability, yield model-
ing, wafer-scale CAD systems,
packaging, power/ground dis-
tribution, signal and image
processors, and wafer-scale
memory. For further informa-
tion, contact Patty Patterson,
TRW Defense Systems Group,
1 Space Park (R2/2076), Re-
dondo Beach, Calif. 90278.
(213) 812-0788. k]

IEEE 1989 AEROSPACE
APPLICATIONS CONFERENCE

February 12—17, 1989
Breckenridge, Colo.

{ ponsored by the South
k) Bay Harbor Section of the
IEEE, the empbhasis of this con-
ference will be on applications,
present and future. Sessions
will cover such topics as sys-
tem concepts, computer and
microcomputer applications,
system management, millime-
ter and microwave technology,
communications and telem-
etry, software methodology,
electro-optic applications, VLSI
and semiconductor technol-

8 VLSI SYSTEMS DESIGN

instrumentation and

ogy,
measurement, graphics and
display systems, energy and
space applications, aerospace
manufacturing and testing,
and small aperature terminals.
Additional information about
the conference may be ob-
tained by contacting Harvey
Endler, Registration Chair-
man, 15137 Gilmore St., Van
Nuys, Calif. 91411. ]

1989 INTERNATIONAL
SYMPOSIUM ON VLSI
TECHNOLOGY, SYSTEMS,
AND APPLICATIONS

May 17-19, 1989
Taipei, Taiwan, R.0.C

apers are being solicited

_ for presentation at the
1989 International Sympo-
sium on VLSI Technology, Sys-
tems, and Applications. To-
pics will include modeling and
simulation, materials and pro-
cessing; logic, memory, and
analog ICs; design tools, cus-
tom VLSI and gate arrays; per-
sonal computers, microproces-
sors, fault tolerance, design for
testability, CAD/CAM, automa-
tion and robotics, worksta-
tions, signal and image pro-
cessing, software and expert
systems, and computer periph-
erals. Interested authors

should submit, by January 8,
1989, a 35-50-word abstract
and 20 copies of a 300-600-
word summary with support-
ing figures to: Dr. John Y.
Chen, Technical Program
Chairman, Boeing Electronics,
High Technology Center,
P.O. Box 24969, MS 7]-56,
Seattle, Wash. 98124. ]

INTERNATIONAL TEST
CONFERENCE 1989

August 29-31, 1989
The Sheraton Washington Hotel
Washington, D.C.

" ponsored by the IEEE’s
h_J Computer Society and
Philadelphia Section, the ITC
provides a major forum for the
exchange of information about
the testing of electronic de-
vices, assemblies, and systems.
This year’s conference focuses
on innovative test techniques
and equipment needed to meet
the challenges of the future.
Technical presentation topics
will include built-in-self-test,
computer-aided engineering,
design for testability, design
verification, fault modeling
and simulation, memory de-
vices, microcontrollers and
microprocessors, printed cir-
cuit boards, surface mount as-
semblies, system test, wafer-
scale assemblies, quality and

alendar

reliability, standards, and test
economics. Authors are invit-
ed to submit, by January 16,
1989, a 35-word abstract, and
either a 500-word summary or
a full manuscript to Ray Mer-
cer, Program Chair, Interna-
tional Test Conference, Mill-
brook Plaza, Suite 104D,
P.O. Box 264, Mount Free-
dom, N.J. 07970. For more
details, call Doris Thomas, at
(201) 895-5260. | |

INTERNATIONAL CONFERENCE
ON SEMICONDUCTOR

AND INTEGRATED

CIRCUIT TECHNOLOGY

October 2228, 1989
Bezjing, China

D esigned to provide an in-

ternational forum on se-
miconductor and integrated
circuit technology, this con-
ference will cover such topics
as amorphous silicon, bipolar
technology, CAD, CMOS tech-
nology, dielectrics, electrical
characterization, fab safety and
maintenance, IC design, inter-
connect technology, multile-
vel interconnect, packaging,
process characterization, rapid
thermal processing, and relia-
bility/yield. By January 9,
1989, interested authors
should submit a 300-word ab-
stract detailing the work to be
presented. To submit abstracts
or to obtain additional infor-
mation contact Linda Reid,
Continuing Education in En-
gineering, University Exten-
sion, University of California,
2223 Fulton St., Berkeley,
Calif. 94720. &

ILLUSTRATION BY LORRAINE RAYWOOD



GAZELLE'S NEW GA22V10 LOGIC DEVICES

Breakneck Performance at Breakthrough Prices
Anyone designing a 25 MHz to 40 MHz microcomputer is
familiar with the three trade-offs of support logic: speed,
affordability and availability.

Until now, nobody’s ever solved all three at once.

The problem is that support logic has to run twice as

fast as the CPU. Or the whole system slows down by a full
third. Or more.

|
o

So a 33 MHz CPU nee ds Performance GA22V10-7 GA22vV10-10
a 66 MHz 22V10. But that teo 7.5ns 10.0ns
doesn’t exist in silicon. ts 3.0ns 36ns
And CPUs just keep teo 6.0ns 75ns
getting faster. fuax 110 MHz 90 MHz

Problem solved: Volume Price $37.00 $31.00

Gazelle’s new 110 MHz
GA22V10s. At great prices. In quantity.

The result?

Swifter 68030s. Extraordinary 80386s. Accelerated

|

“'ii

-
-
— < — 88000s. Full-speed SPARC.™ Red-hot RISC. All priced
"- _- competitive y‘
proa The reason?
e AT e S ~ ati AAC
Gazelle’s GA22V10s are TTL-compatible GaAs—100%
aze I I e in and function compatible with silicon. At just 34¢/MHz,
I; lel h s d f sil ]
hey deliver rice advantage of silicon 22V10s. But at
(408) 982-0900 tllOYMH' tel [ "e . the tvge e as fast. And fast enough
Call for an information Kit. z, they re more than 1CC as Iast. stenoug
Or send your name and to outrun the fastest CPUS.
address to Gazelle, Dept. B, 2 e I oy =
E o e Butinexpensive enough to outsmart the toughest
CA 95054. C()I]l})e[l[lOI].
SPARC is a trademark of Sun Microsystems, Inc. Gazelle is a trademark of Gazelle Microcircuits, Inc. © 1988 Gazelle Microcircuits, Inc. All rights reserved
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Retargetable C Compiler and Assembler

tep Engineering has augmented its Metastep microprogram
language and added a front-end C compiler, allowing de-

' signers to create C compilers for custom architectures. The C
compiler performs machine-independent optimizations such as
reuse of expressions in the body of the code, strength reduction,
common subexpression elimination, and loop unrolling. The
output is then consumed by the Metastep language system,
which the designer configures for his architecture by using
augmented Metastep macros. So, designers can program custom
systems using C, Meta-step assembly-level language, and micro-
coding. The Metastep Microprogram C Compiler runs on Ms-
DOS computers ($4,995), Sun Microsystem workstations (from
$9,995), and VAX computers (from $19,995). F

More Memory from Mitsubishi

Software Development Support for DSP Chips

recent announcement by

Texas Instruments Inc.

(Dallas, Texas) brings ex-
tensive software support, at a
level normally associated with
microprocessors, to TI's 32032
digital signal processor. The
SPOX real-time operating sys-
tem from Spectron Microsys-
tems (Santa Barbara, Calif.)

ment for 32032-based systems
and, by providing a 32032-
resident operating environ-
ment, eliminates the need for a
general-purpose CPU beside
the 32032. SPOX is included in
TI's XDS-1000 development
package ($16,000), which in-
cludes an emulator, a C compi-
ler/assembler/linker, and a de-

new 512-kbit programma-

ble ROM memory chip has

been added to the
power CMOS memory line of-
fered by the Semiconductor
Division of Mitsubishi Elec-
tronics America Inc. The
high-speed, 100-ns 512-kbit
UV EPROM is available in a 28-
pin, 600-mil Cerdip package
(M5M27C512AK-10) that is

low-

quantities. The chip, which is
targeted at embedded-control
microprocessor memory appli-
cations, is organized 64 K x 8
bits. It features TTL-compati-
ble inputs and outputs in both
the read and program modes.
Since the configuration is in-
terchangeable with NMOS 512-
kbit EPROMs, it allows easy
upgrading from 64-kbit, 128-

simplifies software develop- | velopment board. W | tagged at $22.60 in 100-unit | kbit and 256-kbit EPROMs. B

One-Board 68030-Based Computer for VME Systems

sing some high-density packaging techniques, Force Computers Inc. (Ottobrun,
West Germany) has crammed a complete 68030 computer onto a single VMEbus
board. Central to the CPU-37’s design is a 135-pin gate array that provides VME
bus interface and control functions, including DSACK gen-

eration, bus error generation, system reset,
bus clock, and all on-board control
logic. Given this chip and some
daughterboards, the CPU-37 can ac-
commodate a 16.7-MHz or 25-MHz
68030 and 68882, up to 4-Mbytes of
RAM, three serial ports, an SCSI inter-
tace, a floppy-drive controller, and an
Ethernet transceiver interface. Preci-

sion surface-mount technology is the
shoehorn for putting all this capabili-
ty on one board. A bare-bones board
is priced at $3,990, and the fully
configured computer costs $5,890.m

Py,
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Update Pampers PADS-PCB

7y AD Software Inc. (Little-
. ton, Mass.) has rolled out

the latest release of its
printed-circuit-board layout
system, PADS-PCB Version 3.0.
The new release has added sev-
eral features to the previous
version, such as:
enhanced design

component and moved, rotat-
ed, copied, stepped and re-
peated, placed on the reverse
side of the board, and even
stored on a disk for future use.
Two new options were also
announced for the new release
of  PADS-PCB.

These options in-

rule checking; an
improved surface-
mount design sys-

clude an autopla-
cement package
and a graphics

tem; networking
capabilitiesthat
allow users to
share a common library; and
added support for metric
units. Version 3.0 also features
“group operations” that allow
users to define groups of com-
ponents, including connec-
tions and routes. These groups
can then be handled as a single

package that sup-
ports high-resolu-

tion graphics
cards from Number 9 Com-
puter Inc. (Cambridge,

Mass.). The PADS-PCB Version
3.0 is priced at $975, while
the autoplacement option
(PADS-PLACE) and high-resolu-
tion option (PADS-HI-RES) run
$350 and $495 respectively. ®

Analyzers Scale New Lows

ewlett-Packard Co. has
« unveiled two new scalar
network analyzers. The

HP8757E is priced from
$7,500, while the HP8757C,
which includes additional fea-
tures and a color display, is
tagged at $9,000.

The 8757E includes: three
detector inputs with choice of
ac or dc detection; a 76-dB
dynamic range with ac detec-
tion; two display channels; an
internal plotter/printer buffer
that allows hardcopy output
simultaneously with testing;
and fully annotated displays
including trace cursors and
min/max search functions.

The 8757C has all the fea-
tures and performance of the
8757E, but it also provides: a

DECEMBER 1988

four channel color display; a
limit line test capability that
provides on-screen pass/fail in-
dication; disk interface capa-

bility that allows external stor-
ing and recalling of both test
setups and data; adaptive nor-
malization for calibrated mea-

surements On NArrow sweep
ranges after a wideband cali-
bration; and up to 1,600 mea-
surement points per sweep. ll
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Cranking up Triple Pallette DACs

y developing a triple pallette DAC that runs at 165 MHz,

*. Integrated Device Technology (Santa Clara, Calif.) has re-
moved one of the constraints that kept graphics manufactur-

ers from exceeding the 1,200- X 1,000-pixel resolution stan-
dard. The higher clock frequency can refresh screens that have
resolution as high as 1,600- X 1,200-pixels. The IDT75C458’s
higher speed can also allow systems to refresh at 70 Hz rather
than 60 Hz, a step that minimizes flickering on the display.
Although pin compatible with the BT458 pallette DAC, the part
consumes 1 W, half the specification of competing devices. Its
accuracy is rated at Y2 LSB. The 165-MHz version is tagged at
$213; lower-cost versions are available that run at 122 MHz, 110
MHz, and 80 MHz. @

Harris Buy of GE
Semiconductor Sealed

he payment of $206 mil-

lion before the end of this

month by Harris Corp.
(Melbourne, Fla.) marks the
final scene of the General Elec-
tric semiconductor saga. The
deal also includes Intersil and
most of the RCA solid state
business that GE picked up
last year. The signing of the
agreement was announced by
John T. Hartley, chairman
and CEO of Harris. The merg-
ing of these operations will
make Harris the nation’s sixth
largest semiconductor vendor.
Jon Cornell, who headed Har-
ris’ Semiconductor Sector be-
fore the acquisition, has been
given the nod to run the ex-
panded operation. @

HARTLEY



Compute-bound

problems become
1/0-bound
problems

ONG before Justin
Rattner started Intel Scientific
Computers, he had to choose
which college to attend. Unlike
other high school students in Los
Angeles, he eschewed the nearby
California schools and reached out
across the country to wintry up-
state New York, where resides
Cornell University.

Justin was bitten by the com-
puter bug during a summer job at
Scientific Data Systems. So he
strayed from the traditional EE
course study at Cornell to take
computer science courses, which
were then taught by the Liberal
Arts school. Faculty at the EE
school advised him that no one
would hire him if he wasted so
much time in computing science.
Justin  prevailed, however—he
landed one of the coveted entry
positions with Hewlett-Packard
Collin” 1972:

While programming in HP’s
minicomputer lab, Justin became
intrigued by the new type of ICs
coming from Intel Corp.: micro-
processors. Attracted to this new
method for system design, he
jumped to Intel in 1973. Once
again he found himself in a novel
environment, because HP had been
a mature company while he de-
scribes Intel as still being “a brash
upstart.” As part of the small
group supporting the 8080 fam-
ily, he contributed to all portions
of the microprocessor support.
“Just being involved with the mi-
croprocessor was the exciting
thing,” he remembers.

He was in the right place at the
right time when, in 1975, Intel
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Justin Rattner
Seeks New Horizons

decided to stretch toward new pos-
sibilities in integration. The com-
pany saw that, with the high lev-
els of integration possible in its
scaled NMOS processes, 100,000-
transistor chips incorporating en-
tire systems were conceivable.
And Justin was chosen to lead a
group of fewer than 10 people in
an effort that culminated in Intel’s
432. Although advanced in de-
sign, its low throughput killed it
in the marketplace.

It was apparent that Intel would
have to spend a great deal of mon-
ey on the 432 to make it commer-
cially successful. Another system-
level project, codenamed Gemini,
got the nod instead. The Gemini
project pulled Justin on board to
oversee the architecture specifica-
tion of a new computer system
that, ironically, incorporated
many of the concepts that the 432-
team had addressed. The result of
the project: the 80960 micropro-
cessor and the BiiN computers.

After specifying the Gemini de-
sign, Justin took a sabbatical, in
1983, to plot his next move. He
wanted to identify the new hori-
zons for microprocessors, now that
the 80386 and 80960 were on the
boards. As he explored areas of
possible promise, he kept bump-
ing into parallel processing. He

‘USING

MANY SMALLER
DRIVES IS AN

IDEA THAT
WILL BECOME
STANDARD’

became particularly impressed
with a project at CalTech that
combined 8086s in a parallel ar-
chitecture. Starting with that
idea, Justin founded Intel Scienti-
fic Computers (ISC) which, in just
13 months, built a 128-node,
80286-based Intel Parallel Super
Computer (iPSC1).

By not waiting for the 32-bit
processors to appear, Justin says,
“the iPSC1 broke the no parallel
computers, no parallel software
cycle.” Without parallel hard-
ware, who could develop the par-
allel software that would spur the
use of parallel hardware? The sec-
ond-generation iPSC2, powered
by the 80386, has pushed the
power of parallel computers to
ranges of performance associated
with the Cray 1.

After getting ISC off the
ground, Justin turned over the
managerial reigns to concentrate
on technology development.
Now, as director of technology
(and the fourth Intel Fellow), he is
addressing the 1/0 bandwidth
problems of supercomputing. “A
supercomputer is a machine that
transforms a compute-bound
problem into an 1/0-bound prob-
lem,” he points out. ISC recently
introduced parallel /0O concepts,
built around banks of low-cost
disk drives rather than fewer, larg-
er drives; this should loosen the 1/0
bounds. He feels that using many
smaller drives is “an idea that will
become a standard architectural
feature of future computers.”

“It’s inexorable that micropro-
cessors will eventually have the
power of . .. supercomputers,”
he says. “I'm excited about what
parallel processing systems built
with them can do.”

—David Smith
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Trymg to design tomorrow’s

ASICs with yesterday’s tools?
ow there’s ChipGiafter.

ChipCirafter™ is the integrated design timing analysis at your Mentor Graphics™
tool that takes your complex CMOS ASIC workstation makes them easy, and as dense
design out of the stone-age and into the as hand-packed.

future. FREE. ASIC Estimating Kit.

High-level Compiler S, Configur able librar- What will it take to do your design with our cutting-edge design
; . . tool? Our free ASIC Estimating Kit lets you analyze design trade-offs
I€S, Process mdependence) and loglc Syn- including performance and cost implications, in a variety of processes
theSiS make Chipcraﬁer deSignS efﬁ(:ient. Find out how ChipCrafter and Seattle Silicon chip away at design
restrictions to deliver the next generation of ASICs.

Automatic place and route, buffer sizing, and ~ call for your free kit:1-800-FOR-VLSI ext. 500,
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Launching the next generation of ASICs.
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Odds are 50-50

your perfect ASICisa
érfect dud the first time
you plug it in.




ThatSwhy
Mentor Graphics
lets you combine
ASIC and board
circuitryina
single simulation.

Trouble in ASIC paradise.

The big day has arrived.

Your first gate array is back from the foundry.
With high expectations, you plug it into your
board and power up.

It doesn’t work.

Don’t feel alone. Over 50% of ASICs aren’t
operational when first installed in their target
system. Even though 95% pass their foundry
tests with flying colors.

An immediate solution.
Mentor Graphics shifts these even odds
heavily in your favor with our QuickSim™ logic
simulator, which lets you simulate both your
ASIC and board circuitry in a single run.
With QuickSim, you not only track
the internal operations of your ASIC
circuitry, but also its transactions
with the system at large. If there’s a
problem, you see precisely where it’s
located, either inside or outside
your ASIC. Allin a single, interac-
tive simulation environment,
where you can view and graphi-
cally “probe” the circuitry created
by our NETED™ schematic editor.

Check out our libraries.
Library support is an ideal
benchmark to gauge the true
worth of an electronic
design automation system.
The more diverse and plenti-

v
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ful the component modeling libraries, the
greater the design capability. It’s as simple as
that.

By this simple, yet decisive measure, Mentor
Graphics brings you unequaled design capabil-
ity. While other EDA vendors scurry to produce
their own ASIC libraries (with little guarantee of
accuracy), more ASIC vendors put their libraries
on Mentor Graphics workstations than any
other. And in most cases, we're the first work-
station supported, which means you have the
first shot at exploiting new chip technologies.

With Mentor Graphics, you get a breadth of
LSI and VLSI component models, both hardware
and software based. All of which can be mixed
with ASICs in a single simulation that cuts your
run time to an absolute minimum.

To be continued.

So much for the present. We're already devel-
oping new systems EDA tools that will extend to
every dimension of electronic product develop-
ment. From high-level systems descriptions to
CASE. It’s what our customers expect. It’s what
we'll deliver.

It’s all part of a vision unique to Mentor Graphics,
the leader in electronic design automation. Let
us show you where this vision can take you.

Call us toll-free for an overview brochure and
the number of your nearest sales office.

Phone 1-800-547-7390
(in Oregon call 284-7357).

Sydney, Australia; Phone
612-959-5488 Mississauga,
Ontario; Phone 416-279-9060
Nepean, Ontario; Phone
613-828-7527 Paris, France; Phone
33-1-39-46-9604 Munich, West
Germany; Phone 49-57096-0
Neu-Isenburg, West Germany;
Phone 49-6102-25092-94 Hong
Kong; Phone 852-566-5113
Givatayim 53583, Israel; Phone
972-777-719 Milan, Italy; Phone
39-824-4161 Asia-Pacific
Headquarters, Tokyo, Japan; Phone
813-505-4800 Tokyo, Japan; Phone
813-589-2820 Osaka, Japan; Phone
816-308-3731 Seoul, Korea; Phone
822-548-6333 Spanga, Sweden;
Phone 468-750-5540 Zurich,
Switzerland; Phone 411-302-64-00
Taipei, Taiwan; Phone
886-2-776-2032 Halfweg,
Netherlands; Phone 31-2907-7115
Singapore; Phone 65-779-1111
Bracknell, England; Phone
44-344-482848 Livingston
Scotland; Phone 44-506-412222
Middle East, Far East, Asia, South
America; Phone 503-626-7000
Helsinki, Finland; Phone
358-0-45571 Madrid, Spain; Phone
34-1-754-3001




Semiconductor
foundries have
dropped the
ASIC ball

ANY large semi-
conductor firms are failing to mas-
ter a new set of skills required for
success with application-specific
ICs. A few companies have already
backed out of the business, others
deemphasized it. That leaves the
door open to a new generation of
ASIC suppliers with keystone tech-
nology in
tools

process-independent
and a responsive service
infrastructure.

The main contribution of mer-
chant semiconductor suppliers
historically has been manufactur-
ing muscle. In such a business,
the company'’s
directed
velopment and fabrication oper-

energy  1s
inward—process de-
ations typically absorb 80 to 90
percent of management’s energy.
While beginning with a different
emphasis, the first-generation
ASIC suppliers drifted to a very
similar business model based on a
captive manufacturing capability.

But for most ASIC users, espe-
cially those who deal with highly
complex designs, the needs have
become very different. These users
find themselves limited by design
tools that cannot handle complex
designs; by production services
that are geared toward four-year
project schedules and 1-million-
unit production volumes; and by
designs that lock them into a sin-
gle manufacturing source.

Some of the first-generation
ASIC suppliers have tried to over-
come the captive fabrication busi-
ness model. But the first-genera-
tion ASIC suppliers are still crapped
LOR VS
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Next-Generation ASIC
Suppliers Must Have Tool
And Service Tech Base

by captive foundries and are look-
ing more and more like the tradi-
makers. They
forced to develop new processes

tional chip are
and continue huge investments.
Once the investment is made, they
frantically redesign libraries for
cach new process. As a result, alli-
ances disappear almost as rapidly
as they are announced. The found-
ries’” design tools inevitably steer
people toward the foundries’ own
process. And production mini-
mums grow higher to make sure
the facility is full. Recently, some
ASIC
announced their intention to focus

first-generation suppliers

support on a limited number of

high-volume customers.

It is logical, then, that market
pressures are creating a new gen-
eration of ASIC suppliers with a
business based on a different mod-
el. This

manufacturing

model offers access to

advances rather
than captive ownership of them.

The technology base of these
companies begins in integrated
design tools that provide a link
between the designer and manu-
facturing in a foundry-indepen-
dent environment. This tool-ori-
ented technology is essential for
two reasons.

; F|RST—

GENERATION
ASIC SUPPLIERS

ARE STILL
TRAPPED BY
THEIR CAPTIVE
FOUNDRIES’

First, only when tool design is
made a fundamental priority can
the tools provide the level of de-
sign capability needed to create
high-quality, high-complexity de-
signs on schedule. For the design-
er of high-end ASICs, therefore,
design tools should include phys-
ical as well as logical design. They
should also provide a path to test-
able circuits and integrate a com-
bination of approaches, including
standard cells, logic synthesis, and
compilers.

Second, by creating tools that
can retarget designs for many pro-
cesses, suppliers can finally break
the dominance of the captive fabri-
cation facility. That means letting
designers choose objectively from

among several processes
pect that is impossible when the
ASIC supplier is concerned with

a pros-

keeping the fab full.

Balancing the emphasis on ef-
fective tools, the next-generation
ASIC suppliers are also being built
around a process-independent pro-
duction service component.

They offer project-oriented sup-
port that welcomes lower produc-
tion volumes and can help a de-
signer get working devices in any
one of several manufacturing pro-
cesses. A
toward

service infrastructure

geared process-indepen-
dent support means that every de-
sign has an easy path to multiple
sources. ]
AMAURY PIEDRA 5 president
and CEO of Seattle Silicon Corp.
(Bellevue, Wash.). Previously, he
was vice president of Strategic Alli-
ances at Fairchild ~ Semiconductor
Corp., bead of Fairchild's linear divi-
sion, and managed Zilog's interna-
tional operations.

DECEMBER 1988



PE R F OR M A NC E
T5ns wide word SCRAMSs

SCRAMs are Static CMOS Random 15NS SCRAM PRODUCT GUIDE
Access Memories from Performance
Semiconductor. At 15ns address access PACIEA 8Kx8  15ns  NOW
time these 64K's and 16K's are the PAC188 16K x 4 15ns NOW

PART CONFIG. SPEED AVAIL

' ] P4C198 16K x 4 15ns NOW
world's fastest. SCRAMs are manufac PACI9BA  16Kx4 {Ens NOW

tured in Performance’s six inch class 1 PACI982  16Kx4 15ns NOW
fabrication facility using PACE 11 0.7 PACT981  16Kx4  Tons  NOW
. ; PAC168 4K x4 15ns NOW
micron gate length technology which has P4C169 4K x4 15ns NOW
set the standard for memory speed. P4C170 aKx4 19ns NOW
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610 E. Weddell Drive,
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NEW PARALLEL
ARCHITECTURES
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BOOST
PERFORMANCE

MATRIX CRUNCHING WITH MASSIVE

PARALLELINM

BoB CUSHMAN, SENIOR EDITOR

assively parallel architectures are just about the only way to get past

the Von Neumann bottleneck. That’s the thinking of many computer experts,

not the least of them Gordon Bell, known as the father of Digital Equipment

Corp.’s VAX line. The bad news is that many algorithms can’t be parallelized.

But, fortunately, the matrix operations that are at the heart of so many modern

scientific and engineering analyses are inherently able to be parallelized. This

route to increased parallelism is now being explored in several ways. Roughly

speaking, they can be classified by their level of ambitiousness:

® Modest attempts that in-
crease the word width of a conven-
tional, Von Neumann, sequential
computer and add more execution
units;

® moderate attempts that oper-
ate Von Neumann machines in
loosely coupled, multiprocessor
networks communicating via
nearest-neighbor or  hypercube
message passing; and

® all-out extremes that involve
non-Von Neumann massively par-
allel architectures.

The non-Von Neumann mas-
sively parallel architectures are of
special interest and warrant a clos-
er look. In particular, those that
start with memory and try to mix
in ALU functions in a fine-grain
manner. The current progress to-
wards economical VLSI chips with

VLSI SYSTEMS DESIGN

hundreds of thousands of transis-
tors is making some of these
schemes more practical.

One example of this integrated
memory-and-ALU approach comes
from Steven Morton, has
founded Oxford Computer, in Ox-
ford, Conn., to promote his family
of “intelligent memories.” Mor-
ton’s methodology, such as the
partitioning of the matrix multi-
plication algorithm, offers some
insights into how advances in VLSI
might be exploited for the rapid,
economical execution of matrix
math. They provide a helpful
foundation for understanding
some of the other, competing ap-
proaches to massive parallelism.
These competing approaches,
which cover both matrix and non-
numerical parallelizable functions,

who

will be covered in future articles.
(Meanwhile, for some historical
background on massive parallel-
ism, see References at the end of
this article.)

Figure 1 shows a basic version
of Morton’s proposed architecture.
It’s a configuration offered for han-
dling large matrices. The architec-
ture uses multiple convolution-
type intelligent memory chips
plus a few other auxiliary and sup-
port chips.

The intelligent memory chips
have two SRAMs (or DRAMs) that
hold the M and V matrix values
that are to be multiplied together
for the {M} x {V] = [R] oper-
ation. Below these M and V
memories are a sufficient number
of logic devices to perform the
multiply-accumulates that gener-
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ate the partial products of the ma-
trix mulciply.

The bottom of the figure shows
a less complex chip that Morton
uses to sum up the partial prod-
ucts from the intelligent memo-
ries and produce the result ele-
Not
shown is a control chip that directs

ments for the R matrix.
the operations of these chips, so
that, to the outside world, com-
plex matrix operations are being
performed at a high level. This is
similar to what happens in math-
ematics software packages such as
Matlab, from MathWorks Inc., in
South Natick, Mass. The control
chip could be a microprogram se-
quencer or a controller-type
MICrOprocessor.

Multiple copies of the intelli-
gent memory chips are needed be-
cause cach chip only stores one bit
of the M-matrix words. Therefore,
there have to be as many intelli-
gent-memory chips as there are
bits of precision in the M-matrix
values. Meanwhile, the V-matrix

DECEMBER 1988

values are repeated redundantly in
cach chip. What Figure 1 does not

show clearly is that the intelli-
gent-memory chips must be
clocked through as many cycles as
there are bits of V-word precision.

The bitwise spreading out of M
words and the timewise cycling of
V words are the result of two de-
sign objectives. One was to use the
full width available internally in
conventional memory structures.
Typically, the

structure is square and the wide

actual memory
words obtained from the square
arrays are “‘wastefully” narrowed
by addressing to produce much
slimmer output words.

For example, 64-kbit memo-
ries, such as those used in the
chips in Figure 1, would have 256
X 2506-bit These
would have a wide 256-bit word

structures.

coming off internally. Normally,
because of I/O-pin limitations, as
lictle as 1 bit of this 256-bit-wide
internal word might be used. But
because the ALUs are brought onto

the chip, the tull parallelism of the
256-bit-wide word can be used.

Second, like others in massive
parallelism, Morton required the
simplicity of bit-serial operation.
Only

could the

bit-serial
256 multipliers be
crammed into the chips in Figure
. With bit-serial operation, the
multipliers need only be 2-input
AND gates (although for pattern
matching, Morton also includes
EXCLUSIVE-OR gates). When
smaller involved,

with operation

matrices are
Morton trades up to more ALU
parallelism, as will be seen in Fig-
10}k 7/

B TEXTBOOK MATH
PROVIDES CHIP'S ROOTS

Figure 2a shows the classical
mathematical notation for two
matrices, M and V, being multi-
plied to produce a resulting matrix
R. This is straight out of a text-
book. For simplification purposes,

we assume there is just the first

column of the V matrix, which of

MARRIAGE

OF MEMORY
WITH ALU's

HOLDS GREAT
PROMISE
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The traditional
approach to IC design.




How you play the game
determines if you win or lose.

And there’s plenty at stake.
Your design. Your product.
Maybe even your company.

Traditional IC design is full of
pitfalls and blind alleys. While there
are plenty of good tools available,
none of them really work well
together.

There is a better approach.

Design Framework™ architecture
from Cadence. The first integrated
design environment to support the
entire IC design process. A system
that lets you go from start to finish
in one smooth, direct path.

Not a “shell; Design Framework

architecture is a unified environment |
where all design tools share the same

user interface and design database.
So important details never get lost in
transit. Or garbled in translation.

But Design Framework tools don’t
just passively coexist. They actively
cooperate. As your design rolls along,
you see the impact of every change.
In real time. Catching and correcting
errors as they’re made. Eliminating
the need to go back and start over.

The bottom line—you finish
designs faster and more economically.

You get to market sooner. And put
greater distance between you and
your competition.

In fact, Design Framework
architecture can boost your design
productivity five times or more
over the traditional approach.

Design Framework architecture
also fits easily into your existing
design environment. You can even
couple tools you developed or bought
from other vendors.

And it’s all brought to you by
Cadence. The IC design automation
software tool leader. We'll be happy
to tell you more. Write or call
for a copy of our IC Design Game
Plan: Cadence Design Systems,
Inc., 555 River Oaks Parkway,

] ‘ San Jose, CA 95134, inside

| California: 1-800-672-3470, ext. 866,
' outside California: 1-800-538-8157,
ext. 866.

Because in today’s competitive
environment playing by the old rules
is a losing game.

=7/ CADENCE

Leadership by Design
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Figure 1. One form of Oxford's ‘Intelligent-Memory’
chips for massive parallelism in multiplying whole
matrices.

course makes V a column vector. Howev-
er, what is shown can be extended to full
multicolumn arrays or matrices.

Figure 2b is a reminder of how the
elements of the resulting matrix R (like V,
just a column vector) are computed. The
computation is the ubiquitous sum-of-
products that’s so widely found in all
computer programs for engineering and
science (a fact that makes some of these
massively parallel approaches all the more
universally interesting).

Figure 3 gets down to the bit-level
details of the mathematics that must be
performed by the chips. It shows how the
first result element of Figure 2b would be
calculated in longhand with paper and
pencil. To the left we start to sketch in the
connections between the longhand oper-
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TEXTBOOK NOTATION FOR VECTOR MULTIPLICATION
Ry = My o0, 0 M Vo o+ MgV

M, Vi, + M,, V,, + M;, V,,

Myd Vo M Yo 4 MV

TEXTBOOK EQUATIONS FOR MATRIX MULTIPLICATION
(WORD LEVEL)

Vi, R,
Vil = Ry
hE R.,

Figure 2. Review of matrix multiplication: (a) is the notation for the overall operation; (b) shows how the R result

elements are obtained (at word level).

ation and Morton's architecture. Note that
we have chosen 4 bits of precision.

B MAPPING MATH INTO VLSI

Figure 4 continues the mapping of the
Figure 2b computations into Morton’s
chips. Because the precision is 4-bits, four
of Morton’s intelligent convolution
needed. The M
memories would hold the 3 X 3 M matrix
with the precision bits strung out over the
four chips as shown.

The V memory would hold the V col-
umn vector, with that vector loaded re-

memories  would  be

dundantly into each of the four chips (each
of the chips has a complete copy of V).

Three multiplier ANDs would be pro-
vided below on each chip. Three would be
needed to match the 3 X 3 size of the
matrix, so that the three multiplications
indicated in Figure 3 could be moved
along in parallel. The summers and accu-
mulator registers at the bottom of the
chips (refer back to Figure 1 for best
details) would add up the products from
the different longhand computations as
the operation progressed. A key premise of
Morton’s architecture is that it makes no
difference how or when the products are
summed as long as they all do get
summed. Of course it’s necessary that
there be built-in shifting to take care of
bit-position scaling.

Since we are assuming that this is a
dedicated application, only the capacity to
handle the example is provided. Obvious-
ly, for flexibility in more general applica-
tions, the matrix would be sized to handle
the largest problem of interest. Then
smaller problems would only partially fill
the memories and fewer precision cycles
might be used.

Let us summarize how Morton performs
the longhand computations of Figure 3 in
terms of the Figure 4 diagram.

1. Each row of partial products is han-
dled by a different chip, according to the
precision bit of the M-matrix element.

2. For the computation to move along
each of the partial-product rows, it takes
successive cycles in time, in which the
chip’s given M bit is multiplied against all
the V bits.

3. The sums of the like rows are con-
tinuously accumulated as they are generat-
ed by the adders and registers at the
bottom of the three chips (refer back to
Figure 1 for details). By the end of the
computation, the external summer chip
will have accumulated the total sum that
will represent an element for the result
matrix (vector) R.

This process is quite confusing to follow
unless you meticulously and methodically
keep track of all the matrix subscripts. At
the same time you should be constantly
checking that what is going on inside the
chips is what should be going on as indicat-
ed by the Figure 3 mathematics.

The software (or firmware, depending
on how you view it) flow-diagram of Fig-
ure 5 will help you see what happens as the
chips do a matrix multiplication.

B PROGRAM FLOW
HELPS EXPLAIN STEPS

It’s easier to follow what happens if you
unravel the loops of the program flow
given in Figure 5, working from the inner
loop outwards.

The inner loop counts out the bits of V-
element precision. Each chip’s given bit of
M-element precision is being swept across
all the bits of V precision. Note that the
inner loop operation is parallel with re-
spect to bits of M elements, but in series
with respect to bits of V elements.

In our example, there would be four
traverses of the inner loop, one for each of
the 4 bits of V-vector-element precision.
At the end of these traverses, a complete
a result element for R—will be
in the external summer’s output register.

The middle loop iterates through all the
rows of the M matrix and the outer loop
does any additional V columns—if V is a

answer
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BiCMOS!

good reasons. As CMOS gate arrays become larger and
# -~ faster, designers can't meet their critical paths due to fanout
and interconnect delay. As Bipolar arrays become larger

and faster, power consumption becomes unmanageable. So
AMCC designed a BICMOS logic array family that merges
the advantages of CMOS's low power and higher densities
with the high speed and drive capability of advanced Bipolar
technology. Without the disadvantages of either.

Our new Q14000 BiICMOS arrays fill the speed/power/

180 MHz with low POWET.  density gap between Bipolar and CMOS arrays. With high
It's cause for celebration. AMCC extends  speed. Low power dissipation. And, mixed ECL/TTL I/O
its lead as the high performance/low power semi-  compatibility, (something CMOS arrays can't offer).

custom leader with three exciting, new BiCMOS logic For more information on our new BICMOS logic
arrays that optimize 014000 SERIES arrays, in the U.S,, call toll free (800) 262-8830. In Europe,
performance where ‘ __QuiooB gowob QuiomBt | cal] AMCC (UK.) 44-256-468186. Or,
today's designsneed ~ [Zurcriee ZE T\ contact us about obtaining one
it most. In throughput | Maximum1 {)H e of our useful evaluation
. Frequency (MHz) : : . . ) SN sIn, |
(uptothree timesfaster |Gzt s —wn e | Kits. Applied - . 33333,
than 1.54 CMOS). Power ST T MicroCircuits 332 e <
Dissipation (W) : o . L
Today, system i IR Corporation, 6195
designers look at speed, Empeawe  COM. CON.—COM Lusk Blvd., San Diego,
ange ! ! )

power and density. For

CA 92121. (619) 450-9333.

*(2 loads, 2 mm of metal| *Available soon

A Better BICMOS Array is Here.
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CIRCLE NUMBER 7






You can't catch a rabbit
who refuses to rest.

Recently, some ASIC competitors have
entered the ECL race and tried to tortoise
their way past Motorolas rabbit. Unfor-
tunately for them, theyre hoping for a lazy
rabbit, while through three generations of
ECL arrays the one theye chasing has
refused to rest.

So how can they catch an energetic
rabbit? They cant.

Performance that won't quit.

Motorolas ECL arrays are the fastest
track to total system performance. With
speeds of up to 1200 MHz and typical
gate delays of 100 picoseconds they're the
ultimate in bipolar performance. No
longer will designers have to curtail their
imaginations to use parts with limited
specs.

Motorola ECL arrays not only give
you speed and up to 12,402 gates of logic
power, they give you the versatility to use
them. Programmable speed-power
levels put designers in control of both
macro and drive currents to allow peak
performance where timing is critical and
the ability to trim power consumption
where speed is less crucial. Three-level
series gating lets you multiplex latch inputs
without the cost of additional cell usage
and delay.

Our MCAI0000ECL

array is aoailable in a ceramic 235

PGA with 180 1/ Os, a polyimide/ glass 289 PGA
with 256 1/Os, and a 360 lead TAB tape.

Runs faster, cooler and longer.

The MOSAIC III* process used in
our third generation ECL arrays utilizes an
innovative “edge defined” technique to
achieve submicron features without sub-
micron lithography. The end product is
very fast—with typical gate delays of
100 picoseconds and metal delays down
to 40 ps for a fan out of 2.

An integral heat sink package assures
thermal efficiency for reliability and ease
of system design. Using impinged air,
our packages have a junction-to-ambient
thermal resistance of only 2.0°C/W with
a forced air velocity of 500 LFPM. This
allows high performance arrays to dissipate
over 20 watts in an air cooled environment.

Advanced support keeps you
race-ready.

To simplify your designs and maximize
your potentials, Motorola offers the most
comprehensive library available. No longer
will you be forced to build system-level
functions from a limited selection of library
macros and have to accept the loss of per-
formance and density that comes with it.
Our library features over 225 functions,
three-level series gating, and expandable
macros, all of which yield higher perfor-
mance and better logic density. The library
is supported by popular engineering
workstations plus a dedicated mainframe
which puts even physical layout under
your control.

-

The race doesn't stop.

We know that Motorola has to live up to
some pretty tough expectations, after all,
we wrote the book on ECL. So weve added
a host of innovations designed to make
sure your products begin competitive and
stay that way. Innovations like tape bond-
ing and STECL outputs.

Multilayer TAB technology provides a
controlled impedance environment to
minimize interconnect delays. And pro-
grammable Series Terminated ECL
(STECL) outputs simplify multichip
applications.

One-on-one design-in help.

Motorolas ECL arrays provide the most
advanced features and the most progres-
sive designs, without ever compromising
reliability and the always-important cost/
performance ratio. Give us a call for more
information. Call toll-free any weekday,
8:00 a.m. to 4:30 p.m., M.S.T.

1-800-521-6274

If the call can't answer all your questions,
we'll have a local

applications engi- \/%’re
neer contact you.
For published tech- N VOour

nical data, just

complete and return C eSI . rl"l H
the coupon below. e e

@ MOTOROLA

*MOSAIC is a trademark of Motorola.
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To: Motorola Semiconductor Products, Inc. I
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Figure 3. How the operations indicated in Figure 2b would be done longhand (bit level). To the left is sketched in h;w

this would be mapped into Morton's chips.

full matrix rather than just a single
column vector, as in our example.

B PERFORMANCE GAIN VS.
SEQUENTIAL ARCHITECTURE

What, if any, is the performance gain
with this mostly parallel architecture? For
our small 3 X 3 matrix times a 3 X 1
vector with just 4-bit precision, there is
not much advantage. If the precision were
raised to 16 or 32 bits there would be even
less advantage. Some of the modern DSP
microprocessors that can handle 16- or 32-
bit multiply-accumulates in one cycle
would outperform the Morton architec-
ture. But there are two aspects of real-
world matrix operations that favor mas-
sively  parallel architectures such as
Morton’s. First of all, as implied by the
values in Figure 1, many matrix applica-
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tions call for much larger matrices than
our 3 X 3 example. Even if the end user’s
problem doesn’t start out large, it is one of
the appealing characteristics of matrix for-
mulations for real-world problems that it
is often a trivial matter to scale up the
problem for more accuracy or resolution;
matrix formulations, in fact, encourage
problem growth.

Second, many algorithms require that
the matrix be used repetitively. An archi-
tecture like Morton’s that keeps every-
thing on a chip during computations obvi-
ates having to waste time continually
transferring the matrix from memory to
the processor. This is especially true of
algorithms in which the data is iteratively
updated—for example, when adaptive
feedback or network learning is involved.

Morton says his architecture allows

maintaining performance when problems
get bigger, in contrast to sequential ma-
chines in which the performance progres-
sively bogs down as problem size grows.
By now you should appreciate how these
massively parallel architectures exploit the
parallelism inherent in the matrix compu-
tations, especially that part of the partial
product formation that is sometimes
called the “dot” product. This allows mul-
tiple groups of chips to work in parallel to
simultaneously handle very large matri-
ces. Morton also points out that he has
different configurations of the architecture
that can increase the performance when
handling smaller matrices, such as the
graphics chip described in Figure 7.

The middle and outer loops build up
the number of reuses of the architecture.
The middle loop iterates through all the
M rows and is traversed three times in our
example. The outer loop iterates through
all the columns of the V matrix and is
traversed only once in our example (but it
is shown to remind that V can be a full
multicolumn matrix).

Morton says that these outer loops do
not affect the execution time, because they
are absorbed in internal pipelining. They
only add delay in getting the first result
out, as happens with all pipelines.

B AVOIDING MEMORY-
LOAD/STORE BOTTLENECK

All too often array processors lose so
much time in getting their memories
loaded up before the computation that
their overall performance falls far short of
what was promised by their internal oper-
ation. Morton estimates that the use of
conventional structures as the foundation
for his memories and ALU functions on VLSI
chips will permit the chips to avoid being
slowed down from the memory load and
unload times.

Morton’s strategy is to use two address-
ing modes for his memories: the special
mode for doing the matrix operations, as
we have shown, and the conventional
memory mode. Thus, in addition to the
highly parallel internal accesses that send
the data to the on-chip ALUSs, his designs
use conventional memory reading and
writing to go on and off chip. To keep our
diagrams simple, these conventional
read/write addressing and data paths are
only given the merest suggestion in our
diagrams.

Because of the dual-port nature of the
memories envisioned by Morton, in many
applications the loading of one or both of
the memories can go on concurrently with
the basic massively parallel matrix oper-
ations. For example, data can be written
in or read out by the host microprocessor
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or via DMA. It would be somewhat like
what is done in video RAMs, where the
host microprocessor can be updating dis-
play information as the CRT is constantly
refreshed. This would be valuable for se-
lectively upgrading or modifying coefi-
cients for neural “learning” networks and
adaptive DSP filters.

Morton says the design’s ability to ran-
domly read and write into any memory
location is a distinct advantage over those
massively parallel systems in which data
can only be shifted in one bit at a time
from the chip edges and then moved one
bit at a time from neighboring cell to
neighboring cell.

B CONFIGURATIONS FOR
DIFFERENT APPLICATIONS

As with most other massively parallel
schemes, Morton trades off generality for
hardware optimization for particular
classes of application algorithms. Conse-
quently, Morton finds it necessary to re-
cast his concepts into different forms for
various end uses. Initial variations were
aimed at pattern recognition, 2-D FFTs
and 3-D graphics.

Figure 6 shows the concept’s use for a
DSP FIR filter. The FIR filter coefficients or
weights would be preloaded into the M
memory while the sampled-data values
from the signal stream would be shifted
into the V memory. Morton’s chips have
internal features that permit this shifting.
In effect, these techniques allow him to
maintain the dense structure of a regular
random-address memory yet provide the
shifting. Though the shifting adds to the
chip’s complexity, it is actually worth it,
Morton says, because of the many other
applications in which this type of shifting
is essential.

The outputs from the chips would not
be considered elements of an R vector per
se, but as signal samples. From the matrix
viewpoint, the filtering operation might
be considered as taking an input vector
that matched the length of the FIR filter
coefficients and producing a similar length
output vector. The difference from ordi-
nary static matrix operation would be that
the vector’s contents would change be-
cause after each output element was com-
puted, a new element would be shifted
into the V vector, pushing the oldest
element off. The new one-element-shifted
vector would be used to compute the next
output element. Thus, the input and out-
put vectors would represent windows slid
over the input and output signals.

The software flow diagram for the FIR
filter would be similar to that shown in
Figure 5. The iterations of the inner loop
would attend to cranking out the bitwise-
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Figure 5. Software flow for the Figure 4 hardware.

serial multiplications and accumulations
that generate the output samples. The
middle loop would take in the new input
samples. In this case there would be no
decision at the end of the middle loop; it
would just run continuously as it fed upon
the endless samples of the signal data
stream. Normally there wouldn’t be an
outer loop, except in situations where the
applications designer wanted to change
the filter coefficients adaptively. Then a
loop could be added that would observe
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Figure 7. Variation of the Oxford chip for graphics
transformations (and FFTs).

the output stream, and if that didn’t meet
some reference criterion, change the FIR
coefficients.

The sampling period and thus the
bandwidth of the FIR would depend main-
ly upon the precision or the number of
inner-loop reprises. For the 40-MHz clock
Morton uses for his performance esti-
mates, the filter would take 25 ns for each
bit of precision of the vector. For the 8-bit
precision often used. in video, this would
be 200 ns or 5 MHz (assuming the signal
samples are inputted in a transparent,
pipelined manner). Thus Morton’s ap-
proach, while superior to the Von Neu-
mann sequential DSPs, still can’t match
some of the dedicated-hardware parallel-
bit schemes for FIRs such as have been
offered by TRW, Zoran, and Inmos. He
says he could double his speed (to 100 ns
per pixel) by doubling up on the number
of chips and dividing them into two sets.
One set would handle bits 0-3 of the
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SEMI-CUSTOM SMART 100V
1Cs IN45 DAYS.
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The MPD8020 uses Mixed CMOS/DMOS/Bipolar Technology to provide
the user true monolithic smart power management.

Only 45 days after you give us the layout of
your breadboard, built from our Kits #1 and #2,
we'll give you perfectly tailored smart 100V ICs.
What'’s more, you'll get them for a fraction of the
cost of custom circuits.

Design Power ICs Faster.

Micrel's new MPD8020 CMOS/DMOS Semi-
custom High Voltage Array combines CMOS analog
circuits, TTL/CMOS compatible high speed CMOS
logic, and high voltage DMOS power drive circuits
on one monolithic IC.

A Great Library of Parts on Every Array.

16 fully floating 100V, 200 mA N-channel DMOS
FETs. « 3 op amp/comparator/Schmitt trigger pro-
grammable macro cells and numerous array op
amps. * 1 unity gain analog output buffer. « 1 band-
gap reference. 1 overtemperature sensor. * 16 high
voltage CMOS level shifters « 200 CMOS gates in an
uncommitted array. * 12 TTL/CMOS /O buffers. « 16
medium current sink pre-drivers. « 4 internal high
and low voltage power supplies. * Zeners, resistors,
capacitors and more.

Two Development Kits.

For breadboarding your semi-custom
MPD8020, Micrel offers two development kits to
demonstrate the operation of key SSI and MSI cir-
cuits. Each is housed in a 40 pin DIP Kit #1 ($20)
provides 11 commonly used analog circuits. Kit #2
($15) carries 8 digital circuits to check speed and
digital timing characteristics.

After the customer has used the development
kits to determine the interconnect pattern, Micrel
turns each IC into a proprietary smart 100V ASIC for
about one-sixth the cost of a custom IC. As your
needs grow, we can quickly turn your semi-custom
chip into a full custom chip for even greater savings.
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The MPD8020 can be packaged in a 44 PIN
JEDEC PLCC with an integral heat sink, 16 to 48 PIN
DIPs, or single in-line power package. Packaged
units available to MIL STD 883C. Dice are also
available for hybrid manufacturers.

A single +5 Volt to +15 Volt supply powers the
logic and analog circuitry. High voltage portions
operate at + 20 to +100 volts. The chip can also
derive the +15 volt supply from a 24V, 48V, or 100V
high voltage supply. An internal voltage pump can
be used to drive the high side gates of the power
N-channel DMOS FETs at 15 volts above the +100
volt supply for rail-to-rail high voltage switching.
Wide Range of Applications.

Use the MPD8020 in switching regulators,
motor control, relay and solenoid drivers, smart
switch with bus decode, smart lamp drivers, auto-
motive switching, printer solenoid drivers, and high
voltage display drivers.

Build Safety and Reliability Into Your Product.

You specify which safety features you want
built-in such as overtemperature, overcurrent,
short circuit, and overvoltage protection. The cir-
cuit can then take immediate action whenever any
of these faults are detected and send a status signal
back on your microprocessor data base. You can
design safety in at the outset.

For more information, fill out the coupon
below or contact Marvin Vander Kooi, Micrel, Inc.,
1235 Midas Way, Sunnyvale, CA 94086.

Phone (408) 245-2500. FAX (408) 245-4175.

MICREL

THE INTELLIGENT POWER COMPANY

BT e el
SEND THE DETAILS ON INTELLIGENT POWER.
NAME TITLE
COMPANY PHONE
ADDRESS
APPLICATION

ESTIMATED YEARLY VOLUME.

MICREL, INC.,1235 MIDAS WAY, SUNNYVALE, CA 94086
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Macro performance
in a micro size

Signetics 83/87C751
microcontroller—the performance
of an 80C51 packed into a 24-pin
skinny DIP or SMD 28-pin PLCC.

Designed around the 80C51 architecture, our new
83/87C751s let you use your existing instruction set
and code to gain the enormous benefits of a smaller
package at a smaller price.

A lot of guts in a little package. Its 16 MHz operation
means you don’t have to sacrifice performance. You'll
appreciate the convenience of EPROMs in UV or OTP.
Coupled with the flexibility of an I2C serial bus port. And
the efficiency of an 8-bit architecture backed by a complete
Signetics development system.

Think of it. Increase the power of your 4-bit applications.
Or replace your logic blocks. Or lighten your handheld
designs. All while decreasing system costs.

Call us for a free '751 Microcontroller Information
Packet at (800) 227-1817, ext 9911I. For surface mount
requirements and military product availability, contact
your local Signetics sales office.

One standard. /) defects.

Signetics

a division of North American Philips Corporation

PHILIPS

©Copyright 1988 North American Philips Corporation
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vector and the other set would handle bits
4-7.

This illustrates, again, that it takes the
larger matrix-crunching operations for the
bitwise-serial massively parallel schemes
to outperform competing architectures. In
general, Morton says, the advantage of his
“vector-slice” architecture is its relatively
greater flexibility. For example, he points
out that the Figure 6 structure would be
justified where multiple banks of FIR coef-
ficients had to be in place on chip for
instantaneous switching between filters.

Perhaps the best example for showing
where Morton’s architecture might excel is
the graphics processor of Figure 7. Here
the task is to do the rapid transformations
of 3-D objects that are expected of modern
CAD systems. In this case, the M matrix
would be loaded with all the vectors that
would define the hundreds of thousands of
points of a 3-D object; for example, an
aircrafc or molecular model.

The V memory would be loaded with
the standard 4 X 4 transformation matri-
ces used in graphics to manipulate the 3-D

Your Source for Silicon Prototyping

Lowest Cost

Since 1981 MOSIS has been providing a low-cost prototyping service to IC designers by merging
designs from many users onto multi-project wafer runs.

Highest Quality

Photomasks are purchased to zero defect density specifications. Parametric test structures on
the wafers are measured to ensure compliance with vendor process specifications. Standardized

yield monitors measure defect density.

Wide-Ranging Technologies

MOSIS supports several different technologies and fabricators.

Among them are:

® CMOS double-level metal at 3.0, 1.6 and 1.2 microns from Hewlett-Packard
® CMOS double-level metal at 2.0 microns from VLS| Technology
® CMOS double-level metal with second poly option at 2.0 microns from Orbit

Projects can be designed with design rules from either MOSIS, the wafer fabricator or the DoD.
MOSIS also distributes a library of DoD-developed standard cells (3.0, 2.0 and 1.2 microns) to

designers interested in semi-custom design.

For more information, contact Christine Tomovich or Sam Delatorre at (213) 822-1511.

The MOSIS Service, 4676 Admiralty Way, Marina del Rey, California 90292-6695
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object. These could rotate the object, scale
it, add perspective, etc.

Here, because Morton is working with
smaller 4 X 4 matrices, he forsakes strict
bit serialism and trades up to more paral-
lelism. This parallelism uses 4 X 8=13
multiplier units, for which he now has the
chip area since he is using fewer of them.

Morton says that his actual designs for
the graphics applications are far more
complex. CAD workstation designers now
want not only to give designers the ability
to rapidly manipulate complex objects,
but also to provide realistic coloring and
shading when the object is illuminated by
various light sources. Morton says his
chips can encompass the nonlinear oper-
ations, such as reciprocals and square
roots, by employing Taylor series approxi-
mations. Taylor series are convenient sum-
of-products computations, so they can be
handled by Morton’s architecture as vec-
tor-times-vector operations.

The Figure 7 configuration is also ideal
for doing complex 2-D FFTs at video rates,
Morton asserts. For FFTs, the vector mem-
ory would hold successive sets of FFT but-
terfly coefficients. Meanwhile the matrix
memory would be acting as a double buff-
er, with one butterfly being updated for
cach layer of FFT.

The advocates of massive parallelism
talk in large numbers. Morton is no excep-
tion; he sees systems such as those in
Figures 1 and 7 as being packaged first in
Sips, then on boards, to generate billions
of MIPS at board level (trillions at system
level).

In our next article in this series, we'll
cover some of the other competing ap-
proaches to massive parallelism. L
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Great things happen when System
HILO is your simulation choice...
design and test efficiency soar!

GenRad has solved the common dilemmas of design
and test groups..which simulation system to buy for
IC design?..which for PCB design?...can the test group
use it?...does it all work together?

Now, for the first time, your design and test
people can work with a common, integrated simula-
tion tool set, regardless of whether they’re working on
design verification or test development for integrated
circuits or printed circuit boards.

With GenRad’s System HILO, design verifica-
tion and test development for both chips and boards

can take place at the same time. And this means opti-
mum working efficiency between your design and test
people. The result is tremendous savings in time and
money, as well as better designs and more compre-
hensive test programs.

The key to System HILO is a new, modular
architecture. It lets your design and test people solve a
broad range of chip and board problems that cannot
be addressed with any single tool. It enables design to
proceed in parallel with test development. Utilizing
System HILO’s Test Waveform Language, the test
engineer can use the same simulation data as the
designer. The test program can then be downloaded

and run without translation on GenRad’s
275X board test systems. The result is faster,
more comprehensive program development
with maximum diagnostic effectiveness.

There are many more great aspects about
this new simulation system from GenRad.

Find out more by calling 1-800-4-GENRAD.

GenRad

The difference in software

is the difference in test™
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THE P F GASUYD

JAMES J. BOHANNON, ELXSI CORP., SAN JOSE, CALIF.

With the h@CLt turned up on a new CPU project, the Pegasus 6460, Elxsi

Inc. sought the best available approach for using CAE software. The design automation
phase was critical to increasing the 6400 series’ performance by a significant factor.
Another project objective was shortening the time taken to develop a working
prototype from when the logic design was completed on paper. By using CAE software,
we intended to reduce the bring-up time to three months from the full year earlier
machines had taken. The CAE software would also allow us to verify the correctness and
performance of the intricate operation of the multistage pipelined CPU (see sidebar)
before building a prototype.

The system designers minimized the use of exotic or leading-edge semiconductor
technologies in the new CPU to reduce project risks. Instead, they adopted a more
complex architecture to accomplish the system performance goals. The CPU would be
built with ECL RAMs—15 different ECL gate-arrays designs, and discrete ECL parts
totaling about 250,000 gates spread across two very large boards. The CAE tools had to
be fast for managing such a large design. Most CAE libraries were already available for

design simulation and timing analysis. However, because the design methodology
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Elxsi’s 6400:
Nearly 100 Percent Eﬁicie@t =

The Pegasus “‘Superframe,” the latest addition to the
Elxsi System 6400 family of computers, was designed to
compete head-on with the most powerful IBM and Digital
Equipment Corp. platforms. The system, which can have up
to 12 parallel processors, has a modular architecture that
provides almost 100 percent processing efficiency regardless
of the number of parallel CPUs installed. For example, while
the individual Pegasus CPU delivers 25 VAX Mips and 10
Mflops (100 X 100 Linpack), a fully configured 6400 with
10 Pegasus CPUs is designed to deliver 250 Mips and 100
Mflops.

A major design requirement for the new Pegasus 6460 CPU
was that the 6460 modules could be easily plugged into any
existing System 6400 computers using 6410 or 6420 CPUs.
This upgrade, which is fully object-code compatible, will
increase the power of a system using 6420s by a factor of more
than three—based on the guaranteed 25 Mips minimum
rating for the 6460. At press time, the prototype 6460
boards were executing code and easily surpassing the 25 Mips
requirement. It is anticipated by Elxsi that benchmarks to be
run this month will show the 6460 delivering in excess of 40
Mips per CPU.

The heart of the System 6400 is a tightly coupled,
message-based, and bus-oriented multiprocessing system.
The system can be configured with up to a dozen 6410 or
6420 cpPUs (or 10 6460s), four 1O processors, and 2 Gbytes of
memory. All units have access to the common Gigabus
(Figure A), and a synchronous bus that clocks data and

IEI
o
Py CPU CPU- MEMORY 10p
SGA10 6420 G460 2GB 1-4

R

GIGABUS

instructions at a 320 Mbyte/s rate.

The new 6460 CPU uses a highly bypassed, five-stage
pipeline that is optimized for fast branching. The cPU

~includes dual floating- -point units and multiple register

files. It’s fabricated with 15 different ECL gate arrays,

‘comprising more than 250,000 gates. Each CPU has an on-

board 1-Mbyte cache memory, evenly divided between

~instruction and data functions. For applications such as

real-time processing, the system features user-controllable
partitioning that provides the abnhty to reserve either one-
cighth, one-fourth, or one-half of the cache memory. In
addition, the cache memory has wnte—back write-
through, and write-around modes.

One interesting result of the new CPU design experience

 that proved the worth of the CAE system used at Elxsi was that

the more powerful 6460 CPU required only two boards—
compared with the three requlred for the lower performance

6420.
—R.C.W.

adopted was not purely syn-
chronous, traditional tools for
doing timing analysis would
not work.

There was also an emphasis
on making new CAE tools
match the paradigm of the CAE
tools already in use at Elxsi.
That emphasis was sought be-
cause the CPU design project
had already begun and was un-
der a tight schedule. This ap-
proach would also reduce the
learning curve for the design-

rs. And because of the tight
schedule, there was not
enough time to hire many pro-
grammers to put together a
customized design automation
system from scratch. Since no
single third-party CAE software
vendor could fulfill all of our
needs, we concentrated on se-
lecting and integrating third-
party software with our tools.
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B THIRD-PARTY
SOFTWARE

Third-party software pack-
ages had to satisfy several crite-
ria before we would select them.
Most important was functiona-
lity and performance, which we
typically evaluated with our
own benchmarks, a process that
turned out to take more effort
than we expected. The level of
service and support provided
was also important because of
our limited resources in debug-
ging problems. Next came pur-
chase and maintenance costs.
The quality of documentation
was considered the least impor-
tant criterion.

After selection, a tool had to
be integrated into our design
environment. Integration was
required at several levels.

First, we needed to write

netlist translators and other
“bridging” programs (Table 1)
between schematic  capture
software, our physical design
database, simulation tools,
timing analysis tools, and the
netlist formats required by our
gate-array vendor.

Second, the user interface
needed to be customized for all
of these programs. The design-
er was familiar with analyzing
his design using the signal and
gate names that appear on his
logic drawings. Unfortunate-
ly, each of the tools supplied
by different software vendors
has its own naming conven-
tions for signals and gates, as
well as unique ways of han-
dling buses, sized parts, and
other logic-drawing contructs.
Rather than require the de-
signers to track perhaps four
different names for the same

signal, we decided to build
extra features into our netlist
translators to generate infor-
mation that would allow front-
end software to translate
names back and forth between
different netlist notations
while the user interacts with
the other tools.

Third, none of the tools (Ta-
ble 2) we selected did a good
job tracking design changes
during parallel design activity.
Not only did we have to track
different versions of logic, but
we also had to keep test vectors
for each of the gate arrays and
diagnostics for the CPU itself
up to date. We still don’t have
a good way of handling this
problem.

B PHYSICAL DESIGN
Elxsi already had a physical

design system in place before
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Plessey - Unsurpassed
Process Technology

As system design becomes more and
more challenging, and product life
cycles become increasingly shorter,
design flexibility and getting it right the
first time have become critical factors
in gaining and maintaining that max-
imum performance edge you've been
looking for.

Plessey’s investment in advanced
process technology is unequaled in the
industry. Successive reductions in
feature size and continued improve-
ment in process techniques are at the
heart of leading-edge Plessey products.

PLESSEY and the Plessey symbol are trademarks of the Plessey Com-
pany, PLC.

Plessey - The Ultimate in
ASIC Technology

Our broad range of ASIC products
has grown to the point where we are
now able to meet all the needs of ASIC
users. We offer a full ASIC product
range with a variety of options for
digital, analog and mixed analog/digital
applications, in gate arrays, standard
cells, and full-custom. Advanced, state-
of-the-art processes in fine geometry,
high-density CMOS, bipolar and ECL
technologies give you the highest levels
of performance and system integration
available today.

Plessey - Unparalleled
CAD Support

The Plessey Design System (PDS) is a
comprehensive suite of software em-

bracing the design, simulation and im-
plementation of gate arrays, standard
cell and compiled ASICs in CMOS and
bipolar technologies.

Customers who want to use their
own CAD workstations or simulators
are accommodated by flexible design in-
terfaces at various stages into PDS.

Plessey - Standard Products
And Discrete Components

Plessey’s standard product family of-
fers the highest performance product
range available in the world today.
Capabilities range from CMOS DSP
devices operating in excess of 20MHz to
the world’s most advanced 1.3GHz
monolithic log amplifier.

High performance solutions are also
offered in radio communications, digital




ce that gives you the edge.

frequency synthesis, data conversion,
telecommunications, data communica-
tions and consumer products.

Complementing the standard IC
family, Plessey manufactures a com-
plete line of discrete components in-
cluding FETSs, transistors and diodes
available in SOT-23 and TO-92
packages.

Plessey - Over Two Decades
Of Quality Commitment

For more than 20 years, Plessey
Semiconductors has been commited to
supplying the latest technology, highest
quality, and highest performance
semiconductor products in the in-
dustry. With our unique combination
of CAD support, major advances in pro-
cess technology, and the most advanc-

EMITTER METAL

WIDTH LAYERS
400MHz 14um 1
High voltage 400MHz 20um 1
High speed linear 4.5GHz 4um 2
High speed digital 6GHz 3um 2
Ultra-high speed 14GHz 0.6um 3

DESCRIPTION

Industry standard

o ::Mas '

fCLOCK ~ MINIMUM  VSUPPLY

FEATURE
KC Industry standard CMOS 20MHz 4um 3-10V
JG Double SiGate NMOS 10MHz 6um 9-18V
VB High speed CMOS 40MHz 2um 3-5V
VJ Very fast CMOS 50MHz 1.5um 3-5V
VQ Ultra fast CMOS 75MHz 1.2um 3-5V
MH/MA SiGate CMOS 30MHz 4um 3-15V

i hPolameeon. ...

EMITTER
WIDTH/
FEATURE SIZE  PITCH

ORIGINAL CDI Sum
CDI FAB | 3.75um 11.5um 10ns  2.4pJ 1.5pJ
CDI FAB lla 2.5um 8um 4ns 1.2pJ  0.8pJ

Geometry change (utilizing multi-level differential Ioglc-DML)'
CDI FAB IIb 2.5um 8um  800ps 0.8pJ 0.54pJ

PROCESS FAMILY

PROCESS GRID  MAX. MAX.  MIN.

SPEED POWER POWER

CDI FAB IV 1.2um 4.5um 200ps 0.2pJ 0.14pJ

\ CDI FAB IIl 1.5um Bum  400ps  0.4pJ 0.27pJ

For further information you can write
to us at one of the following addresses:

ed research facility in the world,
Plessey Semiconductors is, today, a
totally commited leader in the industry.
Plessey Semiconductors
1500 Green Hills Road
Scotts Valley, CA 95066
U.S.A.

To learn more
on how Plessey can
help you achieve
the maximum per-
formance that Ll
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gives you the = :
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our new comp- ‘
rehensive, full
color, 72-page
short form
brochure,
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A

In North America call 1-800-441-5665. @8
Outside North America call 44-793-726666.

Plessey Semiconductors Ltd.
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Figure 1. An example of fault-list back-annotation. Signals with a U$$ prefix have
undetected faults. The program Drawfaults adds the U$$ prefix to the signal names
in the Valid Logic schematics (in GED) for signals with untested faults.

the Pegasus CPU project began.
Valid Logic workstations were
used to enter logic diagrams
schematically, and Valid soft-
ware was used to package the
design. The Valid Logic
graphics editor (GED) was also
used to manually enter place-
ment of components on the
two boards. Automatic place-
ment was not.used because the
designers felt that they could
optimize the timing at the
board level by hand better than
they could using automatic
placement tools. Both the log-
ic drawings and the placement
drawings were interpreted by
software written at Elxsi to
create a board-level physical
design database, called DAD
(design automation database).
All information required to
specify the board is entered
through the drawings as prop-
erties of gates and signals in
the logic drawings and compo-
nents on the placement
drawing.

DAD is the source of informa-
tion for an automatic board
router supplied by Shared Re-
sources. After routing is com-
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plete, the routing information
is read back into DAD. Also,
information for board fabrica-
tion by outside vendors is pro-
duced by the Shared Resources
software. DAD is used to gener-
ate files for automatic insertion
of components into bare
boards after they are fabricat-
ed. DAD is also used for consul-
tation by test and manufactur-
ing people to track down
problems with a freshly assem-
bled board. Since board fabri-
cation is expensive, rework of a
board is done when changes are
required rather than rerouting
and refabrication of the board.
The rework instructions are
generated by DAD after the
changes have been made to the
physical design database.

A new use of the DAD phys-
ical design database was the
generatopn of delay informa-
tion for all the signals on the
board for simulation and tim-
ing analysis. A simple algo-
rithm was derived to calculate
delays based on the assump-
tion of correctly terminated
ECL wiring on the board. A
delay file (containing mini-

mum and maximum delays for
the entire board) is generated
and can be loaded by analysis
tools. Rise and fall delays were
not considered because there is
typically not much difference
between the two—the ECL wir-
ing behaves like transmission
lines and it is mostly the prop-
agation delay that matters.

A new tool was created to
read the logic drawings and a
placement drawing for the
gate arrays. This tool generates
netlist files for input to Motor-
ola’s design automation sys-
tem. It also catches many of
the errors a designer might
make before the design is
transferred to Motorola’s com-
puter, which helped to reduce
the time necessary to getthe
gate-array logic right. A cross-
reference is generated between
our signal and gate names
(based on the Valid SCALD net-
list language) and Motorola’s
signal and gate names (based
on the netlist language). We
also wrote a program to read
back placement and delay in-
formation from Motorola. Of-
ten, the designer does not
completely hand-place a gate
array, but only places gates on
critical paths. Sometimes, pin
assignments are made by hand
on the placement drawing as
well. The placement informa-
tion from Motorola-is anno-
tated back onto the placement
drawing for review by the de-
signer. The pin placement in-
formation is also fed into the
physical design database for
board-level routing to the gate
arrays.

B LOGIC DESIGN AND
ANALYSIS

Something new for Elxsi
was the extensive use of logic
design and analysis tools dur-
ing the design of a board set.
We looked into several differ-
ent kinds of tools. Logic-level
simulation would be used to
verify correct functionality of
the machine. Behavioral-level
simulation would be required
to supply large missing pieces
of the design until the gates for
them could be designed. Tim-
ing verification would be used
to verify the timing correct-

ness of the design. Automatic
test generation would be used
to generate test patterns for the
gate arrays. A fault-grading
tool would tell us if our test
patterns were sufficient,
whether they should be ex-
panded, or if a better strategy
for testing a particular gate
array was required. We also
needed programs to compare
simulation results between our
simulator and Motorola’s ver-
sion of the LOGCAP simulator.
Of course, we also needed li-
braries for all of these tools.

B LOGIC SIMULATION

There are many suppliers of
logic simulators. It was diffi-
cult to find time to evaluate
many of them, so we studied
the problem and developed a
list of criteria that the simula-
tor would have to meet.

First, the simulator had to
be fast. We wanted to be able
to simulate up to 10,000 cy-
cles of the entire CPU within
several hours, or overnight in
the worst case. This would en-
able us to simulate already ex-
isting actual hardware diag-
nostics and snapshots of our
existing CPUs (which run the
same instruction set) to debug
the new machine. We deter-
mined that generating test pat-
terns especially for debugging
the machine was a difficult,
time-consuming alternative.

Second, it was necessary to

be able to simulate the entire

machine all at once so that
hardware diagnostics and actu-
al processes could be simulat-
ed. This meant being able to
simulate about 250,000 gates
and a little more than 8
Mbytes of main memory and
caches.

Third, we decided this had
to be done mainly at the gate-
level to ensure correct oper-
ation of the machine. It was
not clear at first whether we
wanted to do simulation with
actual delays or whether unit-
delay simulation would suf-
fice. It turned out that some
logic in the machine depends
on minimum delays, and we
were forced to use reasonably
realistic delays for that part of
the logic.
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Figure 2. An overview of the board-level design flow used at Elxsi in the design of the 6460 CPU.

Fourth, we needed mixed-
behavioral and gate-level sim-
ulation capability. The caches
and main memory could only
be done this way. Also, the
clock-generation logic (which
is the last logic to get imple-
mented in gates) needs to be
done first in behavioral
models.

Finally, the ability to do
breakpointing and patching
was important to us because
these imply that the simulator
is interactive.

Breakpointing is the ability
to stop simulation interactive-
ly (such as when a diagnostic
begins to fail) and take a look
at what happened. Patching is
the ability to then change the
behavior of the circuit by
breaking connections and add-
ing logic, then continue simu-
lating from that point on. The
design-loop time to go back to
the logic drawings, make a
change, recompile the logic,
reload the simulator, and get
back to the point of failure
would be on the order of
hours.
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B SIMULATORS
EVALUATED

We looked at both software
logic simulators and hardware
simulation accelerators. The
hardware simulation accelera-
tors were all less flexible than
the software logic simulators
(though it appears much devel-
opment is in progress to correct
this deficiency). None of the
hardware simulators supported
patching. Most didn’t support
interactive simulation and
breakpointing.

The Valid software simula-
tor was the best choice if it
could meet our criteria because
we were already using Valid
Logic workstations to enter
our designs. Integration prob-
lems would thus be reduced.
However, the speed of the Val-
id Logic simulator was too
slow. A benchmark of an earli-
er version of our design ran at
about six seconds per cycle of
the machine, assuming the
simulation wasn’t paging too
heavily (our workstations did
not have enough physical

memory to run even that fast).
It does support breakpointing
and patching.

The Valid Realfast hardware
simulation accelerator does run
fast enough (an estimated 0.5
seconds per cycle of our ma-
chine). It also supports break-
pointing, but not patching.
Though it is capable of behav-
ioral simulation, there is a per-
formance penalty that would
result in a longer time per sim-
ulation cycle. It is also incon-
venient for multiple concur-
rent users, which is a problem
for us, since we planned to be
running as many as six simula-
tions of the entire machine
simultaneously.

Gateway Design Automa-
tion’s Verilog software simula-
tor was estimated to run at a
rate of 0.25 to 0.5 seconds per
cycle of our machine. We
could only guess at the effect
on performance that reading
and writing several megabytes
of RAM during simulation
could have, since the design
wasn't done yet, but this
looked promising. Verilog

handles both breakpointing
and patching and has a very
good behavioral language. It
also has a C programming in-
terface, which allowed us to
put our own user interface on
it for doing graphics waveform
displays and for letting the
user use his own signal and
gate names. A Valid-to-Veri-
log netlist translator was avail-
able from a consultant, and we
would get the source code for
it.

B THE VERILOG
SIMULATOR

We chose the Verilog logic
simulator, but it took a lot of
work to integrate it into our
environment. The netlist
translator we got from the con-
sultant was not general enough
to handle all of the constructs
we made use of in the SCALD
netlist language, and so we
had to rewrite the translator.
Also, we added a feature to
generate a comprehensive
cross-reference between SCALD
names and Verilog names.
One complication that arose
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Figure 3. The gate-array design flow for the Pegasus design team is shown above.

was the need for “pin-order”
libraries to allow the translator
to translate between SCALD
connections, which are made
by pin name, and Verilog con-
nections, which are made by
pin number.

Other complications arose
when we tried to speed up the
rate of simulation. The Veri-
log simulator can simulate a
model in two different ways:
accelerated and non-acceler-
ated. The difference in perfor-
mance can be a factor of ten, so
we spent much time finding
out why gates were being sim-
ulated using the non-acceler-
ated algorithm and then tried
to fix the problem. This prob-
lem appears to be unique to
Verilog. Once we learned
enough about this issue, how-
ever, we indeed did get good
performance and didn’t have
any further trouble tracking
down this kind of problem.
One of the primary causes of
the non-accelerated gate prob-
lem was the heavy use of RAMs
in our simulation (which gen-
erated a lot of non-accelerated
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events because they were im-
plemented with behavioral
models). Finally, we achieved
an actual simulation rate of
about one second per cycle, not
including the time to initialize
simulation (i.e. the time to
read in the netlist and load the
RAM contents).

We ran Verilog under the
BSD Unix operating system
running on our Elxsi 6420.
This worked out well for us
because our machine had eight
CPUs plugged into it at once,
giving us plenty of throughput
for the six simultaneous simu-
lations of the new CPU design.
It also had a gigabyte of shared
real memory so that the simu-
lations (which each required
over 120 Mbytes of virtual
memory) would not page. Us-
ing the Elxsi for simulation,
however, meant that we
couldn’t use the graphics in-
terface supplied by Gateway
Design Automation. This
would only work if we ran the
software on a Sun workstation
that didn’t have enough
throughput or real memory.

What we finally did was to
build our own graphics inter-
face on the Sun that communi-
cated over the Ethernet to the
Elxsi machine during simula-
tion. This interface was de-
signed to also understand
SCALD signal and gate names
for the design being simulat-
ed. The interface program
reads information (generated
during netlist translation) to
translate between Verilog and
Valid (SCALD) signal and part
instance names. It then auto-
matically translates Valid
names embedded in Verilog
syntax to Verilog names before
passing the input to Verilog
itself. This was a great advan-
tage to the designers working
with Valid schematics during
simulation. Other custom fea-
tures, such as special com-
mands to load, examine, and
modify cache RAM contents by
field name, made design ver-
ification easier. (A given RAM
field may be spread across sev-
eral physical RAM locations. To
make this feature work, the
designer creates and maintains

a cross-reference file between
physical RAMs and logical field
names that the interface pro-
gram understands).

We created extensions to
the netlist translator to allow it
to read delay files generated for
both the gate arrays and the
board-level signals. It has the
ability to combine delay infor-
mation created separately for
each gate array and for each of
the two boards into a single
comprehensive delay simula-
tion. It is much easier to read
the waveforms displayed by
the graphics interface when
the signals change at approxi-
mately the right places in the
cycle.

Was all the work worth it?
Yes! In fact, the simulation
process has caught many errors
in the logic (which perhaps
would not otherwise have been
discovered until a prototype
was built). By running actual
diagnostics from previous CPU
designs, the designers were
able to verify the correctness of
the instruction set being im-
plemented. This is advanta-
geous because of the simula-
tor’s ability to show the value
of any signal at any time with
ease, using the names on the
logic drawings themselves.

B STATIC TIMING
VERIFICATION

A static timing verification
program allows the designer to
analyze the complete timing
correctness of a design, with-
out requiring him to generate
test vectors for all the possible
conditions. Some of the tim-
ing problems that may occur
include set-up or hold viola-
tions on the inputs to flip-flops
or latches, glitches on clock
lines, and excessive delay
along a critical path.

One reason that timing sim-
ulation cannot catch all these
problems is that the number of
combinations of signal values
in the circuit is very large. It
would be difficult to try all the
combinations to make sure
that one of them doesn’t result
in a timing problem. Another
reason is that some race condi-
tions may not show up with a
simulation that uses only
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maximum (or minimum) de-
lays—it may only show up
with the right combination of
delays through different com-
ponents on the board.

Static timing verification
gets around these problems by
doing a special type of design
analysis and displaying the re-
sults for the user. Some tim-
ing-verification programs are
interactive and allow the user
to set up a state in the circuit
(by forcing some signals to a
logic high and others to a logic
low) and then requesting the
critical path delay between
two points.

Unfortunately, all commer-
cially available tools that per-
form this function place severe
restrictions on the design
methodology, that is, the de-
sign must be synchronous.
Elxsi's Pegasus CPU design
does not fit within that clock-
ing paradigm, and existing
programs did not fit our needs.
While some timing-verifica-
tion tools allow limited gating
of clocks (Valid Logic’s timing
verifier allows gating of clocks
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with AND and OR gates), the
Pegasus design uses a much
more complicated clock gen-
eration scheme. The solution
was to write our own timing
verification tool with the re-
quired extra capabilities.

We started with an existing
Pascal program (this same code
was the predecessor to the tim-
ing verifier supplied by Valid
Logic). It took about a month
to get familiar with the old
program, and then we began
to enhance the algorithms to
understand our clocking para-
digm. We modified it to read
the output of the Valid com-
piler directly, and to read de-
lay files generated for the sig-
nals in the gate arrays and at
the board level. The program
was also transformed from a
batch-oriented program to an
interactive one which allows
the user to ask for information
about critical path timing
through the circuit from point
to point. It also provides a
good interface for browsing
the logic and examining de-
lays. The user may interactive-

ly force the timing behavior of
inputs or other signals and
cause the tool (called Habit) to
re-evaluate the circuit.

This program proved to be
very valuable in analyzing the
performance of the gate array
designs and making changes to
them to speed their perfor-
mance. The program only
takes about a minute to run for
a 2,500-gate array. Re-analy-
sis of the circuit takes only
about 30 seconds after a
change is made in the input
timing specification for the
gate array. It takes about 55
minutes to load the entire CPU
and another 15 minutes to read
delay information in. The last
phase of the logic design was
to verify correct timing behav-
ior at the board level with this
tool.

B AUTOMATIC TEST
GENERATION

We wanted an automatic
way to generate test patterns
for the gate arrays since there
were 15 different arrays. The
only tool on the commercial

market we could find was the
Testscan automatic test gener-
ator supplied by Gateway De-
sign Automation. Testscan as-
sumes a scan-based design, but
our design is not scan-based.
So our idea was to utilize the
scan-in pattern and scan-out
pattern suggested by Testscan
for each test. We loaded our
circuit with the state it speci-
fied using our own means
(though we don’t use scan de-
sign, it is generally very easy
to load the design with any
arbitrary state and then to read
it back out again).

Unfortunately, even though
Testscan is supplied by the
same vendor that supplies the
Verilog simulator, the two
programs require different li-
braries! Moreover, the netlist
format for Testscan is much
more limited than the format
for Verilog. It doesn’t support
buses (i.e. vectored signals)
and it does not allow long
names. Also, the program does
a check to make sure it can
understand the circuit by ana-
lyzing how all the clocks are
hooked up. Unfortunately,
most of our gate arrays violated
these rules and we needed to
delete logic from the netlist
input to the program to get it
to generate tests for the rest of
the gate array.

We decided not to use
Testscan because of all these
problems. It was then that we
found a manual test-genera-
tion method aided by pro-
grams written in the Verilog
behavioral language that
proved to be effective and easi-
er to use. Verilog provides ran-
dom signal-value generators
that we used to provide inputs
to data paths. We then speci-
fied the correct clocking for
the circuit and that combina-
tion of data and clock inputs
does a good job of testing the
gate array.

B FAULT GRADING

We wanted to know how
much fault coverage was need-
ed to test the gate arrays and
how much coverage we were
actually getting. To determine
how much was required, we
went back to old ECL gate array
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NAME TYPE OF DATA FROM T0
VCMP (1) NETLIST + DELAYS GED VERILOG
DAD PROGRAMS NETLIST + PLACEMENT GED DAD PHYSICAL
DESIGN DATABASE
PLACETOFIXFILE + NETLIST +
GLOGCAP (2) GATE-ARRAY PLACEMENT GED MOTOROLA (LOGCAP)
VECTORTOMOTO TEST VECTORS VERILOG MOTOROLA (LOGCAP)
DELAY GATE-ARRAY DELAYS MOTOROLA VCMP + HABIT
DRAM RAM (CACHE) CONTENTS INTERNAL i
FOR SIMULATION META-ASSEMBLER
NOTES: (1) VCMP WAS SUPPLIED TO US BY A CONSULTANT
. AND WE EXTENDED IT SUBSTANTIALLY '
~ (2) GLOCAP s SUPPLIED BY VALID LOGIC -
ALL OTHER TOOLS WERE WRITTEN INTERNALLY.
designs and checked the fault  we wrote a program (Figure 1), mation environment. On one bugging newly integrated

coverage of the tests used for
them. We correlated that cov-
erage with the actual failure
rate of the gate-arrays during
system testing of boards that
they had been plugged into.
We then had to choose a
fault-grader. LOGCAP had been
used in-house to do fault-grad-
ing on the old gate arrays.
However, it only allowed
faults to be simulated on the
outputs of gates and it ran ex-
tremely slowly. A 2,500-gate
array with about 500 test pat-
terns would take overnight to
run. Some of the gate arrays
had over 2,000 test patterns.
The Testgrade fault-simula-
tion program allowed coverage
of all stuck-at faults in our
models and ran much faster,
completing the 500 test pat-
terns in less than one-fourth
the time of the LOGCAP fault
grader (this meant that we
could run up to three fault-
grading sessions in a 24-hour
period for the same array).
To make it easier to gener-
ate additional patterns for cov-
ering faults that were missed,
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back-annotating the logic
drawings. Markings in the
program showed which signals
had faules that were missed.
Often, the person generating
test patterns could look at the
drawings and see the pattern of
what wasn’t covered and thus
could more easily figure out
what to do. This was some-
thing that couldn’t be done by
looking at a list of the names of
uncovered faults.

B CONCLUSIONS

Integration of design auto-
mation tools 75 a big deal. It
requires the dedication of peo-
ple, time, and money. Howev-
er, the payback can also be
large. We discovered that in-
tegration cannot be solved by
simply buying all the required
tools from a single vendor. No
single vendor meets all the
needs of a complex design
methodology such as ours.
Many of the needed tools are
not available from any vendor.

Two constraints work
against each other during the
integration of a design auto-

hand, there’s usually not
enough time to hire CAE peo-
ple to build tools internally,
implying the need to buy from
tool vendors whenever possi-
ble. Also, building all the
tools internally can be expen-
sive for a small company.

On the other hand, the use
of vendor-supplied tools has
problems. They are not sup-
ported as well as internally
written software would be, as
measured in terms of time
from bug report to bug fix and
also in getting the function-
ality provided to match the
needs—including timely en-
hancements. What’s more, the
use of vendor-supplied tools
can also lead to a more poorly
integrated system.

Some vendors made it easier
to integrate their software
with other software. This was
true of Valid Logic and Gate-
way Design Automation. Both
made extensive use of user-rea-
dable file formats that can be
read and generated by tools
written internally.

We also discovered that de-

tools places an extra demand
on logic designers. However,
these tools are now in place
now and there are many people
experienced in their use. The
final board-level and gate array
design flows adopted at Elxsi
are shown in Figures 2 and 3
respectively. B
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SOME THINGS
JUSTAREN'T WORTH THE RISC.

$174* $495*

AMD RISC Chip

16 MHz, 12 MIPS 20 MHz, 17 MIPS

" / AM29000

Any chip above would do a good job as
an embedded controller in a disc drive, laser
printer, or workstation.

It’s just that one can do it for a lot less
money. The VL86C010 32-bit RISC chip
(ARM) from VLSIL

It gives you the performance you need
right now, in volume, for about $5 per
MIPS. (The nearest competitor is $10 per
MIPS. If and when the product is available.)

YOU NOT ONLY SAVE CASH,
YOU SAVE CACHE.

Because our chip is not only less expensive,

Motorola RISC Chip

$174*
Intel RISC Chip
20 MHz, 7.5 MIPS

$179*
LSI Logic SPARC Chip
16 MHz, 12 MIPS

80960KA

L64801
4

but easier to use than most RISC chips,

you save a bundle on your entire system.
You don’t have to pay for fancy memory

schemes like cache or full static memory.

Our RISC chip only needs 80ns DRAMs
to run at a full 12 MHz.

You save on real estate, too. You can
design an intelligent controller with
4 Mbytes of DRAM that will fit on a
standard XT expansion card.

YOU’LL THANK US FOR
OUR SUPPORT.

Nobody else in the industry offers the



AND SOME THINGS ARE.

VLSI

$50*
RISC Chip

12 MHz, 6.33 MIPS

peripheral support we do. Nobody.

Ours is the only RISC chip with off-
the-shelf peripheral support for memory,
video, audio, and other I/O functions.

Don’t want to mess with microcode?
That’s okay. ANSI C, FORTRAN 77,
and an Assembler/Linker will do very
nicely, thank you.

And we'’re working on development
support tools like industry standard real-
time executives and in-circuit emulators.

But we saved the best for last.

Because VLSl is a leader in ASIC and

VL86C010

always has been, we’re now using our
RISC as an ASIC core.

That means you can build your very
own RISC system quickly and easily
using VLSI design tools.

Call 1-800-872-6753 and ask for our free
VL86CO010 brochure. Or write tousat 8375
South River Parkway, Tempe, AZ 85284.

And reduce your RISC.

*Prices based on: EDN, June 9, 1988; Electronics, April 14, 1988; Microprocessor Report, May
and September 1988; Quantities of 100. **Price based on sample quantities.

® VLSI TECHNOLOGY, INC.
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projects
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CLOSE VENDOR USER
RELATIONSHIPS ARE A MUST

HALIM AND DANNY SHAMLOU,

HAYES

MICROCOMPUTER PRODUCTS
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of the keys to successful in-house design of

mixed analog/digital ASICs by system houses

is a close liaison with a silicon vendor offering state-of-the-art computer-aided engineering tools.

Vendor-supplied libraries that accurately model the vendor’s process in addition to supporting the

required design styles also play a key role.

Another key is a high level of custom chip design expertise on the part of the system house (tool

users). However, as mixed analog/digital tools advance, the required level of “chip” expertise will

decrease. Examples of such next-generation tools are analog module generators, general easy-to-use

synthesis tools, cell compilers, and high-level and mixed-mode simulators.

Hayes Microcomputer Products Inc. has successfully designed a single-chip analog front end (AFE)
for international 2400/1200/300-bps modems. It did so by using a CAE system (Testa and Mittal) and
library cells internally developed and supplied by Silicon Systems Inc. (SSI). Design time from concept

to first-pass successful silicon (Figure 1)
was eight months.

The AFE chip incorporates 80 poles of
high-performance analog switched-capaci-
tor filtering, a mixed analog/digital tone-
generator block, tone-detection circuits,
modulator, gain stages, an 8-bit analog-
digital converter, and digital microproces-
sor and DSP interfaces. The chip is ap-
proximately 62,000 square mils in a 3-
micron double-poly CMOS process. It was
designed primarily for modem perfor-
mance improvement, particularly in the
V.23 1,200-bps mode.

B CAE SYSTEM OVERVIEW

The CAE system from SSI was made
available to Hayes in an arrangement
whereby Hayes operated as a remote de-
sign center to SSI. The CAE system (Figure
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2) is an integrated design toolbox devel-
oped specifically for design of mixed ana-
log/digital chips. It accommodates design
strategies ranging from full-custom to
standard cells and predesigned building
blocks, in both cMOS and bipolar technol-
ogies. The system runs on Apollo Com-
puter Inc. workstations.

The front end (schematic capture) for
the electrical design phase consists of a
Mentor Graphics Corp. workstation with
ssi-developed tools. These tools are com-
prised of custom menus, entry macros,
checking utilities, and component
libraries.

The available component libraries are:
custom components (including primitives
such as capacitors and transistors); stan-
dard cells with fixed-height layouts; and
predesigned building blocks such as filter

stages and A/D converters.

After completion of schematic entry,
the performance and functionality of the
design are evaluated using simulation and
analysis tools to verify that it meets all
requirements. SSI-developed hierarchical
netlisters automatically generate design
netlists and user-defined stimuli from the
single schematic database. Formats are
compatible with the various third-party
simulators, such as HSPICE, SWITCAP, and
SILOS.

Chip floor-planning, layout, and
checking are entirely carried out by SSI,
including layout-to-schematic verification
(circuit trace). Given SSI's experience in
physical design of full-custom mixed ana-
log/digital chips, this was determined to
be the optimum approach to the “back-
end” IC design phase.
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Figure 1. A die photograph of the modem analog front end.

B ARCHITECTURE

The architecture of the 2,400/1,200/300-
bps modem is shown in Figure 3. In this
architecture, the AFE chip functions as a
peripheral to the microcontroller, per-
forming all the front-end analog-sig-
nal conditioning and processing for the
modem. All data transfer and signaling to
and from the AFE is digital.

The microcontroller performs data-ter-
minal-equipment to modem-command
interpretation, data buffering, scrambling
and descrambling, as well as call setup and
programming of the AFE chip in the ap-
propriate configuration. It communicates

DECEMBER 1988

with the AFE chip via a 4-bit multiplexed
address/data bus. All AFE control and sta-
tus information is stored in 11 4-bit regis-
ters that are accessible to the processor.

The DSP demodulates the signal, adap-
tively equalizes it, then decodes it accord-
ing to the constellation of the selected
mode. It communicates with the AFE via a
bidirectional serial port.

The modem is designed for internation-
al applications and meets the requirements
of most foreign countries. It implements
four full-duplex modem communication
standards (a “QUAD ”’ modem), as recom-
mended by the CCITT :

B V.22 bis: 2,400 bps using QAM

modulation and compatible with V.22
mode;

W V.22: 1,200 bps with fallback ¢t
600 bps using DPSK modulation;

)
B V.23: asymmetrical channel fre-
quency division with up to 600/1,200 bps
in the main channel, and up to 75 bps in
the back channel using FSK modulation.
V.23 is used primarily for videotext appli-
cations; and

M V.21: up to 300 bps using FSK
modulation.

The AFE architecture is shown in Figure
4. It makes extensive use of macrocells and
building blocks developed by ssI for other
chips, including a V.22 bis AFE chip
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More gates. More
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- NECs 60000-gate standard cell
gives you maximum design flexibility.

For fast answers, call us at:
A Tel:1-800-632-3531. TWX:910-
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M aximize your design options with NEC's newest
standard cell. The 60,000-gate SC-5 is a complete
system on silicon. Fabricated with a 1.2u CMOS process,
it gives you higher integration, greater gate speed, and
the largest memory on the market. Memory access
and drive capability are tops in the industry.

Check the specs item by item. You'll see that the
SC-5 edges the competition in crucial performance
parameters, allowing you to make bold new depar-
tures in design.

O Integration: Up to 60,000 gates
(2-input NAND).

O Internal gate delay: 1.0ns
(F/0=3, I=3mm).

OO Memory access*: 22ns RAM;
15ns ROM. * for 256 x 8 organization.

O Max memory size: 128K-bit RAM;
1M-bit ROM.

O Output drive capability: Up to
48mA.

O Packages: DIP, QFP, PLCC, PPGA,
and PGA.

NEC offers users of the SC-5 the
benefit of an extensive macro
library.

O Functional blocks: Functionally compatible with our
CMOS-5 gate arrays.

[ Soft macros™: 74 LS series-compatible macros.

[0 Mega macros™: CPU peripherals including multipliers,
adders and FIFO.

O Analog macros*: A/D and D/A converters, compara-
tors, OP amps, analog switches and more.

O 1/0 blocks: Compatible with our CMOS-5 gate arrays,
including CMOS/TTL-level I/0, and pull up/down
resistors. *under development.

The purpose of a standard cell is to help designers
achieve enhanced performance with reduced effort
and expense. To find out how the SC-5 increases your
design flexibility, call NEC today.

UK Tel:0908-691133. Telex:826791. Singapore Tel:4819881. Telex:39726. .3( | B
Hong Kong Tel:3-755-9008. Telex:54561. Ausiralia Tel:03-267-6355. Telex:38343. N =

Taiwan Tel:02-522-4192. Telex:22372.
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Figure 2. The CAE system is an integrated design toolbox developed specifically for design of mixed analog/digital chips.
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Figure 3. The architecture of the 2,400/1,200/300-bps modem; the AFE funcitons as a peripheral to the microcontroller.

(Hurst et al). On the transmit side, the
AFE encodes and modulates the data from
the controller in QAM and DPSK modes. In
FSK modes the tone generator block acts as
the modulator, as well as generating
guard, DTMF, and answer tones. The pass-
band signal is next shaped by an anti-
aliasing filter followed by the transmit
bandpass filter for the selected mode.
Guard tones are next summed with the
signal (if enabled), followed by a switched
capacitor programmable attenuator to set
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the transmit signal power. An output-
smoothing filter eliminates high-frequen-
cy images generated by the switched ca-
pacitor filters, completing the transmit
signal processing.

On the receive side, the signal first
passes through an anti-aliasing filter with
selectable boost (0/6/12 dB), followed by
the main receive bandpass filter (BPF) for
the mode selected. The BPF provides oppo-
site band rejection, as well as compromise
levels of amplitude and phase equalization

based on an average phone line. The signal
is next passed through a second anti-alias-
ing filter, followed by a programmable
switched-capacitor gain stage controlled
by the DSP. The signal is then converted to
an 8-bit twos-complement representation
by an algorithmic A/D, and the data is
passed to the DSP.

Carrier, answer tone, and call-progress
tone detectors are also included in the
receive path. These are energy detectors
with current states that are stored in status
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Figure 4. The AFE architecture makes extensive use of

registers and can be read by the microcon-
troller. In addition, a programmable tim-
er is included for clock recovery, as well as
a programmable four-level gain stage for
off-chip audio monitoring of call-progress
tones.

Band-split filters for V.22/V.22 bis
were incorporated as predesigned building
blocks. Filtering for V.21 mode is
achieved by a 25 percent reduction in the
V.22 filter clock rate in order to pass V.21
FSK tones.

The majority of the design effort con-
centrated on new high-order switched ca-
pacitor bandpass filters for V.23 mode,
more fully described in the next section.

B FILTER DESIGN
METHODOLOGY

The V.23 filters are composed of two
bandpass filters, one for the main channel
and the other for back-channel filtering.
Their responses are shown in Figure 5.
One is connected on the transmit (tone
generator) side and the other on the re-
ceive side depending on AFE answer/origin-
ate setup.

The filters” primary function is to reject
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macrocells and building blocks developed by Silicon Systems Inc.

the opposite band transmitted signal leak-
ing through the hybrid. They also handle
channel anti-aliasing and reduce the noise
bandwidth. In addition, the main channel
filter incorporates a fixed delay equalizer,
as well as compensation for channel gain
roll-off. Also, the filters should introduce
minimum amplitude or group delay
distortion.

To further complicate the filter designs,
worst-case signal-to-filter noise at the fil-
ter output must be at least 20 dB. For a
signal level of -39 dBm (which is boosted
from -45 dBm by a hybrid gain of 6 dB),
this implies filter noise levels of roughly
800 microvolts.

Due to the conflict between the high
order dictated by filter response require-
ments and low noise required for receiver
dynamic range, much care was taken in
the design of the filter transfer functions,
as well as in their synthesis and implemen-
tation, to ensure that they met all specifi-
cations. The filter design methodology is
shown in Figure 6.

The filter transfer functions were syn-
thesized from pass and stopband specifica-
tions as cascaded second order sections

using FILSYN.

The main channel filter is a 12th-order
bandpass synthesized as the cascade of a
7th-order high-pass and a Sth-order low-
pass filter. The 12th-order magnitude sec-
tion is followed by a 4th-order all-pass
delay equalizer that compensates for both
filter and channel group delay variation
over the pass band. The main channel
filter has two modes of operation: a 1200-
bps and a 600-bps (half-speed) mode. In
the 1200 mode, the center frequency is
1700 Hz with a bandwidth of 1400 Hz,
while in its half-speed mode it is centered
on 1500 Hz with a bandwidth of 1000 Hz.
The back-channel filter is a fixed 8th-
order bandpass. Its center frequency is 420
Hz with a bandwidth of 140 Hz. This
ensures symmetry around the different
V.23 mark and space frequencies, with
bandwidth limiting for optimum receiver
performance.

In the top-level partitioning of the
V.23 filters, the different modes of V.23
main channel filtering (half-speed and am-
plitude equalization) are achieved by ca-
pacitor programming of the low-pass sec-
tion of the main channel filter. The delay
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Everything you need
Jor ASIC success
from one reliable source

An ASIC project is a major commitment of your
budget and man hours. Give yourself the advantage
of working with a powerful partner. Oki Semiconductor
has the experience, resources, and commitment you
can rely on to help ensure your ASIC VLSI success.

Advanced ASIC products and 'technologies

Oki Semiconductor has complete ASIC capa-
bilities, from full custom to semicustom ICs. Our three
families of advanced CMOS ASIC products have been
designed to meet all of today’s high-density, high-
speed device requirements.
» Sea-of-gates:
new sea-of-gates channelless arrays provide an avail-
able 100,000 gates and a minimum 40,000 gate circuit
logic density of 640 picoseconds.
» Channelled array:
new 1.2 u channelled arrays provide speed in the
subnanosecond range together with a logic density of
up to 30,000 usable gates.
» Standard cell:
the new 1.2 . standard cell family offers density up to
60,000 gates and an average speed of 600 picoseconds,
plus memory capability of 32K bits RAM and 128K
bits ROM.

ATG and logic transparency

With automatic test-point generation built into
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equalizer section can be independently by-
passed. All programming of the main
channel filter is under control of the pro-
cessor via control register bits. The back
channel filter is a fixed structure requiring
no programming.

The filters are realized as cascaded bi-
quads of the Fleischer-Laker topology
(Fleischer and Laker). Capacitor values for
each biquad were computed from its z-
domain transfer function, then scaled for
the signal swing of the internal operation-
al amplifier node using a BQSYNTH pro-
gram. Once that was done, the capacitors
were then normalized to a unity capacitor
of 0.42 pfF (30 X 30 microns). After-
wards, the dimensions of all of the frac-
tional pieces were computed in order to
establish close to constant area-to-perim-
eter ratios using the BQCAP program. A
clock rate of 38.4 KHz was determined to
be acceptable in order to provide a good
trade-off between the over-all capacitance
and the amount of noise folded by the
switched capacitor stages.

Standard CMOS operational amplifiers
and switches from the component libraries
were used. Array sizes and dimensions for
precision capacitors (poly/poly) were speci-
fied as capacitor properties on the
schematic.

For each filter, a large number of differ-
ent biquad orderings, in addtion to pole-
zero combinations, were synthesized. For
each synthesis, HSPICE was used to esti-
mate the filter noise floor. This was ac-
complished by means of a program
(BQ2SPICE ) that automatically generates
an equivalent resistive-capacitive filter as a
noise model in SPICE-compatible syntax.
This model also incorporates effects of 1/f,
kT/C, thermal, and folded noise in the
switched capacitor filter (Fischer). This
process was iterated to minimize noise
while maintaining acceptable capacitor ra-
tios for efficient silicon area utilization.
Another program (BQMONTE) was used to
perform Monte Carlo simulation of effects
of random capacitor variation on filter
gain and phase response.

In addition to noise, a large variety of
simulations were run to verify filter func-
tionality and performance. SWITCAP was
employed in order to simulate filter gain
and phase response, signal swing at each
op amp’s output, dc offset gains, transient
response, and the effect of low op-amp
gain. HSPICE was used to simulate filter
gain response, op amp offsets, and worst-
case settling time on a single clock phase.

® MODIFIED BLOCKS

While the majority of macro-blocks
from SsSI's library were incorporated in the
AFE “‘as-is,” several blocks needed modifi-
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TABLE 1. AFE MEASURED
CHARACTERISTICS

TECHNOLOGY | 3 MICRON 2P CMOS

POWER SUPPLY | "L/ < v 350 mw

BPF NOISE: , ,
% zFx MAIN |« 450 MICROVOLTS
V.23 BACK « 280 MICROVOLTS
V.22/V.21 « 700 MICROVOLTS

BPF DISTORTION | > 60 dB S/THD

A/D CONVERTER 8 BITS +/-0.5 LSB

cation to support V.23 mode, as well as to
comply with foreign Post, Telephone, and
Telegram (PTT) requirements.

The tone generator block was modified
to generate V.23 mark/space tones by
picking new counts from a programmable
counter. The receive analog-to-digital
timer was modified to guarantee that there
was an additional sampling rate specifical-
ly for receiving in V.23.

Another area of modification was the SC
gain stage. For reasons of blocking dc
offsets, the gain stage incorporates two
first-order high-pass stages, one at its in-
put and one at its output.

Since dial tones for some countries can
be as low as 150 Hz, these high-pass stages
were redesigned to move their composite
corner down to approximately 200 Hz. For
those countries, dial tone detection is im-
plemented by bypassing the receive band
pass filter and performing the filtering and

detecting of the signal entirely in the DSP.

Since PTT restrictions on out-of-band
energy emissions are tighter than FCC gui-
delines,new SC third-order anti-aliasing
and smoothing filters were designed.
These provide 55-dB suppression of the
first spectral image generated by the 38.4-
KHz SC clock.

B RESULTS AND CONCLUSIONS

The AFE chip was tested both in a com-
plete modem system and stand-alone to
verify its functionality and performance.
The AFE was fully functional and exceeded
all performance requirements on the first
silicon pass. Total development time was
eight months, evenly distributed between
definition/specification, electrical circuit
design, physical design, and fabrication
phases. Table 1 summarizes the AFE mea-
sured characteristics.

The recipe for successful design of
mixed analog/digital ICs by a systems
house relies heavily on the vendor-sup-
plied CAE tools. In addition, it is impor-
tant that the cell libraries are well docu-
mented and supported. There should also
be an effective partitioning of responsibil-
ities from device definition through elec-
trical and physical design. Some level of
software problems should be anticipated as
well on the user side. In many cases, the
vendor’s tools may be exercised in new
areas for the new design that uncover
bugs. This makes vendor tool training and
support an important issue. Finally, both
sides must work closely together during
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Figure 5. The V.23 filters are composed of two bandpass filters, one for the main channel and the other for back
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