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| FROM THE FAWCETT

And the Survey Says ...

By BRADLY FAWCETT # [diior

F()r the third year in a row, Xilinx
employed an outside marketing consultant
to conduct an extensive survey of our
customers last autumn. This is just one of
the many ways that we obtain feedback
from Xilinx users. Our sincere thanks to
the 522 engineers, man-
agers and purchasing
agents who took the
time to complete and
return the survey forms.
We thought that you
might be interested in a
summary of the results.

First, the big picture.
We received 331 re-
sponses from North
America, 83 from Europe and 104 from
Japan, a 16 percent response rate overall.
91 percent of the respondents have engi-
neering responsibilities; the remainder
work in purchasing. Within the engineer-
ing community, 76 percent are using PCs
as a design platform
and 45 percent are
using workstations.
(Clearly, some of you
are using both.) The
number of workstation
users is growing, hav-
ing increased from 36
percent in our 1993
survey.

In terms of overall
satisfaction with Xilinx,
82 percent of the respondents were “very
satisfied” or “satisfied” and 92 percent
indicated that they were likely to recom-
mend Xilinx to their peers. The overall
satisfaction rating was higher in Europe
and North America than in Japan. Those
using the highest volumes of Xilinx com-
ponents and those who have been using

“We remain

Sfirmly committed to
meeting our users’
needs in every aspect
of our business.®

Xilinx products for the longest expressed
the highest satisfaction levels.

The survey targeted five different areas:
components, development systems, tech-
nical support, sales support and communi-
cations.

Component products were satisfactory
to 86 percent of the respondents. (The
consultants who conducted the survey
claim that any satisfaction rating over 85
percent represents a company strength.)
Not surprisingly, the areas of highest satis-
faction were quality, functionality and
power consumption, with somewhat lower
satisfaction ratings for speed and density.
One respondent summed it up nicely with
a concise written comment, “Continue to
improve speed and lower price.”

For development systems, the survey
results indicate that you want faster execu-
tion times and better third-party interfaces,
The written comments also asked for more
tutorials and better translation of our
manuals into the
Japanese language,

Technical support
(via our Field Appli-
cations Engineers and
technical hotline)
received 81 percent
satisfaction. Sales
support is a Xilinx
strength, with 89
percent expressing
satisfaction overall
(93 percent among North American users),
These numbers were consistent for both
of our main sales channels: distributors
and manufacturers’ representatives. Our
efforts to communicate with you satisfied
80 percent of respondents overall, with 91
percent in North America and Europe
expressing satisfaction.

Continued on page 15




GUEST EDITORIAL

The Predictability Myth
by HANS SCHWARZ @ Marketing Director, Development Systems

Some high-density programmable logic vendors try to distinguish themselves
from their competitors by claiming that their devices offer “predictable” perfor-
mance; that s, the performance of a design is predictable prior to its implementa-
tion in the target programmable logic device. Altera Corp. has been particularly
vocal about this alleged advantage of the FLEX 8000 architecture, but
other vendors make similar claims.

Usually, this claim of “predictability” is based on one feature: the
fixed interconnect delays typical of EPLD architectures (and, suppos-
edly, extended to the FLEX 8000 FPGA architecture — yes, Altera has
recently decided to call the FLEX devices “Complex PLDs” and not
FPGAs, but let's save that topic for another day). Thus, the argument
goes, since all the interconnect paths have fixed delays, the perfor-
mance of the design is completely predictable.

Unfortunately, this view of “predictability” offers little practical use
in all but the simplest of designs. While individual net delays are
fixed in some of these architectures, net delays are not a measure of
the speed of a design. The perfor- rom— =
mance of an application is dependent |

on the speed of entire paths through — Performance depends on entire path |

the design, not just individual nets. A | ‘ Register | ) | Register |
circuit path through a design typically | s . |

traverses multiple nets and logic blocks. | ' _i OBIC Logic— Logle

For example, in the simple circuit of | > ' o ' D i
Figure 1, one of the paths involves two | — : — 2
routing segments and an intervening } | , i
combinatorial logic delay, while the I Logic || Register
other path includes four routing seg- ' ‘ '
ments and three logic block delays. In
synchronous designs there are four
main types of paths: from a clocked
register to a clocked register, from a
package pin to a package pin with no intervening registers, from a package pin
to a register, and from a register to a package pin.

Thus, interconnect delay “predictability” alone is not enough to calculate path
delays unless you know which and how many of the different interconnect seg-
ments will be used and the number of intervening logic block delays. For a
small design in a PAL-like architecture, this may be possible. You must imple-
ment the design using your development system’s place and route tools to deter-
mine path delays in a design of any reasonable complexity in a finer-grained
architecture.

Figure 1: Examples of circuit
paths traversing multiple logic
blocks and interconnect
segments.

Continued on the next page
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%The best

solution is the one that
allows you to specify
the target performance

instead of guessing
beforehand.®

Continued from page 3

A more effective approach is first to
specify the performance you want to
achieve along the critical paths of the
design, and then to supply those as targets
to timing-driven place and route algo-
rithms. In other words, instead of guess-
ing beforehand how the design will be-
have, specify how you want it to behave.

This is the approach that Xilinx took
with the introduction of the XACT-
Performance™ feature of the PPR (Parti-
tion, Place, and Route) program nearly
wo years ago — the
industry’s first timing-
driven place and route tool
for FPGAs.
subsequent releases have

Since then,

refined this capability,
including the simplification
of the user syntax in XACT
5.0. Other FPGA vendors
have followed our lead and
introduced their own tim-
ing-driven implementation
programs.

For the Xilinx EPLD
product line, other development system
features allow you to specify and control
performance, such as the ability to control
mapping (including the selection of Fast
Function Blocks or High-Density Function

Blocks for given portions of the design)
and to assign signals to special high-speed
clocks and fast output enables. A static
timing analyzer and report generator was
recently added to the XEPLD toolset to
assist in determining the performance of a
given implementation.

Some measure of “predictability” is
desirable in logic synthesis tools for high-
level design. Ideally, the synthesis tools
should be able to estimate the perfor-
mance of a given logic implementation in
order to make meaningful performance/
area trade-offs during the synthesis pro-
cess. This can best be accomplished as a
statistical exercise using “wire load mod-
els” to estimate routing delays between
levels of logic on the basis of interconnect
loading. In the latest release of the XS
Xilinx-Synopsys interface, these estimates
have been refined to the point where they
are typically within 10 percent of the
actual timing parameters of the imple-
mented design.

So, view claims of performance “pre-
dictability” based on fixed interconnect
delays with a jaundiced eye. The best
solution is the one that allows you to
specify the target performance instead of
guessing beforechand. 4

FINANCIAL REPORT

1 Continues

Wy \ilinx sales revenues for the third fiscal quarter
: (endmg Dec. 31, 1994) rose to a record $91.3 million,
an increase of 14.8 percent from the previous quarter
and 37 percent from the same quarter one-_-year_égo.
For the first nine months of the fiscal year, revenues

totaled $245.9 million, an increase of 36 percent over

 the comparable period last year.
~ Continued strength in the XC4000 and XC3100
 families and significant growth in both the XC3000A/

XC3100A and HardWire families contributed to the
sales increase. XC4000 family sales rose 23 percent,
and combined XC3100/XC3000A/XC3100A sales rose
29 percent compared to the preceding quarter. Sales
of the HardWire family reached a record $6 million.

Geographically, revenues from North America re-
mained strong, increasing 19 percent over the previous
quarter, International revenues constituted 27 percent
of total sales. #
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_ CUSTOMER SUCCESS STORY

XACT 5.0 Enables High-Performance FPGA Design

\X/hen engineers at Chi Systems (a
division of Zitel Inc.) needed to push the
limits of FPGA performance in the design
of a high-speed interface card, they turned
to the XC4010 FPGA and the XACT* 5.0
Development System.

Chi System's Enhanced 6U HiPPI Inter-
face board implements high-speed point-
to-point 32-bit data transfers between two
standard busses: a High-Performance
Parallel Interface (HiPPI) bus and a VMEG4
bus. Two 32-bit FIFO buffers provide data
buffering between the two ports. The
board is designed to deliver a sustained
transfer rate of over 40 Mbytes per second
with a pre-defined block transfer size,

Standard chip sets were selected for
implementing each of the bus interfaces.
The XC4010 FPGA and a small, high-speed
EPLD hold all the control and interface
logic linking these interface chip sets, the
FIFO butffers, and an on-board Motorola
68EC030 microprocessor. Much like a
processor uses a dedicated DMA device,
registers in the FPGA that define the pa-
rameters of the data transaction (addresses,
block sizes, etc.) are loaded by the micro-
processor, and logic in the FPGA and
EPLD directly controls the actual data
transfer operation.

The XC4010 FPGA was designed using
Viewlogic and Xilinx XACT 5.0 tools on
both PC and workstation platforms. As
noted by Larry Henson, Principal Hardware
Engineer at Chi Systems, much of the
success of the design depended on the
advanced features of XACT 5.0. Knowing
that speed requirements would be difficult
to meet and design changes were inevi-
table, Chi Systems' engineers used location
attributes to floorplan critical portions of
the design and carefully applied perfor-
mance specifications along critical paths
using the XACT-Performance™ feature of

PPR. “The extra time spent on
floorplanning ended up saving us weeks
in the debug and system integration phase
of the project,” stated Henson. “We were
able to make design changes in the FPGA
without critical paths being disrupted.

The use of time spec. attributes and

XDelay allowed for a quick review of the
timing details of each design iteration.
The highlight of the design was the ease
at which the XC4010 could absorb design
changes.”

Initially, about 80 percent of the logic
blocks in the XC4010 FPGA were being
used, but the designers soon took advan-
tage of the FPGA’s ability to absorb de-
sign changes. Specification changes

E

CHI SYSTEMS

and “bug fixes” for prob-
lems with
the
interface
chips soon
expanded
logic block
usage beyond 93
percent. Since the
FPGA configuration
file shared EPROM
space with the
firmware, changes during beta qual-
ification also were straightforward and
accomplished with simple EPROM content
changes. In some cases, bugs that would
previously have required firmware
changes without the flexibility of the
FPGA solution were fixed through simple
design changes in the FPGA.

“The XC4010 device was able to meet
speed and capacity goals well beyond
what we considered normal for a large
FPGA device,” concluded Henson. “Xilinx
FPGAs will be considered for all future
projects that have similar cost, perfor-
mance and schedule requirements.”




For a complete list,
please contact your
sales representative.

New Product Literature

I.cam about the newest Xilinx products and services through our extensive library of
product literature. The most recent pieces are listed below. To order please contact your
local Xilinx sales representative. @

Corporate

Xilinx Yellow Pages Directory Open-systems directory listing EDA software, #0010181-01
synthesis, tester and programmer vendors whose
praducts support Xilinx

1995 Training Course Schedule Description of the Xilinx training programs and #0010134-04
schedule of 1995 classes (worldwide)

FPGAs

XC5000 Family Overview Features & benefits #0010235-01

New Class Emphasizes HDLs and Logic Synthesis

As FPGA capacity increases and designs become larger and more complex,
many designers are considering the use of high-level hardware design languages
(HDLs) and logic synthess tools. The two most common HDLs are VHDL and
Verilog-HDL. There are several available synthesis tools optimized for Xilinx device
architectures, including FPGA Compiler™ from Synopsys.

Designing with HDLs and synthesis tools can be very different from using sche-
matic entry. As a result, Xilinx now offers a training class that focuses on VHDL and
Verilog design entry for Xilinx products. This class differs from the standard course
in that HDLs are used instead of schematics in the examples and exercises, and
special synthesis topics are discussed.

Initially, the class will be offered at Xilinx Headquarters in San Jose, California,
and as a customer-site training option. Later in the year we expect to expand the
number of class sites rapidly.

For more information and a class schedule, refer to the 1995 Program-
mable Logic Training Course brochure. ¢

Price Reductions For On-Site Classes

On-site training is a popular option that brings Xilinx training classes directly to
your site. This option is often chosen for its convenience and potential savings
(taking travel time and expenses into account). In addition, classes can be custom-
ized to suit your particular needs.

Previously, the price of these classes has been as high as §10,000, and required a
minimum class size of 10 students. As part of a special promotion, the price has
been slashed to $4,500; the minimum class size has been reduced to six students.

To enroll in a class, schedule an on-site class, or get more information
about Xilinx classes, contact your local Xilinx sales representative or call
the Xilinx training administrator at 408-879-5090. ¢




Xilinx to Host “Programmable

Logic Breakthrough '95”

The 1995 Xilinx technical seminar
and conference series will be coming
to a location near you during the

Technical Seminar Series

Offered in 05 cities throughout the world,

these half-day sessions offer a

months of May and June. These events
give you an opportunity to hear about
the programmable logic software and

view of the latest in design
methodology alternatives plus an
in-depth look at an exciting
roster of new technologies from

Programmable Logic
Brealfthrough " 195

technologies that will carry your de-
signs through the '90s and beyond.
The sessions will cover our new Win-
dows-based XACT 6.0 software, three
new revolutionary device families and

Xilinx. Presented by our applica-
tions engineers, these sessions
address the architecture and
software issues that affect your
programmable logic designs.

Watch Your Mailbox for
More Information

Invitations for the 1995 Xilinx
seminar series will be mailed directly to all
users who are currently on the XCELL mailing
list. You will be able to register for a seminar

a slew of new product enhancements.

Technical Conference Series
Held exclusively in six U.S. and
European locations (Boston, Dallas,
Santa Clara, Paris, London and Frank-
furt), this full-day program offers four
separate technology tracks plus a
chance to visit more than 20 of the
industry’s leading EDA and synthesis
tool vendors. Senior members of the
Xilinx management and technical staff
will be in attendance, as well as your

in the desired city and country by way of
telephone, E-mail, fax or reply card.

For additional information on the Xilinx
seminar series, contact your local Xilinx sales
office or distributor or see the Xilinx home

local Xilinx sales representatives and
distributors.

Ljok for Xilinx technical papers and/or
product exhibits at these upcoming industry
forums. For further information about
any of these conferences, please contact
Kathleen Pizzo (Tel: 408-879-5377
FAX: 408-879-4676). ¢

1995 Design SuperCon
Feb. 28 - Mar. 2, 1995
Santa Clara, California

PCI Spring *95 Design Workshop
Mar. 13 - 17, 1995

San Jose, California

PCI '95 - The PCI Bus Industry
Conference

Mar. 29 - 31, 1995

Santa Clara, California

page on the world Wide Web at
http://www xilinx.com. ¢

IEEE Workshop on FPGAs
in Custom Computing
Machines (FCCM)

Apr. 11 - 14, 1995

Napa, California

9th International Parallel
Processing Symposium
April 24 - 28

Santa Barbara, California

Custom Integrated Circuits
Conference (CICC)

May 1 - 4, 1995

Santa Clara, California

5th Annual Advanced PLD
& FPGA Day

May 10

London (Heathrow), UK

Silicon Design Show
May 16 - 17
London, UK

DSPx

May 16 - 17

San Jose, California

3rd Canadian Workshop on Field-
Programmable Devices (FPD '95)
May 29 - June 1

Montreal, Canada

Design Automation Conference
(DAC)

June 12 - 16

San Francisco, California



ALLIANCE PROGRAM - COMPANIES & PRODUCTS FEBRUARY 1995

FPGA | EPLD | X-BLOX
Company Propuct NAME VERSION Funcrion Desicn Kit Suppoka | Supeogt| SurroRT
Acugen Sharpen 2.55 Automatic Test Generation | AALCA interface v
G | Sharpeye 2.55 Testability Analysis AALCA interface i) SR
ALDEC Susie-Xilinx i 2.0 Schematic Entry/Simulation Xilinx Design Kit v s v
2 Active-Xilinx : Schematic Entry/Simulation | Xilinx Design Kit L v s
Altium ! P-CAD 6.0 Schematic Entry PC-Xilinx 2K,3K |
Aptix System Explorer { 2.0 System Emulation Axess 2.0 v
ASIC Explorer | 2.0 ASIC Emulation [ Axess 2.0 v .
Cadence (Valid) Concept 1.7-P4 { Schematic Entry Xilinx Front End Lo v
! Rapidsim 4.2 | Simulation Xilinx Front End v oV
Composer 433 Schematic Entry Xilinx Front End v v 4
Verilog | 21.2 Simulation { Xilinx Front End v v/
FPGA Designer { 3.3 Synthesis | FPGA Synthesis v Sl
Capilano | DesignWorks 13l | Schematic Entry/Simulation | XDK-1 By i)
Compass | Asic Navigator Schematic Entry Xilinx Design Kit vl
QSim Simulation | v
X-Syn Synthesis v SR
_ CV (Prime) _ Desngn Entry 2.0 i Schematic Enlry Xilinx Kit Qe
Data l/O ABEL 6.0 SVntheSis Xilinx Fitter v v
Synario 2.0 Schematic Entry, Synthe- | Xilinx Fitter / v 4
| sis and Simulation i
e | SIMETRI 2.0 . Simulation XNF2SIM i .
Exemplar Logic CORE 2.2 Synthesis CORE AN v
3 CORE/V-system 2.2 | Simulation CORE/V-system | Y N
Flynn Systems | FS- ATG 2.6 i Automatic Test Genefanon FS-High Density v 3
__IBM-EDA | Boole- Dozer _ _ | Synthes:s v
IKOS 280072900 | 5.16 Simulation Xilinx Tool Kit R
e Vayager [ 1.41 Simulation | Xilinx Tool Kit S
IK Technology G-DRAW 5.0 | Schematic Entry | GDL2XNF /
G-LOG 4.03 | Simulation ¢ ANF2GDL 4
Intergraph ACE Plus b duihih Schematic Entry Xilinx Design Kit v v
AdvanSIM | 7.0 Simulation i Xilinx Design Kit v v
= | VeriBest Design System Schematic Entry/Simufation | VeriBest Design Kit iy i
ISDATA | LOG/iC2 4.1 " Hierarchy editor, syn- Xilinx Mapper/ODC v v v/
thesis, simulation
_LOG!iC Ciassic‘_ P40 5ynthesi§, simulation (8]p]@ v
IST (Alpine Design) | ASYL+ 3.0 Synthesis | XNF interface v
IS | XNF2LAS la | Lasar model gen. XNF2LAS AR
Logic Modeling Smart Model { Simulation Models In Smart Model Library oo
(Synopsys Division] LM1200 { Hardware Modeler Xilinx Logic Module O
Loglcai_ _Dewces ; CQPL Fasa Synthesis | Xilinx Fitter ViR v N
Mentor Graphics QuickSim 1l A1-F (8.4) | Simulation Call Xilinx v v/ v
Desi}i-,n Architect A1-F (8.4) | Schematic Entry Call Xilinx v 4 v
RS | Autologic | AI-F(8.4) | Synthesis | Xilinx Synthesis Library | v AR
Minelec | Ulticap 1.32 Schematic Entry | Xilinx Interface 2K,3K | -
OrCAD SDT 386+ 1.2 | Schematic Entry Call Xilinx ol v
VST 386+ 1.2 Simulation Call Xilinx 5 v v v
PLD 386+ 1 20 Synthesis Call OrCAD ____./
Protel | Advanced Schematic 22 Schematic Entry Xilinx interface SR
Quad Design | Motive 4.0 | Timing Analysis 3 KNFZMTV v
Simucad Silos Il [ 92.115 Simulation | Included v 8
Sophia Systems Vanguard 3 5.31 | Schematic Entry Xilinx IF Kit ol i
Synopsys | FPGA Compiler R | Synthesis i Call Xilinx | 3KAK | v
Design Compiler 3.2 Synthesis Call Xilinx - v v
_ VSS 3.2 Simulation Call Xilinx R4 a4
Teradyne | Lasar 6 Simulation Xilinx I/F Kit oo
Tokyo Electron | ViewCAD 5.0502a | FLDLto XNF XNFGEN Pavils
Topdown Design V-BAK i | XNF to VHDL translator | XNF interface ey

Continued



ALLIANCE PROGRAM COMPANIES & PRODUCTS FEBRUARY 1995 (cont)

| FPGA = EPLD |X-BLOX

Zycad

Paradigm ViP '

"VHDL Simulation

Gate-level simulation

Xilinx fitter

Company PRODUCT NAME VERSION Funcrion - DesicN Kir Surog | Sueort| Suevois
transEDA TransPRO 1.2 Synthesis { Xilinx Lbrary B e
VEDA Vulcan 4.5 Simulation ilin Tool Klt b e
Viewlogic ProCapture 5.0 Schematic Entry Call Xilinx v v v
ProSim 5.0 Simulation | Call Xilinx v v v
ProSynthesis 5.0 Synthesis | Call Xilinx v v v
Viewpoint VitalBridge 1.0 Vital VHDL VHDL I/F kit v
VeriLink 1.0 Verilog lib. back-annotation | Verilog I/F kit v
Vlsml Software Solutions | StateCAD 2.4 State diagram v
-
v
v

| Paradigm XP
| Paradigm RP

| Rapid prototyping

ALLIANCE PROGRAM - PLATFORMS & CONTACTS

PLATFORM
Company Contact NAME PC  Sun RS6000 HP PHONE NUMBER
Acugen Peter de Bruyn Kops v 603-881-8821 L
 Aldec  David Rinehart v o
Aom Ray Turner o o/ | 4085344148
Aptix Corporation | Woltgang Hoeflich | g /| 4084 -428- 6200________ 5
Cadence - ltzhak Shaplra Jr o . v/ W 408-428-5739
Capilano Computing | Chris Dewhurst : / ~ Macintosh ] 6045226200 0
~ Compass Design | Paul Billig . /| 4084347950
~ Computervision | {ane}‘ Kevin O Leary e : 617-275- SO0
Data I/O 5_ }ay Gould : ./ . ./ . ____206 881-6444
Evaluations Per Second (EPS)| Michael Massa "/ i 617-487-9959
Exemplar Logic Stan Ng 4 / v 510-849-0937
______ Flynn Systems Mike Jingozian / 603-891-1111
~ IBM-EDA John Orfitelli 914-433-9073
IKOS Brad Roberts b v 408-255-4567
IK Technology Hiroyuki Kataoka s S
Innovative Synth. (IST) | Peter Robinson ' v T v/ 510-736-2302
Intergraph Electronics | Lauren Wenzl / / 303-581-2318
IS DATA Ralph Remme v / / +49-721-751087
_ Logic Modeling | Laura Horsey v/ v/ v/ 503-531-2271
~ Logical Devices | !oleen Rasmussen v 305-974-0967
~ Mentor Graphlcs --------- | Steve Eichenlaub 4 4  503-685- 1559 S
____Mlnelec e v +32-02-46031 75
OrCAD ' Jim Plymale v/ - 503-671-9500
----- Protel Technology . Matthew Schwaiger v/ v 408-243-8143
Quad Design Tech Vern Potter . / v 805-988- 825__0___________
T D . [ 5104879700
Sophia Systems Terry ertiey e _'. e 4 408-943-9300
Synopsys Lynn Fiance | o v 415694-4102
Teradyne  Phil McAuhne e 617-422-3753
CVEDA | Francois Duri | / /| snnenn
V|ewLog|c Meredith Luckewicz | e gy v 508-480-0881
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TOP BRZ. CQFP
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CERAMIC PGA
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@ = Product currently shipping or planned N = New since last XCELL




XILINX RELEASED SOFTRE STATUS - FEBRUARY 1995

XILINX PACKAGES

Previous | CURRENT VErsioN By Piatrorm
Probucr Probucr Propuct Xitnx Part ‘ Ver, ‘ PCT SN2 APt HP? | last
Carecory Descriprion Funcrion Numser Re, 62 4lx 104 901 | Uppate
XILINX INDIVIDUAL PRODUCTS
_ CORE FPGA | XC2,3,4K Supeorr | Core hpiewentaion | DS502-wx | 5.02 1510 310 5100 510 | 01/95
COREEPLD | XC7K Sueomr | Come lvmewevmon | DS550-w | 5.02 | 500 5.10 500 [ 0195
| Mewo!  ALE AF wo Liswaves | DS344wx [ 500 [ 510 (110 510 | 0195
 OCADE | [ WFkolewss PSS ) os0) s oS
- Swomyst [ UFaoleess | DS401wx | 3018 | _ 320 3018 320 | 0195
| Viewoac! | ProCarrure | IF anp Liseagies DS3%xx | 500 [EElGE 2~ 1 ‘
| VoG | ProSm | IF o Leeares | DS-290-00 502 | 510
| Viewoa! | Fawlews | DS391ax 1510 FadE 501§
| XABEL! | | Ewey Sl Ot | DS370-mx [ 500 | 510 5.10
| XBLOX! | Mooute Genrarion & Opr| DS-380-x | 5.00 S

MR8 Swew» ] [ DSMNBSTDa | 502 [N si0 SR 50 | 0195 |
—XeAD B | [DSORBASwx | 502 | AR Bew 0195 _
L ORCAD  Ismewn 0 T I DSORYDs | 202 Lol 0 S | 0195
onoets [ Swowp | [DSSYSTOww [ 200 | Si0 Lo 50 o5
vemooe  jBe | 0 IDSVUBASwx [s00 RS L T ok
| Viewlocc | Smwon | S _ | DS-VLSTD-ox | 5.02 | 530 5.0 510 | 0195
[ VewoodS  [Bae | DSVISBASxx | 500 | 510 [ oiss
| ViewoodS | Smomo DSVISSTDmx | 502 | 500 1 01/95
| ViwwoadS | Baevor® % | DS-VLS-EXT-txx 5.02 5.10 ___!__Ui_xﬁ
| 3 Pwy | Stwoaro | FPGA/EPLD CORE DS-3PA-STD-xxx 510 500 Soila

XILINX HARDWARE

Drvice Powk. | Prom. Pawe. | |_HW-112 (XPP) | 02/95
Device Pavg. | EPLD/Prom. Pom. _ | [ HW-120 (Prowing) 194

THIRD PARTY PRODUCTION SOFTWARE V

ERSIONS

_Capence | CompostR | Scewatic Enmey NfA 143 4.33 433 | wa
_ Capence | Veritoo | Swutation N/A 21 2.1.2 2.1.2 ‘ NfA
Capence (Vaup) | Conceer  SCHEMATIC ENTRY NA 1.7 1.7-P4  17-P4 | wa
| Capence (VAub) | Rapisin SIMULATION e [ 410 42 & 42 | Na
| Mentor | NETED ScHemaTIC ENTRY F _| N 7. __!__w’.-\__
| MenTor QuickSim | SimutaTion | NA N 7.XX N
| MENTOR | Desion ARCHITECT | ScHematic Entry I N __J___S.E 5 AlF ALE AT | N
| MenTOR { QuaSmll | Swutation | NA | 825 . ALF ALE AIF | Wi
| OrCAD | SDT 386+ SCHEMATIC ENTRY Wi N Sl S | /A
| ORCAD | VST 386+ L SIMULATION Nfs 110 1.20 ) : N/A
| Synorsys __IﬂIMDEsaGN Comp. | SynTHESIS NA 3.018 : 304 32A 3 | NA
| Viewlocic | ProCapruse ScHEmATIC ENTRY | N/ G 5.0 5.3 Fd NfA
| Viewocic | ProSim | Smutation | N aliiE - 53 Sl e
_%I,-’_O__\EBEL Compier ENTRY AND SIMULATION | Nfa_ cEn e 6.0 N/A
Daa 1/O | Siakio | ENTRY AND SimuLaTION N/A | 2.0 | NA

NOTE: 'FPGA Only 2FPGA and EPLD

Includes ViewSynthesis v2.3.1
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ProGRAMMER SupPORT FOR XILINX XC1700 SeriaL PrRoms — FeBrUARY 1995

171280/
VENDOR MODEL 17364 1763 17128 | 17XKD. | 17RKL 172560 DIPg PC0 S0B/VO8
ADVANTECH PC-UPROG V1.80 V1.80 V21 V2.0 X
A SesTens PILOT-LI24 10.53 10.53 10.76C 10.71 1077 10.788 b PX-20 50-8
PILOT-U28 10,53 10.53 10.76C 10.71 10.77 10.788 b PX20 50-8
PILOT-Li32 10.53 10.53 10.76C 10.71 10,77 10.788 X PR20 S0-8
FILOT-Li40 10.53 10.53 10.76C 10.71 10.77 10.788 b PX20 50-8
PILOT-Ug4 10.53 10.53 10.76C 101 10.77 10.788 X PX20 50-8
PILOT-142 10.73 10.73 10.76C 10,73 10.77 10.788 AM-1736 P20 50-8
PILOT-143 10,73 10.73 10.76C 10,73 1077 10.76B AM-1736 PX20 S0-6
PILOT-144 10.73 10.73 10.76C 10.73 10.77 10.788 AM-1736 PX20 SO-B
PILOT-145 10.73 10.73 10.76C 10.73 10,77 10.788 AM-1736 PX20 SO-6
AVAL PECKER-50 C C X
PRW3100 C C X
B&C Micsosistens Proteus-UP40 V34 V3.4 V34 V3.5t V3.7 a0 X AMUPLC4
P MicrosysTeus CP-1128 C C A B I R §.2(95 FH2BA FH28A + 3w Parny | FH2BA + 3ro Pary
EP-1140 C 8 Vo V2 V2,34 5 295 FH40A FH40A + 3i0 Parry | FH40A + o Paamy
BP-1200 C C V.17 V2.21c V2.4 § 295 SM4ED SM20P or SMB4UP r0 Panry
BYTEK 135H-FT/U V42 V42 V51 V51 \51 TC-824D
MTK-1000 V42 Va2 V51 V51 V5l TC-824D
MTH-2000 V4l V42 V51 Y51 V5l TC-824D
MTE-4000 V42 LEN Vil Y3l V51 TC-824D
DATA 1O UniSire/Sere 40/48 V3l V4.0 V4.1 Va1 Vb BBS X USBASE-PLCT USBASE-SDIC
UniSire/ConSire V14 V40 V4.1 Vi1 Vih BRS X USBASE-PLCC LSRASE-SOIC
UniSime/PinSire Vid Va0 Va1 V4.1 Vb BRS i UJSBASE-PLCC LISBASE-SOIC
2900 V1.5 V21 V22 V2.2 V34 BBS X 2900-PLCC 2900-S01C
3900 V1.0 V1.5 V1.6 V1.6 V24 BBS 0 3400-PLCC 34060-501C
AutoSite V1.1 V1.5 V1.6 V16 V14 BBS DIP-300-1 PLCC-20-2
UniPax 28 V23 V24 33181200
Crlag V1.1 V1.0 Vi V1.0 Vi1 V2.0 X (BOROTS300
Dirus Ex Machms KPOM Vi.00 V100 V.00 Y1.10 0 3ap Paary Jha Pagry
Fusw Digmae. Svstems 3000-145 C C € All6
5000-145 [ C C AlTh
60D APS K2.01 K2.01 K2.02 K201 K210 K214 X PDBUPLC POI6LSO!
Hi-Lo Svstens Researct Au-03A V3,30 V330 V330 V330 V330 347 X CNV-PLCC-RC1736 | CVN-SOP-NDIP16
Au-07 V330 V330 V330 V3,30 V330 V347 PAC-DIP40 PAC-PLCC44
ICE Tecvmoogy, L, Micromaser 1000/1000E V11 V1.5 V3.00 Y3.00 V.00 X AD-1736/65-20
Speeowasten 100010008 V1.1 V1.5 V3.00 V3.00 V300 X AD-1736/65-20
Microsasrer: LY V.00 V.00 V3.00 V.00 X
V4D Posrap P2Q95 | P20%5 | P25 P 2045 X
Seeeomaster LY V300 V300 V300 V3.00 X
Lin Coveuter Grapsics CLE-3100 C C Vi1 V413 X736 PLCC-17XK
Logicat Divices ALLPRO-40 V2.1 V1.1 X OPTPLE-208 OPTSOI-080
ALLPRO-58 V2.2 V22 V23 V23 X OPTS01-080
ALLPRO-BBXR Y11 Vi Vi3 Vi X OPTSO1-080
CHIPMASTER 3000 V20 V2O Y21 VLA Y23 Vi3 X OPTPLC-208 OPTSOI-080
CHIPMASTER 5000 V1,15 V1,15 X OPTPLC-208 OPTSOI-060
XPRO-1 V1.00 Vi.m V1.0 V1.0 V101 MODXLN-173 MODXLN-173 MODXIN-173
MQP Beectronics MODEL 200 C C £.45 h45 b.45 b.4h AD13A-16
SYSTEM 2600 P2095 | P2095 | P 2085 P 2095 MP6
PINMASTER 48 P09 | P2QY5 | P209% P 2095 X
Micro Pross ROM 5000 B C 1% V170 V170 Mu 40
ROM 3000 U C C V.60 V3.60
Nezoran's ELecTRonics EMP20 V1.5 V1.5 V1.5 X
Rep Souare 10-180 C C V8.2
163-280 C C \E.2
Uniwkmes. 40 & C V6.2
Chipwaster. 5000 i & Ve.2
RemeL Systens ZAP-A-PAL & C V3.8 Mooz #36
SMS ExeeRT B/a3 B/93 Af94 A/94 Al/94 Cy94 TOP40DIP TOPIPLC or
Oprima B/93 B/93 Af94 Al94 Al1/94 (394 2 TOPIPLCTOPIPLE
MutTsye j A4 : : % 5
Prisdd B/93 8193 AG4 Alo4 Alj94 (194
SernT Puus B3 B/93 AJ94
STAG Ecuipse V4.4 V2.2 V43 V4.10.31 EPL4ED EPLIG4P
Quasar 10.76C | 10.76C | 10.76C | 10.76C | 10.76C X AMPLCC20
Sunise T-10 & C V313 X
Systent GeneRaL TURPRO-1 C C V24 | V2l V212 V2.20G DIP-ApapTer P20-AnapTer
Turero-1 FAX C C Va4 | Vil V2.12 V2.0 DIP-Aparies P20-Apsprer
APRD C C /.14 V2.0 V212 § 2195 i X
Trimal MIcROsYSTEMS TUP-300 C C \3.31 V331 | V3.3iC V3.47 X CNV-PLCC-XC1736
TUP-400 C C Y¥3.31 V331 | W3.37C V347 X
FLEX-700 C & V3.31 Vi | V33ic V347 X 5
NELTEK SupesPRO 1.58 1.58 1.7C 1.7 1.6 P 1093 3 0-PUADZLXCITI6 | 165015/D6-ZL
SuperPRO I 1.58 1.58 1.7C 1.70 A P10% X M-PLED-ILXCITY6 | 165015/D6-ZL
it HW112 C C V3 V331 V331 V5.0.0 X HW-112-PC20 HW-112-508
HW120 V5.00 \5.00 V5.00 V5.00 V5.00 P 1095 HW-120-PRM | HW-120-PRM HW-120-PRM

€ = Currently Supported. P = Planned, S = Scheduled Release Date, X=Package Supported

- CD=Based on customer demand
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Comtinued from page 2

While we do many things well — as
evidenced by our financial results in addi-
tion to these surveys — there is room for
improvement. We remain firmly commit-
ted to meeting our users’ needs in every
aspect of our business, We believe that
we are making progress on all these
fronts.

Through process technology and archi-
tectural improvements, component speeds
and densities are constantly increasing.
Simultaneously, costs have been decreas-
ing 25-30 percent each year. We are intro-
ducing a faster speed grade for the
XC3100A family this quarter (see page 18);
look for a faster version of the XC4000
architecture later this year as well. XC4000
prices decreased again this quarter. And
with the recent introduction of the XC5000
family, Xilinx has established a new stan-
dard for price/performance in an FPGA.

Last year’s release of XACT 5.0 was a
major stride forward in improving the
capabilities of our development system
software. Furthermore, we are well on our
way in the development of XACT 6.0. The
documentation was completely restruc-
tured with the 5.0 release to make infor-
mation easier to find, Each successive
release has been more rigorously tested
than its predecessor, and has included a
larger set of tutorials to help you get
started using new features. Our third-
party Alliance Program continues to ex-
pand, with the intention of facilitating
smooth, error-free interfaces to third-party
EDA tools.

The training program for our hotline
Technical Support Engineers was re-
vamped last year to become more compre-
hensive than ever. Our staff has ex-
panded, also; we added 12 Field
Application Engineers and nine Technical
Support Engineers in 1994, We have
increased the percentage of calls immedi-

ately handled by our Support Engineers
from 15 percent two vears ago to better
than 50 percent today, We have plans to
extend the hours during which Technical
Support Engineers
are available.

The new XDOCs
and XFACTSs sys-
tems are on-line
(see XCELL #15),
providing you with

®The survey
resulls indicate that
Xilinx products are
Ppreceived as technically
strong and bighly
competitive.*

access to technical
support 24-hours-a-
day via E-mail or
fax. This newslet-
ter was revised six
(_'[UHI'I(:’I"S dgo as a
result of our user
surveys, and is indicative of our commit-
ment (o Improving our communications
O our users.

In summary, the survey results indi-
cate that Xilinx products are perceived
as technically strong and highly competi-
tive. User satisfaction has remained
stable, although expectations have in-
creased. Thanks again for your honest
feedback. Clearly, we have our work cut
out for us, but we think that we are up
to the challenge. Keep letting us know
how we're doing. @

1994 Customer Survey Satisfaction Levels

Overall Satisfaction e
Will Recommend L g
Components
Technical Support
Sales Suppor
Communications L S e




PRODUCT INFORMATION — COMPONENTS
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: XC5000 Devices Now Available

L ]

. Thc first two members of the high- nation of a new architecture and advanced
| o density, low-cost XC5000 FPGA family are process technology has allowed significant
' $ now available. The 6,000 gate XC5206 breakthroughs in silicon efficiency. With

e and 10,000 gate XC5210 deliver the lowest  powerful new features like the

o cost solutions for system designs ranging VersaBlock™ logic module and the

$ in performance up to 40 MHz. Priced at VersaRing™ 1/0 interface, the XC5000 is

0 $§26.00 and $39.00 the optimal solution for high-density de-

(5K units, PC84 signs not requiring the high-performance
package), respec- and on-chip RAM features of the XC4000
s tively, these new family. (See XCELL #15, page 14.)

devices make the The XC5000 development tools are
benefits of FPGAs integrated into the powerful XACT design
affordable for high-  environment; designing with the XC5000
volume designs. requires no relearning or additional costs.

The XC5000 is All in-warranty users will receive XC5000
the first FPGA software as part of our next major release,
family designed XACT 6.0 (Windows) and XACT 5.2 (DOS).
and optimized for Please contact your local Xilinx
0.6p three-layer sales representative for furtber infor-
metal (TLM) pro- mation regarding software and device
cesses. The combi-  availability. ®

L]

L]

XC4000 Prices Continue to Fall

Effective February, 1995, most XC4000 FPGA device prices have
decreased again (as much as 18% in some cases). Prices have gone
down more than 50 percent on some devices in the past year.

These price reductions reflect our continuing commitment to relay
manufacturing cost improvements to our users. For example, the
price of the 10,000-gate XC4010 has fallen to about one-tenth its 1992
release price.

Meanwhile, the number of products in this advanced, high-density
FPGA family continues to grow. Recently, the XC4005 was released in
a PQ100 package, enabling designers to squeeze 5,000 gates into
limited board space. The XC4013D is now available, joining the
XC4010D in offering a RAM-less, low-cost product option.

Software enhancements also continue, as evidenced by the release
of the new Xilinx-Synopsys Interface and Libraries (XSI). Additional
price teductions and the introduction of faster speed grades are
planned, further enabling designers to incorporate the advanced
XC4000 FPGA family into their system designs.

S XILINX



New Standard Military Drawings
(SMDs) for XC4000 Products

D

A% part of our ongoing commitment

to the high-reliability defense, aerospace

and military markets, Xilinx actively par-

ticipates in the Standard Military Drawing

(SMD) program sponsored by the U.S.

Government. By specifying SMDs, users

obtain a product intended for high-reli-

ability applications without having to

generate their own device specifications.

SMD devices are produced
as standard products, and
are available at lower cost
and with shorter lead
times than customer-
specific versions.

There are now four
XC4000 FPGA family
members with high-reli-
ability versions in the SMD
program. With the recent
release of SMDs for the
XC4013 (the industry's
highest density high-
reliability programmable
logic device) and the
XC4003A, Xilinx now
provides the high-reliabil-
ity designer with advanced
XC4000 FPGAs covering a
3,000 to 13,000 gate
capacity range. All Xilinx

SMD Part Numser

XC4000 products include unique on-chip
system features such as built-in JTAG test
circuitry and on-chip RAM. Each of these
devices is available in various speed
grades, and in both through-hole and
surface mount packages.

The table below lists the current and
new SMD numbers for Xilinx XC4000
family FPGAs, ®

XC4000 SMD Products

Xiunx EQUIVALENT

“B” GrADE Part Numger COMMENTS

5962-94712 XC4003A

5962-9471201MXC  XC4003A-10PG120B Pin Grid Array
5962-9471202MXC  XC4003A-6PG120B Pin Grid Array
5962-9471201MYC  XC4003A-10CB100B Quad Flat Pack with Base Mark
5962-9471202MYC  XC4003A-6CB100B Quad Flat Pack with Base Mark

5962-9471201MZC

XC4003A-10CB100B Quad Flat Pack with Lid Mark

5962-9471202MZC  XC4003A-6CB100B Quad Flat Pack with Lid Mark
596292252 XC4005

5962-9225201MXC  XC4005-10PG156B Pin Grid Array
5962-9225202MXC  XC4005-6PG1568 Pin Grid Array

5962-9225201MYC
5962-9225202MYC
5962-9225201MZC

XC4005-10CB164B
XC4005-6CB164B
XC4005-10CB164B

Quad Flat Pack with Lid Mark
Quad Flat Pack with Lid Mark
Quad Flat Pack with Base Mark

5962-9225202MZC  XC4005-6CB164B Quad Flat Pack with Base Mark
5962-92305 XC4010

5962-9230501MXC  XC4010-10PG191B Pin Grid Array
5962-9230502MXC  XC4010-6PG191B Pin Grid Array
5962-9230501MYC  XC4010-10CB196B Quad Flat Pack with Base Mark
5962-9230502MYC  XC4010-6CB196B Quad Flat Pack with Base Mark

5962-9230501MZC
5962-9230502MZC

XC4010-10CB196B
XC4010-6CB196B

Quad Flat Pack with Lid Mark
Quad Flat Pack with Lid Mark

5962-94730

XC4013

5962-9473001MXC
5962-9473002MXC
5962-9473001MYC
5962-9473002MYC
5962-9473001MZC
5962-9473002MZC

XC4013-10PG2238
XC4013-6PG223B
XC4013-10CB2268B
XC4013-6CB228B
XC4013-10CB228B
XC4013-6CB228B

Pin Grid Array

Pin Grid Array

Quad Flat Pack with Base Mark
Quad Flat Pack with Base Mark
Quad Flat Pack with Lid Mark
Quad Flat Pack with Lid Mark




Xilinx Unveils New Speed Grade for
High Performance XC3100A

The introduction of the new *-1
speed grade for the XC3100A FPGA family
sets a new standard for FPGA perfor-
mance. The XC3100A-1 offers a 20 percent
logic block delay and 15 percent intercon-
nect delay improvement over the
XC3100A-2, previously the industry’s fast-
est FPGA. Key performance parameters
are listed in the table below.

The new -1 speed grade is yet another
example of continual speed improvement
through process and manufacturing ad-
vances as well as architectural innovation,
These increases in FPGA performance
continue to expand the range of applica-
tions that can be effectively addressed

with FPGA technology. The XC3100A
FPGA family is an ideal solution to the
high-integration, high-performance needs
of applications such as PCI interfaces,
network controllers, ATM systems, and
T3 telecommunications switches.

The XC3100A-1 speeds files are
available on the Xilinx Technical Bulletin
Board and will be included in the next
release of XACT* development system.
Samples for the XC3190A-1 are available
now in PC84, PP175 and PQ160 packages.
Other device/package combinations will
soon be available; contact your local
Xilinx sales representative for current
price and availability information, @

XC3100A-1 Performance Parameters (preliminary)

Percentage of

XC3100A-1 XC3100A-2 Improvement
Block Delays (Combinatorial)
Logic block 17bns 2.2 ns 20%
Input block 1.8 ns 2.0 ns 10%
Output block 2.7 ns 3.0 ns 10%
Block Delays (Registered)
Setup 1.7 ns 1.8 ns 6%
Clock to out 1.4 ns 1.7 ns 18%




PRODUCT INFORMATION — DEVELOPMENT SYSTEMS

Exemplar CORE 2.2 Adds VHDL
Support for XC7300 EPLDs

W[h the upcoming Exemplar CORE
version 2.2, designers can quickly develop
cfficient, compact, high performance EPLD
designs using VHDL or Verilog HDL synthe-
sis. The new CORE synthesis tool provides
access to all the advanced features of the
Xilinx EPLDs,

Enhancements include:
* A MODGEN library containing EPLD-
optimized algorithms for creating high-

level functions such as incrementers,
decrementers, adder/subtracters and
comparators. These functions now auto-
matically use the EPLD arithmetic cir-
cuitry and fast-carry chain to create
designs that are compact and efficient.

e The ability to control EPLD-architecture-
specific features such as Fast Clocks, Fast
Output Enables, and input pad registers.

* Atributes that allow you to control map-
ping, optimization and initial register
states.

* An enhanced netlist writer capable of
expressing all Xilinx XC7000 technology-
specific primitives.

As shown in the diagram, Exemplar
CORE v 2.2 synthesizes your VHDL or
Verilog HDL design using the Xilinx tech-
nology and MODGEN libraries, producing
an XNF file. The XNF file is then processed
by the Xilinx DS-550 fitter to optimize the
design for the XC7300 EPLD architecture,
create a device programming file and pro-
duce reports on resource utilization and
static timing analysis. The fitter also pro-
duces an XNF file that can be used for
timing simulation.

Optimal Solutions with CORE v. 2.2

CORE v. 2.2 synthesizes complex func-
tions by using algorithms optimized for the
Xilinx XC7000 family.

For example, if you specify an 18-bit
adder (using the “+" operator), the synthe-
sizer uses the adder algorithm to create
the function. This

same algorithm is '
8 | Exemplar

used for adders of CORE v.2.2
any size. The -VHDLI

N . Synthesizer
MODGEN EPLD e _
algorithms were Technology

- Library
developed by Xilinx MODGEN
to ensure that the Library for
Xilinx EPLDs

Exemplar synthe- L -

sizer efficiently uses

all of the advanced

EPLD features to

create compact, high-speed designs auto-
matically.

CORE v. 2.2 also provides attributes
that allow users to control how a design is
implemented in the target device. Perfor-
mance and density can be fine-tuned by
assigning critical functions to Fast Func-
tion Blocks, and by assigning high-speed
clocks and fast output enable signals.

What You Need to Get Started

Exemplar CORE v. 2.2 is available from
Exemplar Logic. It comes complete with
the Xilinx Technology and MODGEN
libraries. CORE v 2.2 is compatible with
the DS-550 EPLD software (v 5.1 or later)
available from Xilinx. No other Xilinx
products are needed for EPLD design. Of
course, CORE still supports the Xilinx
FPGA products, making it a powerful tool
for creating high-performance VHDL or
Verilog HDL designs for both Xilinx
EPLDs and FPGAs.

A VITAL-compliant simulator is now
available with CORE. The Xilinx simula-
tion library to support this simulator is
under development and will soon be
available. @
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Data I/0 Adds VHDL and XAC

\/t!l'h‘i(m 2.0 of Data 1/O's Synario
FPGA software adds two major features

placed-and-routed FPGA with several
mouse clicks.
for Xilinx users:

Access to the Advanced Options

® 7 “Qi oy Sy : . ) "
VHDL design entry Synario recognizes that designers push-

e Tight integration with XACT 3.0

ing the state-of-the-art often need ad-
With V2.0, users can do efficient Xilinx

vanced control of the Xilinx design pro-

designs on the PC, in a \V-"i_nd(:m-'s; environ- cess. Accordingly, the Project Navigator
ment, using any mixture of 'RChClmmfs and ,jlows the user to set many of the options
\_/'I'IDL source code.  Synario also offers affecting the XACT programs, again di-
full XACT 5.0 support, including tight rectly from the Windows user interface.
integration that allows users to control and .

run the XACT programs from directly
inside Synario’s Project Navigator.

Figure 2 shows a portion of the dialog
hox that gives access to advanced options.

Robust XACT 5.0 Support

Project Navigator Streamlines Synario V2.0 offers complete XACT 5.0

Xilinx Designs

} il - . support, including:
Figure 1 shows the Project Navigator

; e s ; ¢ unified libraries
with a Xilinx VHDL design loaded, The

left sidle of the Navi | | e X-BLOX
eft side of the Navigator shows the .
B o _ e XACT-Performance
design’s hierarchy, in this case a mixture . RPMs
: s

with schematics at the top and VHDL ;
e carry logic

below. The right side shows the steps
required to implement and simulate the
design, including creation of simulation

e conversion of MEM files to Verilog and
VHDL
¢ Dbehavioral instantiation of RPMs and

soft macros

Synario Project Navigator - PREP_2B.SYN > j
File View Source Process Options Tools Window Help

' St{ateg'yIINermal L*_j _ L2]x2

Sources in Project: Processes for Current Source:

Synario’s Xilinx De-
vice Kit was substantially

re-designed to optimize

and improve it for

& Prep-2 Counter/Timer (Bu{ | G Update All Schematic Files XACT 5.0. The engincer-
#IXC_4005 PLCC84 £ All VHDL Functional Simulation Models ing work was done by
p2_top (p2_top.sch) 21 All XNF Files three ex-hardware engi-
prep2b (prep2b.sch) G XMAKE Options Files neers with real Xilinx
p2_test.vhd @ RunXMAKE ~ NEECCIOECHETEING
[ compare (compare.vhd COXMAKE Report Viewer Behavioral Entry
[/ counter (counter.vhd) £ Post-Route XNF File froiii A to V

Double-click to choose a different  Double-click the item in the list or select the "Start” butonto.

In addition to the SCS

device, startthe process. Selectthe "Properties..." button to start the hematic envir _

%pmpeny editor. SC k,m.mt\ environment
i Now. !l e i [SI :3!%&3««5[ Pioeiines: II T ! (nomhlcl flm its on-line
WWWWWW : e e connectivity database),
Ready

Synario offers a wide

Figure 1: Xilinx VHDL design in
Synario’s Project Navigator.

models, generation of XNF files, and the
ability to launch XMAKE from the Project
Navigator. The Synario user can literally

go all the way from design entry to a

range of choices for
Xilinx behavioral entry.
Users creating large, multi-chip designs
can take advantage of the new VHDL



n)tegration to Synario

environment. Synario’s VHDL solution
offers the benefits of abstraction without
sacrificing access to detailed silicon con-
structs that are often the key to efficient
Xilinx implementations. By means of user-
defined attributes, virtually any device
feature that can be included in a sche-
matic also also can be accessed in VHDL.

Users creating smaller- and medium-
sized designs can opt for the ABEL-HDL
language. ABEL is an excellent choice for
mixed schematic/behavioral circuits with
some control or datapath content. ABEL
offers very tight control over detailed
silicon constructs; again, virtually any
Xilinx feature available in a schematic is
also available in the language. For Xilinx
state machines, ABEL offers automatic
one-hot encoding.

Properties -

Fast, HDL-Based Simulation
Synario V2.0

lators, depending on the users’ needs. The

standard simulator is Verilog-based; it can

be used transparently as a gate-level simu-

lator, but offers the added advantage of
the full Verilog language for stimulus
generation,

For the VHDL designer, Synario offers
the much-acclaimed Model Technology
V-System simulator. Synario’s Project
Navigator can launch V-System directly
and configure it for the Xilinx project.
VHDL simulation includes full timing
capability, thanks to the VBAK back-
annotation software from Topdown
Design Solutions, which creates a timing-
annotated VHDL model from a routed
LCA file. VBAK, too, is completely inte-
grated into the Project Navigator, 4

(Normal : Design)

Spec‘d Grade

Num

XNFPREP ParemeterFile ~ [Text nfprep.pro.
XBLOX ParameterFile Text bbloxpra 1 Haiaaits
|PPR Parameter File e e
- Simulation Modsel Generstion ——————1

Synario Model Tlrmng Peeoluion’ List  foipe 2 |

Post Map XNF file st Wrsnenﬁwlﬂaﬁ@lf’&k

WFP:&;JWFPREPPR N

Constrainis File . Text -

ignore BLOC Related Information  [T/F  [False

ignore LOC Parameters List  [None

ignare Timing Requirements List [None

Betain Sourceless/Loadless Signal [T/F  False

XBLOX (XBLOX.PRO)

Merge Flip Flops into 10Bs “[T/F False

Generate RPMs _ T/F  False

Architectural Optimization T/F [True

Use [} for Subscripts T/E  [False

—————Partilion Place and Route (PPRPRO) — .

Partition Place and Route List  MNormal Place and Raat §

Estimate Device Utilization _ [TIF  [False '

Foute Partial Designs ITIE Fulse -

lgnere Timing Bequirements il Felse = _?_‘
Selectthe editregion and type ina | num;ﬁcvaius Press the OK/Cancel

buttons left afmemwhenyou are done

includes a choice of simu-

For more information about
Synario, contact
Dave Kohlmeier, Data I/0
tel: 206-867-6802
e-mail: davek@data-io.com

This article was coniribuled
by Data /O Conp.

Figure 2: Setting advanced XACT
options from inside Synario.
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New Mentor Graphics
Interface for Version A.1-F

The DS-MNS-STD package for Mentor
Graphics A.1-F (formerly known as ver-
sion 8.4) will begin shipping in March,
1995, as part of the XACT 5.1.1 release.
The gen_sch8 and xblxgs programs have
been updated, recompiled and relinked to
the A.1-F database. RAM components also
have been relinked. However, there are
no changes to the design flow. The DS-
MNB-STD package is available for both
Sun Microsystems and HP 700 platforms,

Please refer to the release notes for
Jurther information.

Mentor Graphics began shipment of
Autologic Unified Libraries for XACT 5 in
December, 1994,

This release supports the XC3000,
XC4000, and XC7300 families. The librar-
ies are available from Mentor's supportnet
under /pub/mentortech/tdd/fpga libraries.
The names of the directories where they
reside are xc4k_1.0.tar.Z, xc3k_1.0.tar.Z
and xc7k_1.0.tar.Z. The ip address of the
node is 137.202.128.4. Information on the
design flow also is available in the same
directory under xilinx_flow.ps (postscript)
and xilinx_flow fmkr (Framemaker).
These libraries are developed and sup-
ported by Mentor Graphics.

For more information, contact your
local Mentor Graphics sales office, #




DESIGN HINTS AND ISSUES

SPECIAL REPORT:

FPGAs as Reconfigurable
Processing Elements

In most applications, FPGAs are used
to implement “glue logic,” providing the
advantages of high integration levels
without the expense and risk of custom
ASIC development. However, as SRAM-
based FPGA devices have increased in
capability, their use as in-system-
configurable computing elements is re-
ceiving considerable attention. Indeed,
reconfigurable FPGA technology holds the
potential for reshaping the future of com-
puting by providing the capability to
dynamically alter a computer’s hardware
resources to optimally service the immedi-
ate computational needs.

Computing circuits built from SRAM-
based FPGAs can meet the true goal of
parallel processing — executing algo-
rithms in circuitry with the inherent paral-
lelism of hardware, while avoiding the
instruction fetch and load/store bottle-
necks of traditional von Neumann archi-
tectures, There are many
computationally-intensive algorithms that
can benefit from being partially or wholly
implemented in hardware. Typically,
these algorithms are too specialized to
justify the expense of manufacturing cus-
tom IC devices. Just as often, the “algo-

%Reconfigurable

EPGA technology holds the

potential for reshaping the
future of computing.®

rithm space” is very large, and it may be
impractical to perform enough simulations
to find the optimal approach before com-
mitting to custom hardware.

FPGA-based coprocessors address all
these issues. With an FPGA-based
“configurable coprocessor” the user can
design (via FPGA configuration) exactly
the special hardware required for a given
task without having to construct new
hardware for each application. Different
tasks can be time-multiplexed into the
same silicon. Errors can be corrected and
different algorithmic approaches explored,
with no further hardware expense.

Several universities and research labo-
ratories have explored the use of SRAM-
based FPGAs to implement multi-purpose,
high-speed coprocessors for accelerating
operations in computer systems. Using
these systems, desktop workstations have
delivered performance at the level of a
supercomputer for specific applications.
In particular, two projects have gained
considerable notoriety — the PeRLe sys-
tems from DEC’s Paris Research Lab, and
the SPLASH machines from the
Supercomputing Research Center (Bowie,
Maryland). These systems consist of
FPGA-based attached processors in engi-
neering workstations, complete with pro-
gramming tools and run-time environ-
ments, and have been the target for a
variety of “real-world” applications.

DEC's Paris Research Lab has designed
and implemented four generations of
FPGA-based reconfigurable coprocessors
called Programmable Active Memories
(PAMs). The most-widely used version,

Continued on the next page
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the PeRLe-1, is based on a 5x5 array of
XC3090 FPGAs. Developed applications
include long multiplication, RSA cryptogra-
phy, heat and LaPlace equations, a Viterbi
decoder, a sound synthesizer and a stereo-
scopic vision system. The C++ language
(coupled with a specialized library) is
used for programming the algorithms.
Two generations of the SPLASH proces-
sor, based on a linear array of FPGASs,
have been designed at the
Supercomputing Research Center (SRC).
The SPLASH-1 includes a 32-stage linear
logic array with a VME interface to a Sun
workstation. Each stage consists of an
XC3090 FPGA and a 128 Khyte static
memory buffer. SPLASH-1's first applica-
tion was to implement a systolic algorithm
for one-dimensional pattern matching
during DNA research, where it outper-
formed a Cray-2 by a factor of 325 and a
custom-built nMOS device by a factor of
45. The SPLASH-2 system is based on
XC4010 FPGA devices,
and has been used to
implement a number
of applications,
including string
searches and

Continued from the
previous page
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image pro-
cessing.
Officials
at the
SRC

indi-
cate that they
have attracted about a

dozen licensees for the SPLASH

technology to date.

The successes of these and other early
projects have fueled the interest of the
research community. The IEEE now de-
votes an entire workshop to FPGA-based
computing; the third annual [EEE Work-
shop on FPGAs for Custom Computing
Machines (FCCM) will be held in Napa,

California, in mid-April. The following is
a sampling of some of the research
projects discussed at previous FCCM
workshops and other technical confer-
ences:

* The GANGLION project at the IBM
Almaden Research Center used XC3090
and XC3042 FPGA devices to imple-
ment a feed-forward, fully-intercon-
nected neural network on a single VME
board. At the time it was the fastest in
the world, capable of executing 4.8
billion synaptic connections per sec-
ond.

e The PRISM-I system from Brown Uni-
versity coupled XC3090 FPGAs with a
Motorola M68010 microprocessor.
PRISM-II uses XC4010 FPGA devices as
coprocessors for an AMD29050 RISC
processor. A compiler for functions
coded in C also was developed.

* The Laboratoire d'Informatique de
Brest (France) designed the ArMen
machine, a MIMD ring of Transputers
connected to a ring of XC3090 FPGAs,
and the ReLaC$ systolic programming
environment (described as a close
cousin to C). This modular, extensible
system is implemented on a VME board
for a Sun workstation. Developed
applications include image processing
and lattice gas simulation.

e The University of North Carolina’s
Anyboard is an ISA-bus coprocessor for
PCs hased on five XC3042 FPGAs.
Designs are entered in a C-like hard-
ware description language.

e The RECON system from the University
of Melbourne, a reconfigurable
coprocessor for Sun workstations,
includes an XC4010 and XC2064 FPGA.
C programs are compiled using a stan-
dard compiler, and then analyzed to
determine which parts are most proces-
sor-intensive; these routines are then
compiled to the gate level.

» The PAr2 system (Prototyping Array for
Parallel Architectures) was designed for
the verification of circuit designs gener-



ated by COMPAR, a computed-aided

tool for mapping algorithms into paral-

lel architectures (Universitit des

Saarlandes, Germany). The computa-

tional unit is based on a 3x3 array of

XC4005 FPGA devices.

Some corporations have built their own
FPGA-based reconfigurable processors for
inclusion in their products. For example,
the Configurable Hardware Algorithm
Mappable Preprocessor (CHAMP) was
designed by Lockheed Sanders (Nashua,
NH) to perform spatial filtering, spectral
filtering, and background normalization in
an Advanced Missile Warning System. Six
processing elements reside on a VME
board. Each processing element consists
of two XC4013 FPGAs and a 16Kx32 dual-
port RAM; the processing elements are
connected by a crossbar switch. The
Bioccelerator from Compugen Ltd. (Petah-
Tikva, Israel) uses 16 processing elements
based on XC4000 family FPGAs to acceler-
ate “profile searches” in protein and DNA
databases; the system provides two to
three orders of magnitude acceleration
compared to high-end workstations.

Several emerging companies are bring-
ing general-purpose FPGA-based proces-
sors to the commercial marketplace, in-
cluding Annapolis Micro Systems, Inc.
(Annapolis, MD), Giga Operations Corp.
(Berkeley, CA), Metalithic Systems, Inc.
(Sandy, Utah), and Virtual Computing
Corp. (Reseda, CA). The following pages
of this report give an overview of these
companies and their products, based on
material provided by these vendors.

Already, these products have led to
some startling successes. Access Data
Corp. (Orem, UT), has developed an
application that recovers password keys
for data decryption. The system uses a
“brute force” method, cycling through all
possible keys to find the correct one,
Access Data recently used their system to
assist the San Jose (California) Police
Department in decrypting the contents of

a disk from a confiscated PC, leading to
the arrest of several operators of a child
pornography ring.

The Radiation Oncology Department at
UCLA is developing a system to accelerate
repetitive tasks in the calculation of radia-
tion dosage and dose distribution for
treating cancerous tumors, improving the
time to perform the calculations from
several days (using a Sparc2 workstation)
to under an hour,

For their part, FPGA manufacturers are
actively involved in funding research and
promoting the use of FPGA-based proces-
sors, Xilinx is distributing Giga Opera-
tions’ Spectrum system to researchers and
universities as part of its University Sup-
port Program. Stan Baker Associates (Los
Gatos, CA) has established a home page
(http://www.reconfig.com), ftp site, and
mail server on the Internet to provide a
forum for exchanging information about
reconfigurable computing,

FPGA-based reconfigurable processors
are viable platforms for a broad range of
applications, including scientific comput-
ing, database manipulation, design auto-
mation, cryptography, image processing
and real-time digital signal processing,
FPGA-based processors can exploit the
fact that most of the processing time for
compute-intensive tasks is spent in a
relatively small portion of the code, and
hardware acceleration of that portion can
significantly improve overall performance.

In the long term, expected advances in
FPGA density, performance and architec-
ture may offer more real advances than
single processor solutions can promise.
While significant hardware and software
challenges remain, it is conceivable that
reconfigurable processors constructed
from SRAM-based programmable logic
eventually will replace today’s general-
purpose processors, providing the basis
for systems that automatically alter their
own hardware to best solve the problem
at hand. @




Annapolis Micro Systems, Inc.

190 Admiral Cochrane Drive
Suite 130
Annapolis, Maryland 21401
Phone:  410-841-2514
Fax: 410-841-2518
F-mail: - AnnapMicro@aol.com

Annapolis Micro Systems, Inc.

The WILDFIRE Custom Configurable
Computer is based on SPLASH 2 technol-
ogy transferred from the National Security
Agency and the Institute for Defense
Analysis’ Supercomputing Research Cen-
ter. Annapolis Micro Systems is the first
licensee to offer a commercial product
based on the SPLASH technology. A 30-
person engineering design company,
Annapolis Micro Systems accepted the
challenge to bring SPLASH 2
reconfigurable computing out of the pro-
totype/research environment.

Annapolis Micro Systems has enhanced
the SPLASH 2 design to increase its com-
mercial appeal and performance by ex-
panding the /O capabilities and
interoperability of the system. The most
significant enhancement is the move from
a custom Futurebus-like hackplane to a
VMEG4 standard backplane. WILDFIRE
has an open architec-
ture that
allows it to
interface
with com-
mercial or
custom-built
VME cards,
such as
high-speed
data acquisi-
tion devices
(e.g., cam-
eras and communication
lines) and standard storage devices (e.g.,
disks and tapes).

A WILDFIRE computer consists of one
to 16 WILDFIRE Array Cards residing in a
rack-mountable VME chassis and con-
nected with a Sun SPARC or PCI host
processor through a VMEbus to SBus or
PCI Bus interface card set. Each WILD-
FIRE Array Card has an array of 16 pro-
grammable Processing Elements (PEs)
with crosshar connections to each PE.

Fach Processing Element consists of an
XC4010 FPGA device with 512 Kbytes of
high-speed memory. An additional XC4025
device with one megabyte of memory acts
as the Control PE. A Motorola 68EC030
microprocessor on each Array Card is used
for configuration, readback, diagnostics,
and high-level data transfer and control.
Three bidirectional 36-bit wide FIFOs
provide data buffering — one allocated
for SIMD (single instruction, multiple data
operations), and one each for the left and
right systolic 1/O. The reconfigurable
18-port, 36-bit crossbar is built of

XC4010 FPGAs. Crossbar connectivity is
user-programmable; up to sixteen con-
figurations can be stored, allowing the
current configuration to be changed on
any clock tick.

Standard WILDFIRE software includes
a VHDL model of WILDFIRE, a C Runtime
Library, a Host Interface Driver, and a
debugger. WILDFIRE supports classic
SIMD, MIMD (multiple data, multiple in-
struction), and systolic processing.

The mission of Annapolis Micro Systems
is to provide a fully-supported, commercial
product to address the high-speed needs of
telecommunications, real-time image pro-
cessing, encryption, and pattern matching.
The company provides full technical sup-
port for their products and offers special
classes and tutorials as well as application
development services.

Established in 1982, Annapolis Micro
Systems, Inc. provides custom electronic
product design, including expert Xilinx
design services, to commercial and govern-
ment customers. The company has com-
pleted over 400 Xilinx FPGA designs. “Our
background and expertise with Xilinx and
product design place us in a unique posi-
tion to successfully bring this Xilinx-based
computer architecture to market,” stated
Jane Donaldson, President and founder of
Annapolis Micro Systems. 4



Giga Operations Corp.

Giga Operations Corp. was founded
in 1991 to develop FPGA-based,
reconfigurable computing products that
deliver supercomputer performance at
microcomputer prices. The company is
working with OEMs and developers to
create a standard reconfigurable computer
architecture.

Giga Operations has designed a modu-
lar, scalable reconfigurable computing
platform and development software that
can be applied to many computationally-
intensive tasks. The architecture is opti-
mized for processing tileable databases
such as video fields or frames. Data flow
structures and computing architectures are
implemented in FPGAs.

One developed application, the
Spectrum™ video computing engine, is
intended for applications such as machine
vision systems, video editing, image pro-
cessing, and 3-D volumetric image render-
ing and visualization. This video proces-
sor represents the first use of FPGAs in a
reconfigurable computing product devel-
oped specifically for general-purpose
visual computing applications,

Hardware products are based on plug-
and-play XMOD™ computing modules,
small boards with FPGAs and memory that
can connect to third-party hardware or be
embedded in peripheral devices. For
example, the X210MOD features two
XC4010 FPGAs, 8 Mbytes of DRAM, 256
Kbytes of SRAM and three configurable
data bus interfaces on a 2.4" by 3.65" card.
The use of isolation buffers between the
FPGAs and memories allows local systolic
connections to be implemented in local
stacks of XMODs. For video processing
applications, the VIDMOD/SC module
implements S-video and composite video
connections for a camera, tuner, television
or VCR,

Giga Operations’ G800 VESA VL-bus PC
board delivers high-bandwidth 1/0 and is
a carrier for XMODs. Four XMODs can be

stacked four deep, for a total of 16 per
G800 board. Intended for high-band-
width applications, the G800 includes a
133 MB/s VL-Bus interface to a host PC, a
100 MB/s VMC (VESA Media Channel)
bus, and a 100 MB/s interface to an exter-
nal connector. All busses are program-
mable and connect to FPGA pins, allow-
ing the development of other bus
interfaces. The G800 provides three vir-
tual busses to each XMOD processor:
one 64-bit data bus, one 32-bit data bus
and one 16-bit data bus.

At the core of Giga Operations’ modu-
lar and expandable architecture is the
XLINK™ operating system, a linker and
algorithm packaging program that maps
variables and FPGA functions into the
user's C program. A compiler allows the
use of C syntax to build hardware descrip-
tions output as .XNF files. These enable
C programmers to integrate host-based C
programs with reconfigurable computers
for execution at supercomputer speeds.
Giga Operations also provides a Viewlogic
interface for T
designers J
working with
standard
Xilinx
tools. A
library of
video computing
routines and example
applications is included in
the development system.

Giga Operations’ modular, expandable,
high-bandwidth engine is available in an
open architecture with C-based software
tools and libraries. Giga Operations,
OEMs, and third-party developers are

developing hardware and software stan-

dards for reconfigurable computing. The
company and its partners are working to
establish the XLINK operating system as

the basis for commercial architectures in

reconfigurable computing. @

FPGAS as

RECONFIGURABLE

PROCESSING
ELEMENTS

Giga Operations Corp.
2374 Eunice Street
Berkeley, CA 94708
Phone; 510-528-8438
Fax: 510-526-6688
E-mail: - gigaops@holonet.net



Metalithic Systems Inc.

9500 South 500 West
Suite 104
Sandy, Utah 84070
Phone: 801-561-0114
Fax: 801-501-4702

Metalithic Systems Inc.

Mem}ithic Systems Inc. (MSD pro-
vides quality computing platforms and
tools for the emerging reconfigurable
computing market. MSI has established
significant expertise in reprogrammable
architectures, reconfigurable instruction set
processors, computationally-intensive
macros, state machine synthesis and vari-
ous other tools for reconfigurable logic —
a technology that will redefine the future
of computing. To assist development, MSI
has developed a tool suite that aug-
ments vendor tools and
includes an

assem-
bler and compiler
for virtual processors, and
an integrated Windows-based devel-
opment system.

Gateware, a high-performance tech-
nology developed by MSI President and
CEO Kent Gilson, is the foundation for all
MSI products. By using FPGA technology,
Gateware combines the reprogrammability
of conventional microprocessors with the
high-speed processing obtained using
ASICs to deliver supercomputer-class
processing for a fraction of the cost.

MSI's ACE-12 Reconfigurable Com-
pute Engine uses 12 FPGAs to perform
high-speed processing; the board can be
populated with XC3090, XC3195, XC4005
or XC4010 devices. These processing
elements are arranged in a parallel fash-
ion, each with its own high-speed SRAM,
thereby allowing for the efficient imple-
mentation of multiple processors for gen-

eral-purpose reconfigurable computing.
The ACE-12 system includes software and
predefined configurations that support the
read/write of SRAM, downloading of con-
figurations to any subset of FPGAs, and
concurrent configuration and execution.

One application currently running on
the ACE-12 is a 3x3 transform engine used
in computations such as machine vision,
time-to-frequency conversion, video filter-
ing, video effects processing and texture
mapping. This engine currently runs at a
rate of over 500 million multiply and accu-
mulate operations per second. A swap/
sort algorithm implemented on the ACE-12
system executes more than 360 times faster
than an Intel 486 processor run-

ning at 33 MHz.

For multimedia and
general-purpose applica-
tions where “moderate”
computing power is
needed, MSI created the
ACE-2 card, based on two
FPGA devices. It can stand
alone or operate in concert with
the ACE-12. Fully configured, the
ACE-2 can operate as a personal
audio/video/MIDI recording studio,
video teleconferencing station, high-speed
voice and data modem, video on demand
CODEC, or other /O and computationally-
intensive applications,

The SonicACE is a complete recording
studio for the PC. The SonicACE system,
comprised of an ACE-2 card and SonicACE
software, can perform operations normally
handled only by similar stand-alone equip-
ment costing as much as 4 to 10 times
more, SonicACE allows the user to mix up
to 128 digital tracks and includes group
mute/solo capabilities, nondestructive pan/
fade/echo/EQ, a 24-voice synthesizer,
WAV sampling, master/slave MIDI syn-
chronization and simultaneous play
and record. @
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Virtual Computer Corp.

“We define transformable comput-
ing systems as those machines that use the
reconfigurable aspects of FPGA technol-
ogy to implement an algorithm,” states
Steve Casselman, President and founder of
Virtual Computer Corp. “Transformable
computers will play a lead role in the
evolution of a new generation of program-
mers, researchers, students and users of
computers.”

In 1988, Virtual Computer Corp. (VCC)
was awarded a grant through the Small
Business Innovative Research Program to
design a reconfigurable computer for the
Naval Surface Weapons Department of the
US. Navy. The resulting system, the P-
Series Virtual Computer, is now available
commercially, and provides over 600,000
gates of reconfigurable logic. The system
includes 52 XC4010 or XC4013 FPGAs
interconnected using 24 I-Cube 1Q160
programmable interconnect devices, 8
Mbytes of high-speed SRAM, 256 Kbytes
of dual-ported RAM and three 64-bit 1/O
ports. An SBus interface is available, and
interfaces to other busses can be devel-
oped with relative ease.

The recently-released EVC-1 system is
the first of a series of SBus-based
reconfigurable computers from VCC. The
EVC-1 board includes the bus interface, a
single XC4010, XC4013, or XC4025 FPGA
device, and 250K bytes of memory, and is
intended for use as a coprocessor in a Sun
Sparcstation. The EVC-1 also supports a
daughterboard with 96 I/0O lines for addi-
tional hardware prototyping. The EVC-1
package includes the EVC SBus transform-
able computer board, schematics, manual,
SBus interface driver, source code, and
example programs.  An optional 2-Mbyte
SRAM module currently is available,

The EVC-1 can be used as a logic emu-
lator for rapid product development, as an
evaluation platform for new chips and
designs, or as an accelerator for
computationally-intensive algorithms.

Used as a rapid prototyping system, the
EVC-1 can accelerate time-to-market at a
relatively low cost. To evaluate the use of
a new device (such as MPEG, DSP, or
ATM chip), the IC can be placed on an
add-on module, using the EVC-1 to imple-
ment the interface protocols and glue
logic; this provides a cost-effective means
of testing the functionality of a variety of
new chips under consideration for de-
signs. The EVC-1 also can be used to
“hardwire” software algorithms,
dramatically accelerating slow,
repetitive software processes.

VCC's software tools
are developed
around the con-
cept of “hard-
ware objects”
— FPGA-hased
computing engines that
are linked to the application
via C subroutine calls. VCC
provides pre-developed hardware
objects obtained from third-party experts
as well as the development software for
creating the objects, For example, the
Virtual Random Number Generator
(VRNG) hardware object is a true, non-
deterministic random number generator
producing double floating point numbers
for use in simulations. The VRNG hard-
ware object performs 15 times faster than
running the same algorithm on a SPARC2
workstation,

The EVC-1 transformable computer is
being used by more than a dozen univer-
sities in Canada, Europe, and the United
States, as well as a number of industrial
users. Military and Aerospace magazine
named it the “Editor’s Choice” in the
October 1994 issue. In December, VCC
was selected above 60 other nominees for
the first “Small Business Innovative Re-
search Technology of the Year” award at
a conference sponsored by NASA and the
Technology Utilization Foundation. ¢

Virtual Computer Corp.
6925 Canby Ave., #103
Reseda, CA 91335
Phone: 818-342-8294
Fax: 818-342-0240
E-mail: info@vce.com
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“F MZZ compliance

IS a must in Systems

Building PCI Interfaces

With Xilinx FPGAs

PCI-(‘.Ump]izm[. high-density pro-
grammable logic devices can be used to
create flexible PCI bus interfaces that
avoid the costs and risks of custom IC
development. Examples of fully compli-
ant programmable logic devices include
the XC3100A FPGA and XC7300 EPLD
families from Xilinx, Inc. PCI Compliance
Checklist data has been submitted to the
PCI SIG (and is available to interested
users) for the -2 speed grade of the
XC3100A FPGA family, and -10 and -7
speed grades of the XC7300 EPLD family
(as reported in XCELL #15).

Some designers are interested in inte-
grating the PCI bus interface, along with
their unique control logic for the back-end
device being connected to the bus, into
the same programmable device. These
designers will be attracted to the capacity
of the higher-density FPGA devices in the
XC3100A and XC4000 families.

The first issue that a designer must face
before selecting an FPGA technology is
whether full PCI compliance
is needed. Full compliance
is a requirement for any
board intended to be
plugged into any PCI system

that are to be sold in to or any system intended to
accept any PCl-compatible
the geneml boards. In other words, full

marketplace and

require

interoperability among
multiple vendors.®

compliance is 4 must in
systems that are to be sold in
to the general marketplace
and require interoperability
among multiple vendors.
XC3100A-2 FPGAs are rec-
ommended for such systems.
However, if the system
environment is “closed,” in the sense that
the PCI bus is being used internally in a
system where the equipment designer has
control over all devices that interface to

that bus (such as an embedded system
with no add-in capabilities), then, of
course, the designer has freedom to devi-
ate from the specification. This would
expand the range of available devices, and
the XC4000-4 FPGAs may be preferable.

Several successful PCI designs have
been based on the XC3100A FPGA family.
In fact, the PCI Special Interest Group
(PCI SIG, the industry consortium control-
ling the PCI standard) chose an XC3100A
device for the board developed for use in
their BIOS compliance test kit.

While not fully compliant, the XC4000-
4 FPGA family also has been used in a
number of “embedded system” PCI bus
implementations. (The XC4000-4 FPGA
devices fall just short of meeting the T,
T, and T, timing requirements, but are
compliant in all other aspects.) However,
XC4400 HardWire™ devices, mask-pro-
grammed versions of the XC4000 devices,
are compliant, allowing for prototype
development with the programmable
version, but high-volume manufacturing
with the compliant HardWire version. A
higher-performance version of the XC4000
FPGA architecture will be available later in
1995, and is expected to be fully compli-
ant. The XC4000 architecture has several
features that facilitate PCI bus interface
design, including the ability to implement
9-input functions in a single block (easing
parity generation and checking), and on-
chip RAM capability (facilitating the on-
chip implementation of the PCI configura-
tion registers).

Careful design is required to meet the
performance and signaling requirements
of the PCI specification. The PCI bus
protocols encourage burst-oriented data
flows between bus agents, facilitating the
use of pipelined data flows within PCI bus
interface logic; pipelining techniques



often are key to successfully supporting
data transfers at the maximum throughput
of the bus. Typically, pipelining also is
required in the parity generation and
checking logic since 36-bit wide parity
circuits will traverse multiple levels of logic
blocks. The register-rich XC3100A and
XC4000 FPGA architectures lend them-
selves to pipelining techniques.

Typically, the signals involved in bus
transactions and the operation of data flow
pipelines are controlled by state machines
in the bus interface logic; example state
machines for controlling bus signaling are
provided in Appendix B of the PCI Specifi-
cation. In some cases, bus control signals
must be responded to on the first clock
cdge after their activation. Thus, high-
performance state machines are required.
For FPGAs, one-hot-encoded (OHE) state
machines are recommended (that is, state
machines with one register per state and
minimal decoding logic). These are well-
suited for register-rich FPGA architectures.

The use of the XACT-Performance™
feature of the PPR place and route program
greatly eases the design process by allow-
ing the specification of target performance
requirements for entire paths through the
design, a key factor in high-performance
designs such as PCI interfaces. PPR’s guide
option, wherein the placement and routing
of a previous version of a design can guide

the implementation of a new version with |
minimal changes, also can significantly
shorten design cycles.

These and other issues are discussed in
a new application note from Xilinx, “A
Fully-Compliant PCI Interface in an
XC3164A-2 FPGA,” which describes a
target interface design that links the PCI
bus to a slave processor through a dual-
port RAM, using an XC3164A-2 device in a
160-pin PQFP package. The design was
coded in Verilog HDL, synthesized using
Exemplar Logic’s CORE™ tools, and veri-
fied on a PC using Simucad’s Silos/Verilog
simulator. It uses only 40 percent of the
logic blocks available in the XC3164A
FPGA. Verilog-HDL and Viewlogic sche-
matic design files also are available,

While careful design is required, PCI-
compatible FPGA devices bring the system-
integration, flexibility and time-to-market
benefits of high-density programmable
logic to the PCI design community. These
devices can provide the performance,
density, and routability to handle complex
structures such as pipelined data paths, 32-
bit parity generation, and PCI bus control.

For more information on PCI bus
design using Xilinx products or to
obtain a copy of the PCI Information
Packet, contact your local sales repre-
sentative, or send electronic mail to
pei@xilinx.com, @
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Xilinx Macro for PCMCIA Flash Cards

Mobile Media Research has introduced XFlash, a
flash memory controller macro for building PCMCIA
cards. The macro is designed for 160-pin XC3064A
and larger XC3000A/XC3100A family devices. The
XFlash macro and Intel 28F008SA 8-Mbit (or compat-
ible) flash memory devices can be used to design an
Intel Series II compatible PCMCIA flash card. The
macro implements the same card interface and register
set as the Series II flash card, and, therefore, works
with the installed base of drivers written for the Intel

the application.

Series Il cards. Of course, the FPGA implementation
provides designers with flexibility for customizing

Mobile Media Research (San Jose, CA) manufac-
tures and markets PCMCIA development tools and
multimedia development tools and algorithms. For
Surther information, contact:

Mobile Media Research
Phone: 408-428-0310
Fax: 408-428-0379 @




Achieving Optimal Results

With PPR 5.1.0

Previous issues of XCELL (#11, #13,
#14) have discussed different PPR options
for routing tough designs, increasing per-
formance and reducing execution times.
Fnhancements made to PPR 5.1.0 have
made some options obsolete; these op-
tions should no longer be used. Please
refer to the release notes, and remember
to remove the obsolete options from your
XACTINIT.DAT files,

There are cost values assigned to the
routing resources of an FPGA device. PPR
uses these cost values when determining
which resources should be used for a
given signal. Empirical evidence suggests
that some of the default values assigned to
the routing resources may be too low in
the XC3000A/XC3100A and XC4000A
devices. This means that PPR may use
these resources more [rivolously than it
should, and, therefore, the routing is not
as efficient as possible. The following
options can be added to an
XACTINIT.DAT file to adjust the default
costs:

For XC3000A/XC3100A parts:

def_cost_long = 60
For XC4000A parts:
def_cost_long = 40

def_ cost_double = 20

Some options allow you to reduce PPR
run times. If your design does not have
strict performance and routablility require-
ments, you can dramatically reduce run-
time with the following command-line
options:

PFPR <design_name:>

If you feel that your design should
route easily, use the “router_effort = 2"
command line option. If your design is
marginally routable, use “router_effort =
3", A design that is marginally routable
is one that routes to about 95 percent or
more fairly quickly, but doesn't route
completely with router_effort = 2. 1f the
design routes to less than 90 percent and
stays there for an extended period of time
with little improvement, try increasing the
placer_effort and/or floorplan the design
in order to achieve a better placement,

To cut down the run time of the placer
when using the “placer_effort=4" com-
mand line option, you can also use the
“place_with_timing=false” option.

Avoid the “timing=when_routable” or
the “timing=false” PPR command line
options. @

OrCAD Library Compatibility with XACT 5.0

Designers employing OrCAD sche-
matic entry and simulation tools for Xilinx
designs need to ensure that their tools are
compatible with XACT 5.0 and their
OrCAD software.

In order to be compatible with XACT
5.0, the design must be up to Version 4
compatibility. The following is a list of
various versions of DS-35 interfaces, and
the library files associated with each:

DS-35  Library Filenames

v2.40 x2000.lib, x3000.lib

vaxx  x2klib, x3k.lib, x4k.lib

CVT * x2-cvt.lib, x3-cvtlib

v5.00 xc2000.lib, x¢3000.lib, xc4000.lib

*CVT was not a release of DS-35. It was a set of
intermediate files to allow designs captured in DS-
35 1240 to be updated to DS-35 vd.xx (XACT 4)
compatibility.

If a design uses libraries from either
DS-35 v4.xx, or DS-35 v4.xx and CVT, no
modifications are required. The design is
already up to XACT 4 compatibility and is
suitable for compilation with the XACT 5.
tools, Designs that use the libraries from
the DS-35 v2.40 interface are not compat-
ible and must be updated. To updat= the
design, the user must obtain a copy/ .h
CVT files from the Xilinx Bulletin Board



Board-Level Simulation Using
Viewlogic Tools and XACT 5.0

To better manage increasing design
complexity, a growing number of design-
ers employ board-level simulation involy-
ing multiple devices, as well as simulating
each FPGA on its own. Board-level simu-
lation increases the designer's ability to
integrate today’s complex devices into a
single board-level design by providing a
means to test the interface between de-
vices as well as the functionality of each
device.

The Viewlogic simulation tools can be
used for board-level simulation of designs
using Xilinx devices, First, a board-level
schematic is created in a project directory
separate from the Xilinx designs. In this
board-level project directory, all board-
level schematics and symbols represent-
ing the Xilinx devices are created. The
schematics for the various individual
Xilinx devices do NOT reside in this
board-level project.

As each Xilinx device, created in its
own separate project directory, is routed
and then back-annotated, a simulation
model, or WIR file, is created. When al]
the simulation files for the Xilinx devices
have been created, they are copied to the
board-level simulation directory’s WIR

subdirectory. The final step is to create a
board-level simulation network VSM file.
The steps needed to prepare timing
simulation models for board-level simula-

tions with Xilinx devices are described
below. The simulation model created can
be used with any of the ViewLogic simu-
lation tools. This example assumes the
FPGA design is named “design1” and has
its own project directory.
1. Run XSimMake (functional) on design1
with the command:
xsimmake -fvff designil
2. Run XMake on design1 with the com-
mand:
xmake designl
3. Run XSimMake (timing) on designl
with the command:
xsimmake -fvft designl
4. Run XNF2WIR on the resulting
xnfba.xnf file with the command:
xnf2wir xnfba.xnf
wirledesignl.l

In step 3, XSimMake places the timing
information in a WIR file called xnfba.1.
To create a WIR file with the same name
as the symbol used in the board-level
schematic, xnf2wir must be run on the

Continued on the next page

1 (ORCADCVT.ZIP if using OrCAD tionally, the simulation model files are not compatible
IR386CVT.ZIP if using OrCAD 386+ with the new OrCAD VST 1.20 simulator. Designers

. The design must be compiled who wish to use a version of OrCAD other than
the CVT files in conjunction with the ~ OrCAD 386+ v1.10 must obtain a copy of the library
v4.xx libraries, source files and recompile them. The source files are

far as compatibility with OrCAD is available from the Xilinx BBS as:

ned, the libraries shipped with DS-

10 are in the OrCAD 386+ v1.10 ORCSRC.ZIP

DS-35 v5.00 library source files

. These libraries are not compatible ~ ORLIBSRC.ZIP  DS-35 vé.xx and CVT library source files

ie older OrCAD 4.20 tools. Addi- ¢
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Board Level Simulation

Continned from previows page

xnfba.xnf file explicitly, so that the output
name can be specified to match the
hoard-level symbol name., Name associa-
tion is used to pull in the WIR file when
the simulation network is created.

5. Run VSM -w on sdesignl with the
command:

vesm -w sdesignl

VSM will find the sdesignl.1 file in the
WIR directory and will use it to create
another sdesignl.1 WIR file in the current
directory. This step will flatten the design.
This means that there will only be built-in
components in the resulting WIR file.
This must be
done because
there are no

out aliases, VSM

will pull in the wrong components if
families are mixed (i.e. XC3000 and
XC4000 devices on the same board) or
multiple designs use X-BLOX.

0. Edit the sdesign1.1 WIR file in the
current directory, replacing all the
BUILTIN aliases to XBUILTIN. Basi-
cally, do a replace string:
“XBUILTIN:” for “BUILTIN:”.

This will create a WIR file in the cur-
rent directory that contains only Xilinx
builtin components with the alias of
XBUILTIN, allowing the mixing of Xilinx
components with other vendors’ libraries.
Skip this step if only Xilinx devices are to
be simulated. Copy the edited sdesign1.1
file from the current directory to the
board-level simulation’s WIR directory,

(& =Y
aliases in the o ® ]). T]-[h.ﬁ- I
WIR file from )‘OJR : .U'L |
xnf2wir, With- simulation di-

7. 1f Step 6 was performed, create a
viewdraw.ini in the board-level simula-
tion directory with the following direc-
tory scan listing at the end:

DIR [M] c:\workview!\
unifiedi\builtin {(xbuiltin)

If Step 6 was NOT performed, create a
viewdraw.ini in the board-level simula-
tion directory with the following direc-
tory scan listing at the end:
DIR [M] c:‘\workview)\

unifiedibuiltin {(builtin)

8. Add any other libraries needed to
simulate any other vendors’ compo-
nents. (e.g., ViewLogic's full blown

built-in with the
alias “(builtin)").

rectory, create a
symbol with the
same name as the WIR file that was
copied (i.e. sdesignl) and use it in the
board schematic,
10. Run VSM on the board-level schematic
with the command:

vem toplevel

Make sure that the only schematics in
the board-level directory are for the
board-level design itself. NONE of the
sdesignl schematic files can be present
when VSM is run. If these files are found

by VSM, VSM will re-create the WIR file by

running the ViewLogic check program.
This will overwrite the WIR file that was
created by the Xilinx tools and copied to
the WIR directory. Because the schematic
is not found by VSM, VSM will “blindly”
pull in the WIR file created by the Xilinx
tools and use it to create the simulation
vsm network.

11. Simulate the board-level schematic. ¢

0))

0

0



XACT 5.0 Libraries Guide Errata

Chapter 2 - Selection Guide
p.2-47, 2-48, 2-54, 2-55: The M4_1, M§_1,
and M16_1 macros have been ohso-

leted, yet are incorrectly shown as
Exact or Closest Unified Replacements.
The Closest Unified Replacements are
the M4_1E, M8_IE, and the M16_1E
macros, respectively,

p. 2-52: The Exact Unified Replacement
for the CUPSH macro should be the
CC8CLE macro, not the CBSCLE macro.

p. 2-52: The Exact Unified Replacement
for the CUP16H macro should be the
CC16CLE macro, not the CB16CLE
macro.

Chapter 3 - Design Elements

p.3-32, 3-301: The text descriptions for
the ACLK and GCLK macros are incor-
rect. You cannot connect ACLK or
GCIK to a PAD element. You should
connect these elements to an IPAD or
to an IBUF if a direct pad connection is
not desired.

p. 3-57: The equation to generate an
unsigned binary “overflow” that is
always active High should read:
unsigned overflow =

CO XNOR ADD

p. 3-97: The third sentence of the first
paragraph should read, “When CLR is
High, all other inputs are ignored and
data (Q1-Q0) and terminal count (TC)
go to logic level zero.”

p. 3-203, 3-205: The O1 input on the
XC3000 CLB symbol should be DI.

p. 3-345: The first sentence should read,
“The MD1 output pad is....".

p. 3-387: When the OSC is used with the
XC2000 family, the crystal oscillator is
enabled automatically. However, when
the OSC is used with the XC3000, you
must specify the MakeBits -s option.
See P. 2-245 of the XACT Reference
Guide, Volume II, for more information.

. 3-407, 3-412; The symbol output label

should be O(7-0), not Q(7-0).

p. 3-420: The third sentence of the first
paragraph should read, “When L is
High and CLR is Low, data on the
D7-D0 inputs is loaded into the
corresponding Q7-Q0 bits of the
register during the Low-to-High clock
(C) transition.”

p. 3-442: The DONEIN pin is incorrectly
shown as an output on the STARTUP
symbol. It should be an input.

Chapter 4 - Attributes, Constraints,

and Carry Logic

p.4-8: Please note that the correct tag
order to specify an inverted clock is
“CLK:K:NOT”. Specifying “CLK:NOT:K"
is invalid,

p.4-33: Under the description of the C
flag, please note that for an XC4000
design, the critical attribute only applies
if the PPR path_timing option is set to
false, which is not the default.

p. 4-40, 4-41, 4-72, 4-80: References to
BUFT support for RLOCS are errone-
ous. BUFTs do not accept RLOCs,

p. 4-98: Figure 4-18 incorrectly shows the
F3 input to the F Carry Logic block
being sourced by the F4 input. It
should be sourced hy the F3 input.
Also, for an additional, perhaps clearer,
diagram of the carry logic, see P. 8-106
of the 1994 Programmable Logic Data
Book,

p. 499, 4-100: Table 4-16 entries should

be corrected as follows:

ADD-G-F3-  ¢y4_05
ADDSUB-G-F3-cy4_16
FORCE-F3-  cy4_41
SUB-G-F3- cy4_11

Also, included in the XC4000 library
you can find a symbol called
“CYAMODE". This symbol is a chart of
all 42 recognized carry logic modes
along with the names of their associ-
ated symbols. You may wish to tempo-
rarily instantiate this symbol onto your
schematic as a quick reference. (See
XCELL #15, Technical Q&A). @




Configuration Control

Thc following recommendations
guarantee 4 well-defined beginning for
any FPGA configuration or reconfiguration
process — after the initialization and
clearing of the configuration memory in
all FPGAs has been completed, and the
address counter in the serial PROM(s) has
been reset. Previous versions of the
Xilinx Data Book have shown different
solutions, but the connections described
below guarantee reliable operation even
under adverse operating conditions such
as V__ glitches.

The lead device can use any configura-
tion mode available. In master modes and
Asynchronous Peripheral mode, its CCLK
pin is the output that clocks all other
devices.

Obviously, all CCLK and XC17000 CLK
pins must be interconnected, the DATA
outputs from multiple XC17000 serial
PROMs must be interconnected and con-
nected to the DIN input of the lead de-
vice. The daisy-chain must be established
by connecting each DOUT output to the
downstream DIN input.

The following recommendations as-
sume that there are no XC2000 devices in
the daisy chain (they lack the INIT pin)
and that, if Serial mode is chosen for the
lead device, the XC17000 device(s) store
only one configuration for the whole
daisy chain. The serial PROM(s) must,
therefore, be reset before the daisy chain
is to be (re)programmed,

There are three possible types of daisy
chains using XC3000 and XC4000 devices.
Here are the recommended connections
for the configuration control pins.

Configuration control pins are:

¢ XC3000, XC30004, XC3100, XC3100A

DONE/PROGRAM (open-drain output/input)

RESET (input)
INIT (open-drain output)

* XC4000, XC4000A, XC4000D,

XC4000H

DONE  (open-drain output/input)
PROGRAM (input)

INIT (open-drain output/input)
XC17000

RESET (input with programmable polarity)

Case 1

Daisy chain consists of nothing

but XC3000-type devices:

o Use lead device's LDC to drive
XC17000 CE.

o Use lead device's INIT to drive
XC17000 RESET.

o Interconnect all slave INITs and
connect them to the lead RESET
input.

e Interconnect all DONE pins.

* Interconnect all slave RESET
inputs

e Instigate Reprogram by pulling
the slave RESET net Low for at
least Ops while all DONE pins
are Low. (DONE can be perma-
nently wired Low, but that sacri-
fices the use of RESET as a glo-
bal reset of the user logic. If
DONE is not wired Low, repro-
gram must pull DONE Low with
an open-collector or open-drain
driver).

Continued on next page

Pin Connections in
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Case 2

Lead device is XC4000-type, driv-

ing any mixture of XC3000 and

XC4000 devices:

* Use lead device’s LDC to drive
XC17000 CE.

¢ Use lead device’s INIT to drive
XC17000 RESET.

* Interconnect all INIT pins.

s Interconnect all DONE pins.

¢ Interconnect all XC4000
PROGRAM inputs.

* [Interconnect all XC3000 RESET
inputs.

¢ Combine these two nets into one
PROGRAM/RESET net

* Instigate Reprogram by pulling
the combined PROGRAM/RESET
Low,

Case 3

Daisy chain consists of nothing

but XC4000-type devices:

* Use lead device’s LDC to drive
XC17000 CE.

* Use lead device's INIT to drive
XC17000 RESET.

* Interconnect all INIT pins.

* Interconnect all DONE pins (only
required for UCLK-SYNC option).

* Interconnect all XC4000
PROGRAM inputs.

* Instigate Reprogram by pulling
PROGRAM Low. @

Beware of a Slow-Rising XC3000 RESET Input

It is a wide-spread habit to drive
asynchronous RESET inputs with a
resistor-capacitor network to lengthen
the reset time after power-on. This also
can be done with Xilinx FPGAs, but the
user should question the need, and
should beware of certain avoidable
problems,

Xilinx FPGAs contain an internal
voltage-monitoring circuit, and start
their internal housekeeping operation
only after V__has reached ~3.5 V. The
internal housekeeping and configura-
tion memory clearing operation then
takes between 10 and 100 ms, depend-
ing on configuration mode and process
variations. Any RC delay shorter than

40 ms for a device in master configuration
mode, or shorter than 10 ms for a device
in slave configuration mode, is clearly
useless.

A significantly longer RC delay can be
used to hold off configuration, as shown
in the flow-diagrams on pages 2-27 and
2-119 of the 7994 Xilinx Data Book. With-
out the use of an external Schmitt trigger
circuit, the rise time on the RESET input
will be very slow, and is likely to cross the
threshold of ~1.4 V several times, due to
external or internal noise. This can cause
the FPGA to start configuration, immedi-
ately abort it, then start it again, after
having automatically cleared the configu-
ration memory once more,

This is no problem for
the FPGA, but it requires
that the source of con-
figuration data, especially
an XC17000 serial PROM,
be reset accordingly. This
is another reason for
using the INIT output of
the lead FPGA, instead of
IDC, to drive the RESET
input of the XC17000
PROMs, @

5
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TECHNICAL QUESTIONS AND ANSWERS

General

Q: Will the XACT 5.x software run
under Windows NT?

A: Windows NT controls the PC's paralle]
port. The XACT 5.x software does not
have direct access to the parallel port, and,
therefore, cannot recognize the key. The
Xilinx programmable key manufacturer,

Rainbow Technologies, has developed a
work-around for our users, The file
RAINPORT.EXE is in the SWHELP area on
the Xilinx Bulletin Board Service. This self-
extracting archive contains the necessary
drivers and instructions for running XACT
5.x software under Windows NT. 4

XABEL

Q: While running AHDL2X v5.0 on a
Pentium 90 MHz PC, I receive a
message indicating that my key is
not authorized to run XABEL. What
could be the cause of this problem?

A: This problem is fixed in the XACT v5.1
update. This update has been shipped to
all of our registered Base Package custom-
ers. However, if you have not received the
update, you may either download
PPR_EMUL.ZIP (for 386s without co-proces-
sors) or PPR_MATH.ZIP (for 386s with co-
processors or 486s) from the Bulletin Board
Service, or contact Technical Support to get
the update.

Viewlogic Helpful Hint:

For XACT 5.1, a new Xilinx specific built-in
library has been added to our Viewlogic inter-
face to support board-level simulation. The
following line must be added after the current
built-in library. This also has been docu-
mented in the XACT 5.1 release notes.

For PCs:

DIE [m]
\workview\unified\xbuiltin ﬁw
(xbuiltin) i

For Workstations:
DIR [m] /workview/unified/
xbuiltin {xbuiltin) %

number so that you may receive a reply. €

Application

E-Mail Addresses for Applications Information

Xilinx users with access to the Internet can use the following E-mail addresses for re-
questing information or asking questions involving the listed application areas. Please be
sure your message includes your E-mail address, shipping address, telephone number and fax

E-Mail Address

Peripheral Component Interconnect Bus (PCI)

pei@xilinx.com

Asynchronous Transfer Mode Communications (ATM) atm@xilinx.com

Plug and Play

pnp@xilinx.com

PCMCIA

pemeia@xilinx.com

Digital Signal Processing (DSP)

dsp@xilinx.com )Y
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Q: Please outline any architectural

differences between members of the
XC7300 family of EPLDs.

Users of the XC7300 family of FPLDs
should be aware of the differences be-
tween family members outlined in the table
at right,

Also note that, because the XC7318 and
XC7336 contain only Fast Function Blocks,
all flip-flop clock signals must be on the
FCLK nets, and all output enable signals
must be on the global FOE nets,

: Can I power down the XC7300 but

still have the pins active, in order to
save power? What if I power down

?
cony A0d leave V- powered?

No, neither is recommended. Both cases
can cause a latchup condition. This is
because the pin protection circuitry is
connected to V.. and the device inputs
cannot be driven above V. + 2V (which
would be 2V if V. = 0V). If device pins
are driven above Vo T 2V, EXCESS Cur-
rent will be drawn through the pins, poten-

tially causing latchup.,

: Can the XC7300 device pins be

individually configured for 3.3V or
5V I/O operation?

No. All of the device pins are powered by
a common set of V__ pins. Therefore, all
of the 1/O pins are configured for either
3.3V or 5V operation.

A

: When Vo 1S connected to a 3.3V

: Do the XC7300 devices require a

Fast Function Block Differences

XC7318/36/144 XC7354/72/108

Output polarity control Fixed output polarity

Direct support for D- or T-flip-flop D-flip-flop only

Flip-flop asyne. set or reset Flip-flop asynchronous set only
I/0 Block Differences

XC7318/36 XC7354/72/108/144

Direct input only Direct, latched, or registered input
No input polarity control Input polarity control

supply, can the XC7300 devices
drive/be driven by 5V logic?

Yes. The 3.3V I/O output levels are com-
patible with 5V TTL input levels. The
XC7300 also can drive 5V CMOS inputs if
pull-up resistors are used. The inputs can
be driven by 5V TTL and CMOS logic, even

when V_  is powered by a 3.3V supply.

special power-up sequence in a
mixed voltage system?

No. Power can be applied to, and re-
moved from, the V. and V__ pins in
any sequence, However, the voltage ap-
plied to the I/O pins of the device should
not exceed V. + 05V at any time. 4
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