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Introduction to FDDI (Fiber Distributed Data Interface)

The role of fiber optics in Local Area Network (LAN) tech-
nology is as a high performance supplement to the
10 Mbit/sec IEEE 802.3 Ethernet network. The high per-
formance fiber network of choice will be FDDI as specified
by ANSI X3T9.5 Standard.

As computer applications become more complex, they drive
the need for high-bandwidth interfaces such as FDDI.

In addition to offering the highest bus speed performance of
any standard LAN, FDDI offers a low-cost means for bridg-
ing from a conventional speed Ethernet to a high-speed fi-
ber optic link. It works such that a backbone FDDI ring con-
nects local islands of Ethernet workgroups to similar islands
located in another part of an interoffice LAN (see Figure 7).
Data flow across any of the Ethernet configurations—10
Base 2, 10 Base T, twisted-pair—can become bogged down
considerably by heavy data transfer activity over an Ether-
net backbone network. An FDDI backbone operating at
about a 10-times-faster data rate than Ethernet can elimi-
nate this bottleneck by providing a secondary high-speed
data highway between these lower-speed workgroups.

FDDI LANs offer higher performance and are overcoming
one of their earlier barriers to commercial use: cost-effect-

ETHERNET
OFFICE PCs

SUPERCOMPUTER MAINFRAME
SAS (Single Attachment Station)
DAS (Dual Attachment Station)
C (CONCENTRATOR)

ive performance. Work has begun to standardize the use of
twisted pair over shorter distances.

Because of its favorable cost/performance benefits, high-
level technology and backbone capability, FDDI and Ether-
net are projected as the network combination of the future.

What FDDI Needs

In order for FDDI to grow into a successful primary and
backbone network, computer manufacturers need a stan-
dard chip set to make it practical and cost-effective. Nation-
al Semiconductor, already the leading supplier of fully com-
pliant IEEE 802.3 network integrated circuits for Ethernet,
has developed a set of chips to support FDDI, the DP83200
FDDI chip set.

The key to building a family of industry-standard FDDI devic-
es is to constantly work toward higher levels of integration.
To this end, National has created semiconductor technolo-
gies that are migratable from today’s multi-chip designs to
tomorrow’s single-chip solutions. Further integration to a
2-chip and single chip solution will provide even greater cost
and performance benefits to network builders.

FDDI LAYOUT
WORKSTATIONS

FDDI DESIGN
WORKSTATIONS

TL/F/10822-1

FIGURE 1. FDDI can serve as a high-speed backbone for Ethernet or as a fast network
to speed data between high-performance workstations, supercomputers and mainframes.
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Introduction to FDDI (Fiber Distributed Data Interface)

Proven By The Process

CMOS is the technology of choice for FDDI ICs. But CMOS
varies considerably, according to manufacturer. National’s
version, called M2CMOSTM, is one of the few types that can
accommodate high-performance logic, memory and analog
circuitry on the same substrate. National has also devel-
oped one of the leading BICMOS processes in the industry.
Since FDDI data rates are among the highest of any stan-
dard data communications application, a BICMOS process
with high-speed bipolar capability and low power consump-
tion will be required in certain parts of the fiber-optic inter-
face circuitry. Packaging will also become a crucial issue in
the development of a chip set since it impacts both cost and
performance.

Lab Work

As FDDI integrated network products enter the real world of
the office or engineering workgroups, system integrators
must ensure that all hardware and software components
operate correctly with each other. Because of the complexi-
ty of the networks, workstations and their software, system
integrators must perform interoperability tests. These are
designed to verify the proper operation of the complete sys-
tem.

Unfortunately, assembling all of the hardware and software
needed to conduct interoperability testing outside the actual
system is extremely difficult. But such testing is so important
to chip and system designers that National has set up a
dedicated FDDI LAN laboratory that allows its engineers
and customers to accelerate their development of ad-

vanced networking products. Also available to customers on
request is a document describing the interoperability testing
performed by National.

The FDDI LAN lab is equipped with software, computers,
printers and cable equipment from a variety of manufactur-
ers. National engineers assist customers by testing the per-
formance of individual components, including National’'s
own networking chip sets, as well as entire systems.

The lab is a test bed for the FDDI chip set. Using the lab
facilities, engineers can exercise the devices in all modes of
operation to discover any problems before a system user
does. If a user does discover a problem—at the chip or
system level—the lab provides a resource in which to find a
solution.

The Next Generation Solution

Designing and building the integrated circuit portion of FDDI
is a great challenge to any semiconductor manufacturer.
Not only are processing and packaging expertise essential,
the successful chip maker must be well-versed in high-level
behavioral modeling, top-down design methodologies, ad-
vanced software and CMOS/BiCMOS circuit design. The
need for a high-performance fiber optic network is unques-
tioned. Evaluating hardware implementations is the first
step in providing you with the performance and network
management capabilities offered by the FDDI protocol.

National Semiconductor, with its long resume of Ethernet
leadership and IC excellence, application support materials
and experience, is positioned to take the hardware lead in
these next-generation FDDI networking solutions.

National DP83200 FDDI Chip Set Block Diagram
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Data Sheet Identification Product Status Definition
Advance Information Formative or This data sheet contains the design specifications for product
In Design development. Specifications may change in any manner without notice.
Preliminary First This data sheet contains preliminary data, and supplementary data will
Production be published at a later date. National Semiconductor Corporation
reserves the right to make changes at any time without notice in order
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An Overview of FDDI:
The Fiber Distributed Data Interface

FLOYD E. ROSS

Abstract—Fiber Distributed Data Interface (FDDI), which
employs an optical fiber medium, is a 100 Mbit/s local area
network (LAN) based on a token ring protocol. Updating
earlier efforts on this subject by the author and others, this
paper presents an overview of this technology and explores
the basis for its success. Particular emphasis is placed on
the technical specifications for an upwards-compatible ver-
sion of FDDI, FDDI-II, which adds the capability for circuit-
switched services to the packet services of the basic FDDI,
thus creating an integrated services LAN.

I. Introduction

The Fiber Distributed Data Interface (FDDI) is a 100 Mbit/s
local area network (LAN). Using optical fiber as the medium,
the FDDI protocol is based on a token ring access method.
FDDI is being developed in Accredited Standards Commit-
tee (ASC) X3T9—chartered to develop computer input/out-
put (I/0) interface standards. In the late 1970’s, ASC X3T9
recognized the need for a new 1/0 channel standard as an
alternative to Federal Information Processing Standards
(FIPS) 60-63. By late 1982, work had been started on FDDI
in the ASC X3T9.5 technical committee. In mid-1983, two
proposals encompassing the Physical layer and the Media
Access Control for FDDI were submitted by Sperry.

Through this same time period, the Institute of Electrical and
Electronics Engineers (IEEE) P802 standards project was
developing local area network (LAN) standards with data
rates up to 20 Mbits/s. FDDI followed the packet data archi-
tectural concepts of IEEE P802 and chose the emerging 4
Mbits/s token ring protocol of IEEE P802.5 as the starting
point for the FDDI protocol. These choices placed FDDI in
an ideal position to be both the backbone network and the
follow-on network to the IEEE P802 LAN'’s.

Meanwhile, in another standards arena, the Open Systems
Interconnection (OSI) model had been put in place. This
layered the design of computer interconnections, allowing
the development of separate standards for the different lay-
ers, and provided the proper framework for the develop-
ment of a set of FDDI standards.

Another factor of significance in the development of FDDI
was an increased use of high-performance video worksta-
tions for a variety of applications. These brought an empha-
sis on facilitating low-cost implementations.

Driven by these forces, FDDI grew from the original Sperry
proposals to satisfy the needs of many applications, includ-
ing the back-end (I/0 channel) interface, LAN backbone,
and front-end high-performance LAN applications. In the
course of its development, each new wave of supporters

Manuscript received May 15, 1988; revised March 1, 1989.
The author is with UNISYS, Malvern, PA 19355.
|EEE Log Number 8929561.

©1990 |EEE. Reprinted, with permission, from IEEE Journal on Selected Areas in Communi-
cations, Volume 7, Issue 7, pps 1043-1051, Sept 1989.

brought new demands which, in turn, were accommodated
by the emerging FDDI standards. As a result, the set of
services offered by FDDI is broad enough to allow individual
optimization of FDDI networks to satisfy the needs of di-
verse environments.

One enhancement, FDDI-II, will offer significantly increased
services by integrating circuit-switched data traffic capabili-
ties into what had originally been strictly a packet LAN. The
impetus for FDDI-Il came from the new generation of digital
PBX’s of the early 1980’s. Their needs were similar to those
of many real-time applications including digital voice and
video networks as well as sensor and control data streams.
All of these disciplines contributed to the emerging FDDI-II
design definition which began in late 1984.

A. OUTLINE OF PAPER

Section |l of this paper addresses several issues of overall
significance to FDDI. Section Il describes general FDDI
characteristics, with the Physical layer, MAC layer, and SMT
operation more fully described in Sections IV, V, and VI,
respectively. Section VIl supplies an overview of FDDI-II
concepts, with Section VIII providing details on FDDI-Il oper-
ation. The status of the FDDI standardization effect is cov-
ered in Section IX.

Il. FDDI as the Solution

The widespread acceptance of FDDI has been due to a
number of factors. The IEEE P802 effort provided several
medium-speed (1-20 Mbit/s) LAN’s. In effect, IEEE P802
popularized the LAN, and by doing so, created a market for
a higher speed LAN to perform the backbone function for
lower speed IEEE 802 LAN’s and to satisfy applications that
require a higher performance LAN.

Contributing also to the acceptance of FDDI is the dramatic
improvement in the price and performance characteristics
of optical fiber and related components such as optical
transmitters and receivers. With the many other advantages
that the use of optical fiber offers—high data bandwidth,
security, safety, immunity to electromagnetic interference,
and reduced weight and size—the concept of an all-fiber
LAN was most attractive. Because the FDDI design has
been optimized to the use of optical fiber since its inception,
FDDI is now in a leadership role in the development of opti-
cal fiber LAN technology. )

FDDI has maximized the value of standardization. The true
value of standards is being recognized in all market-
places—from the individual customer to multi-national cor-
porations and the federal government. With emphasis firmly
on standards, FDDI has conformed to the ISO Model. The
rich functionality that has been integrated into FDDI to meet
the needs of a number of market segments means that it
can be the one standard satisfying the requirements of the
broad, high-speed LAN marketplace. The value of one high-
speed optical fiber LAN standard is immense.

1-3
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The Fiber Distributed Data Interface

An Overview of FDDI

A. ADVANTAGES OF A RING DESIGN

No paper on FDDI would seem complete without at least a
cursory summary of the advantages that a ring design of-
fers. A ring can be shown to offer superior reliability, avail-
ability, and serviceability, even in the face of physical dam-
age to the network. A ring topology can be designed to be
capable of continued operation despite any projected fail-
ure.

Other advantages include the interconnect simplicity of the
physical hardware at the interface level. The point-to-point
connections around the ring not only provide an easy focus
of standardization, but also allow different ring links to have
different characteristics and optimization points. Optical fi-
ber, which does not adapt well to bus configurations, can be
easily accommodated. Optical fiber has sufficient bandwidth
that bit-serial transmission may be used, thus significantly
reducing the size, cost, and complexity of the hardware re-
quired by a network.

Ring topologies offer advantages in the ease of initial con-
figuration and reconfiguration as the network requirements
change. Failing stations or fiber links can be isolated
through the use of appropriate protocols. These protocols
also provide for the logical addition and deletion of stations
without detrimental effects on existing ring traffic. Actual
physical addition or removal of stations from the network is
also facilitated because ring initialization, failure isolation,
recovery, and reconfiguration mechanisms can provide for
continued operation even while the cables are being rear-
ranged.

Ring topologies inherently impose no restrictive logical limit
on the length of ring links, the number of stations, or the
total extent of the network that can be accommodated.
Ring topologies, and the protocols supported by them, offer
significant performance advantages. These include insensi-
tivity to load distribution, the ease of fairly allocating the
available bandwidth, low arbitration times, bounded access
delay, and no requirement for long preambles.

In today’s technology, a ring topology appears to best satis-
fy the requirements of high-performance networks operating
from 20 to 500 Mbits/s where high connectivity and large
extents are required. Some of the references, and in partic-
ular [10], are recommended for an in-depth review of the
advantages that a ring design offers.

lIl. FDDI Characteristics

The initial version of FDDI uses optical fiber with light-emit-
ting diodes (LED’s) transmitting at a nominal wavelength of
1325 nm over multimode fiber. Connections between sta-
tions are made with a dual fiber cable employing a polarized
duplex connector. A single-mode fiber (SMF) version of
Physical Layer Medium Dependent (PMD) uses laser diode
transmitters, with two power levels categories specified, the
lower of which retains the same receivers as the basic PMD.
SMF-PMD will allow individual links to be extended up to 60
or possibly even 100 km.

The data transmission rate is 100 Mbits/s. The effective
sustained data rate at the data link layer can be well over 95
percent of this peak rate. The four out of five code used on
the optical fiber medium requires a 125 Mbaud transmission
rate. The nature of the clocking, which adjusts for accumu-
lated jitter between frames, limits frames to 4500 octets
maximum. Multiple frames may, however, be transmitted on
the same access opportunity.

A total of 1000 physical connections and a fiber path of
200 km have been used as the basis for calculation of the
default values of the recovery timers. Considering reconfigu-
ration requirements, these choices allow a maximum config-
uration of 500 stations (each station represents two physical
connections) linked by 100 km duplex cable. The choice of
longer times than the default values for the recovery timers
will allow larger networks to be configured. For smaller net-
works, performance can be optimized by choosing shorter
times for the recovery timers. There is no minimum configu-
ration requirement.

A. STATION ORGANIZATION

Figure 1 shows the component entities necessary for an
FDDI station. Identified components, conforming to both the
|EEE 802 structure and the OSI concept of layering, are:
Station Management (SMT), which specifies the local por-
tion of the network management application process, in-
cluding the control required for the proper internal configu-
ration and operation of a station in an FDDI ring; Media
Access Control (MAC), which specifies the lower sublayer of
the data link layer, including the access to the medium, ad-
dressing, data checking, and data framing; Physical Layer
Protocol (PHY), which specifies the upper sublayer of the
physical layer, including the encode/decode, clocking and
framing for transmission; and Physical Layer Medium De-
pendent (PMD), which specifies the lower sublayer of the
physical layer, including power levels and characteristics of
the optical transmitter and receiver, interface optical signal
requirements, the connector receptacle footprint, the re-
quirements of confirming optical fiber cable plants, and the
permissible bit error rates. Two alternative versions of PMD
are shown; the basic PMD and SMF-PMD which allows the
use of single-mode optical fiber.

LAYER LLe
MAC -
PRYSICAL [—— e
LAYER PHY SMT
PMD | OR | SMF-PMD

TL/F/10827-1
FIGURE 1. FDDI Relationship to OSI Model

FDDI MAC provides a superset of the services required by
the Logical Link Control (LLC) protocol developed by IEEE
P802.2. Figure 1 assumes the use of the IEEE 802.2 LLC as
the upper sublayer of the data link layer. Any other appropri-
ate LLC may be used.

These basic component entities allow a variety of station
types as shown in the FDDI topology example of Figure 2.
As shown, the FDDI trunk ring consists of a pair of counter-
rotating rings. Two main classes of stations, depending on
whether or not they are allowed to attach directly to the
trunk ring, as specified. A dual attachment station has two
PHY entities. It may attach directly to the trunk ring or indi-
rectly via a concentrator. It may have one or more MAC
entities. In the case of two MAC entities, one may be in
each of the counterrotating rings or both may be in the
same ring. A dual attachment station may have optical by-
pass switches to remove it from both rings, at the same time
healing them, if the station is powered down or disabled by
SMT.




A single attachment station has one PHY and one MAC,
and therefore cannot be attached directly into the main
FDDI ring. Instead, it must be attached to the ring via a
concentrator. A concentrator is a special station that has
extra PHY’s used to attach other stations that are to be
inserted into the main FDDI ring. Varying levels of function-
ality, including multiple MAC’s, are permitted in concentra-
tors.

In Figure 2 stations 1, 2, and 4 are dual attachment stations.
Station 3 is a concentrator connecting stations 4, 5, and 6
into the FDDI ring. Stations 5 and 6 are single attachment
stations. Station 4, even though it is a dual attachment sta-
tion, must perform as a single attachment station insofar as
its attachment to the ring via the concentrator is concerned.
Operation of the second PHY of station 4 on some other
ring is allowed, but there must not be any interconnection of
the two rings within this station at a level visible to MAC or
PHY.

STATION 6 STATION 5 STATION 4

SRR

T L

1l STATION 3
M = MAC PITPILP]
P = PHY & PND
p |
i
TRUNK RING
3| 1]
1 Pl [P
STATION 1 STATION 2

TL/F/10827-2
FIGURE 2. FDDI Topology Example
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FIGURE 3. Reconfiguration of Counterrotating Rings

B. RELIABILITY PROVISIONS

Ring topologies allow for the isolation of failing attachments
through several mechanisms. Counterrotating rings, as
shown in Figure 3, are basic to the FDDI structure. The
counterrotating ring concept uses two rings connected to

each station or concentrator—one clockwise and the other
counterclockwise. When a failure in a link occurs, the sta-
tions on either side reconfigure internally as shown in the
middle diagram. The functional stations adjacent to the
break make use of the connection in the reverse direction to
close the ring, thus eliminating the bad link. In this figure, the
dark squares represent the logical (MAC) attachment within
the stations. Should a station itself fail, as shown in the
bottom diagram of this figure, the stations on either side
reconfigure to eliminate the failing station and both of the
links to it.

Stations may offer a bypass capability, whereby an optical
switch is used to bypass a station’s receiver and transmitter
connections so that the signal from the previous station is
passed directly to the next station. Bypassing may be acti-
vated by a station itself, at the instigation of its neighbor, by
a human operator, automatically at the removal of power, or
by some overall network-controlling function.

Yet another approach is the use of concentrators, as shown
in Figure 2, that are attached directly to the trunk ring and, in
turn, provide drop connections for a number of stations—in
this case, stations 4, 5, and 6. A concentrator may then
monitor all of its slave stations and isolate any faulty station.
It may also provide for the graceful logical insertion and
removal of stations from the ring.

TABLE I. Symbol Coding

Decimal Code Symbol | Name Assignment
Group

00 00000 Q QUIET | Line State Symbol
31 11111 | IDLE Line State Symbol
04 00100 H HALT Line State Symbol
24 11000 J Starting Delimiter
17 10001 K Starting Delimiter
05 00101 L Starting Delimiter
13 01101 T Ending Delimiter
07 00111 R RESET | Control Indicator
25 11001 S SET Control Indicator
30 11110 0 Data Symbol 0000
09 01001 1 Data Symbol 0001
20 10100 2 Data Symbol 0010
21 10101 3 Data Symbol 0011
10 01010 4 Data Symbol 0100
11 01011 5 Data Symbol 0101
14 01110 6 Data Symbol 0110
15 01111 7 Data Symbol 0111
18 10010 8 Data Symbol 1000
19 10011 9 Data Symbol 1001
22 10110 A Data Symbol 1010
23 10111 B Data Symbol 1011
26 11010 C Data Symbol 1100
27 11011 D Data Symbol 1101
28 11100 E Data Symbol 1110
29 11101 F Data Symbol 1111
01 00001 Vv Violation | Not Transmitted
02 00010 \ Violation | Not Transmitted
03 00011 \ Violation | Not Transmitted
06 00110 \" Violation | Not Transmitted
08 01000 \ Violation | Not Transmitted
12 01100 \ Violation | Not Transmitted
16 10000 \ Violation | Not Transmitted
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The use of all three techniques allows FDDI networks to be
configured to tolerate a variety of station or link failures and
physical network configurations without catastrophic conse-
quences. When failures occur, the network automatically re-
configures, eliminating any failing element and maintaining
ring operation. Continuous monitoring of the failed link or
station allows the network to automatically reconfigure and
restore normal operation when repair is effected. Any of
these reconfigurations may result in the loss of individual
frames, which then need to be retransmitted.

C.DATA ENCODING

Information on the medium uses a four out of five group
code, with each code group called a symbol. As shown in
Table |, in the 32-member symbol set, 16 symbols are data
symbols, each representing four bits of ordered binary data.
Three symbols are used for line-state signaling which is rec-
ognized by the physical layer hardware, two are used as
control indicators, and four are used for starting and ending
delimiters. One of the starting delimiters (L) is not used in
the basic FDDI, but is reserved for FDDI-Il. The remaining
seven symbols of the symbol set are not to be transmitted
since they violate code run length and dc balance require-
ments. The QUIET symbol is a necessary member of the
line-state symbol set since it is used to indicate the absence
of any functional signal.

D. FRAME AND TOKEN FORMATS

Information is transmitted on the FDDI ring in frames which
are variable in length. Tokens are special short fixed-length
“frames” that are used to signify the right to transmit data.
Figure 4 shows the frame and token formats.

The Preamble (PA) field, consisting nominally of 16 IDLE
symbols (a maximum frequency signal that is used for es-
tablishing and maintaining clock synchronization), precedes
every transmission. The Starting Delimiter (SD) field con-
sists of a two-symbol sequence (JK) that is uniquely recog-
nizable independent of previously established symbol
boundaries. The SD establishes the symbol boundaries for
the content that follows.

The Frame Control (FC) is a two-symbol field that defines
the type of frame and its characteristics. It distinguishes be-
tween synchronous and asynchronous frames, the length of
the address field (16 or 48 bits), and the kinds of frame (e.g.,
LLC or SMT). One set of FC values is reserved for imple-
menter frames that have no defined format and are to be
repeated unchanged by all conforming FDDI stations. The
FC field also provides for two kinds of tokens, restricted and
nonrestricted. The latter is used in a special class of service
which provides for extended dialogs among a limited set of
cooperating stations. Two Ending Delimiter (ED) symbols
(TT) complete a token.

The Destination Address (DA) and Source Address (SA)
fields may be either 16 or 48 bits long, depending on the FC
value. DA may be either an individual or a group address,
the latter of which has the potential to be recognized by
more than one station.

The 32-bit Frame Check Sequence (FCS) field is a cyclic
redundancy check using the standard polynomial used in
the IEEE 802 protocols. The information field of a frame, like
the other fields covered by the FCS check, consists only of
data symbols. Data symbols are not used in fields not cov-
ered by the FCS check.

The ED field of a frame is one delimiter symbol (T). It is
followed by the Frame Status (FS) field that has a minimum
of three control indicator symbols that are modified by the

station as it repeats the frame. These indicate, when set,
that an error has been detected in the frame by the station,
that the addressed station has recognized its address, and
that the frame has been copied by the station.

FRAME |~— FCS COVERAGE
| pa Jsofrcf oa | sa | é

é INFORMATION I FCS

] 0 | Fs |

TOKEN

ENEIEE
TL/F/10827-4

FIGURE 4. Frame and Token Formats

IV. Physical Layer (PHY and PMD)

Operation

PHY provides the protocols and PMD the optical fiber hard-
ware components that support a link from one FDDI station
to another. PHY simultaneously receives and transmits. The
transmitter accepts symbols from MAC, converts these to
five-bit code groups, and transmits the encoded serial data
stream on the medium.

The receiver recovers the encoded serial data stream from
the medium, establishes symbol boundaries based on the
recognition of a start delimiter, and forwards decoded sym-
bols to MAC. Additional symbols (QUIET, IDLE, and HALT)
are interpreted by PHY and used to support SMT functions.

PHY also provides the bit clocks for each station. The total
ring, including all stations and links, must remain the same
apparent bit length (i.e., no bits may be created or deleted)
during the transmission of a frame around the ring. Other-
wise, an error would be generated in the frame as it is re-
peated around the ring. In the face of jitter, voltage, temper-
ature, and component aging effects, such stability can only
be realized through special provision. PHY provides an elas-
ticity buffer which is always inserted between the receiver
and the transmitter. The receiver employs a variable fre-
quency clock, using standard techniques such as a phase-
locked loop oscillator, to recover the clock of the previous
transmitting station from the received data. The transmitter,
in contrast, uses a local fixed-frequency clock. The elasticity
buffer in each station compensates for the difference in fre-
quency between the local clock and that of the upstream
station by adjusting the bit delay through the station. The
elasticity buffer in each station is reinitialized to its center
position during the preamble (PA) that precedes each frame
or token. This has the effect of increasing or decreasing the
length of the PA, which is initially transmitted as 16 or more
symbols, as it proceeds around the ring.

The transmitter clock has been chosen with 0.005 percent
stability. With a minimum elasticity buffer of 10 bits, frames
of up to 4500 octets in length can be transmitted without
exceeding the limits of the elasticity buffer.

Simulations of early FDDI designs, presented to the techni-
cal committee, showed that rather than maintaining a nomi-
nal 16 symbol PA length, there was a tendency for the PA
lengths in long rings to move toward a flat unbounded distri-
bution. Longer PA’s created no problem by themselves, but
came at the expense of shorter, or even negative, length
PA’s. A negative PA indicates that the PA has been so se-
verely shortened that it has completely disappeared and
that symbols have consequently been lost off the end of a
frame, resulting in the loss of the entire frame. This problem




was solved by means of a smoothing buffer function incor-
porated into PHY. This examines the PA length between
frames and either inserts or deletes, as the case may be,
preamble symbols (or bytes) in order to maintain the PA
near the nominal 16 symbol length, thus ensuring that the
preamble never decreases below 4 or 5 bytes. Simulation
work presented to the technical committee showed that the
algorithm chosen, even under worst case conditions, re-
duced the probability of frame loss to less than 10— 12, Lat-
er work presented to the technical committee has reaf-
firmed this result with extended testing of a large physical
ring configuration.

V. Token MAC Functional
Operation

A major function of any station is deciding which station has
control of the medium. MAC schedules and performs all
data transfers on the ring.

The basic concept of a ring is that each station repeats the
frame that it has received from its upstream neighbor to its
downstream neighbor. If the destination address (DA) of the
frame matches that MAC'’s address and there is no error
indicated, then the frame is copied into a local buffer with
MAC notifying LLC (or SMT) of the frame’s arrival. MAC
modifies the indicator symbols in the FS field of the frame
as it repeats it to indicate the detection of an error in the
frame, the recognition of its own address, and the copying
of the frame. The frame propagates around the ring to the
station that originally placed it on the ring. The transmitting
station may examine the indicator symbols in the FS field to
determine the success of the transmission. The MAC of this
transmitting station is responsible for removing from the ring
all of the frames that it has placed on the ring (a process
termed stripping). MAC recognizes these frames for strip-
ping by the fact that the SA contained in them is its own
address. IDLE symbols are placed on the medium during
stripping.

If MAC has a frame from LLG (or SMT) to transmit, it may do
so only after a token has been captured. A token is a spe-
cial frame that indicates that the medium is available for
use. Priority requirements, necessary to assure the proper
handling of frames, are implemented in the rules of token
capture. Under these rules, if a given station is not allowed
to capture the token, then it must repeat it (or in certain
cases reissue a token) to the next station in the ring. Only
after having captured a token and stripping it from the ring is
MAC allowed to transmit a frame or frames. When finished,
MAC issues a new token to signify that the medium is avail-
able for use by another station.

The FDDI MAC uses a Timed Token Rotation (TTR) proto-
col to control access to the medium. Under this protocol,
each station measures the time that has elapsed since a
token was last received. The initialization procedures estab-
lish the Target Token Rotation Time (TTRT) equal to the
lowest value that is bid by any of the stations. Two classes
of service are defined. Synchronous service allows use of a
token whenever MAC has synchronous frames queued for

transmission. Asynchronous service allows use of a token
only when the time since a token last was received has not
exceeded the established TTRT. Multiple levels of priority
for asynchronous frames may be provided within a station
by specifying additional (more restrictive) time thresholds for
token rotation.

The use of the TTR protocol imparts some useful operation-
al characteristics. It allows stations to request and establish
(via SMT procedures) guaranteed bandwidth and response
time for synchronous frames. It establishes a guaranteed
minimum response time for the ring because, in the worst
case, the time between the arrival of two successive tokens
will never exceed twice the value of TTRT. It also provides a
guaranteed level of ring utilizations equal to (TTRT-RL)/
TTRT where RL is the physical ring latency—essentially the
time for a token to propagate around the ring under no load
conditions. Referencel15] and others by the same author
have dealt extensively with these aspects of FDDI opera-
tion.

Low values of TTRt (e.g., 4 ms) may be used to establish an
average token rotation time of 4 ms and a guaranteed re-
sponse time not exceeding 8 ms. This would be useful in a
time-critical application (e.g., packetized voice). Larger val-
ue of TTRT may be used to establish very high ring utiliza-
tions under heavy loads. For instance, using TTRT of 50 ms
and a ring latency (RL) of 0.25 ms (reasonable for a ring
consisting of 75 stations and 30 km of fiber), the above
formula shows that a utilization of 99.5 percent can be
achieved.

VI. Station Management (SMT)
Operation

SMT is the local portion of the network management appli-
cation process, including the control required for proper op-
eration of an FDDI station in an FDDI ring. SMT monitors
activity and exercises overall control of station activity.
These functions include control and management within a
station for such purposes as initialization, activation, per-
formance monitoring, maintenance, and error control. Addi-
tionally, SMT communicates with other SMT entities on the
network for the purpose of controlling network operation.
Examples of these SMT functions include the administration
of addressing, allocation of network bandwidth, and network
control and configuration.

The SMT Connection Management (CMT) function estab-
lishes the physical connections between adjacent stations.
For this function, CMT uses stream composed of QUIET,
HALT, and IDLE symbols in low-level signaling protocols.
Once a physical connection is established, CMT creates a
logical configuration within the station by activating the ap-
propriate paths between the PHY and MAC entites within
that station. A large degree of flexibility is provided in the
logical configuration, which may be established consistent
with station functionality and desired station personality.
This flexibility allows FDDI to support a wide range of topol-
ogies and applications.
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VIIi. FDDI-Il Concepts

FDDI-Il is an upward-compatible enhancement of the basic
FDDI that adds a circuit-switched service to the existing
packet capability. .

A packet service is a service where the elements of data to
be transferred are placed in frames. Packets may vary in
length and are self-defining in that each contains delimiters
that mark its beginning and end and an address that speci-
fies the target station. FDDI packets are called frames.

In contrast, a circuit-switched service provides a continuous
connection between two or more stations. Instead of using
addresses, the connection is established based upon some
prior agreement, which may have been negotiated using
packet messages or established by some other suitable
convention known to the stations involved. This prior agree-
ment typically takes the form of knowing the location of a
time slot, or slots, that occur regularly relative to a readily
recognizable timing marker.

A common timing marker used in North America is the Basic
System Reference Frequency (BSRF), a 125 ps clock used
by the public networks. Use of this clock is assumed for
FDDI-II. In local FDDI usage, this is referred to as the cycle
clock and is signaled by the JK starting delimiter of the
FDDI-Il cycle format.

In FDDI-II, a circuit-switched connection is described as N
bits beginning at byte M after the cycle clock marker in
Wideband Channel (WBC) number X. The last descriptor is
necessary because FDDI-Il has 16 WBC's that may be inde-
pendently assigned to either packet-switched or circuit-
switched data. This definition allows connections at data
rates of all multiples of 8 kbits/s (i.e., N = 1) up to the 6.144
Mbit/s data rate of a WBC. If need be, multiple WBC’s may
be used to accommodate higher data rates.

The data transferred in a circuit-switched mode is best de-
scribed as a stream of data. The data rate is appropriate to
the service being provided—with, for example, 64 kbits/s
being used for a digital voice data stream. Other data
stream rates, even up to many Mbits/s in the case of video,
are used for other applications. Once a connection is estab-
lished, the data rate remains constant.

The contrasting nature of packet-switched and circuit-
switched data is of interest. Most packet data traffic occurs
in random quantities and at random times. This is referred to
as asynchronous traffic. Other packet traffic, more regular in
nature and occurring in relatively predictable quantities on a
regular time basis, is referred to as synchronous (packet)
traffic. In contrast, isochronous data occur in precise
amounts on a precise time basis. They typically represent a
sequence of digital samples from a sensor (e.g., voice or
video). More importantly, isochronous data must be syn-
chronized with clock information to ensure the accurate re-
generation of the sampling clock (as distinct from the bit
clock) to minimize distortion in data reconstruction. Isochro-
nous data are more easily transferred in a circuit-switched
network.

Networks that carry isochronous data must maintain precise
synchronism with the cycle clock. For the FDDI ring, this
means that one station (called the cycle master) must insert
a delay, for all isochronous data so that the ring appears to
be an exact multiple of 125 us in length. FDDI incorporates
this delay in the cycle master in such a way that it does not

cause any delay in the packet traffic. This is essential in
providing an integrated services network with acceptable
packet service.

VIIi. FDDI-ll Operation

Figure 5, much like Figure 1, shows how FDDI-Il is imple-
mented using one additional standard—Hybrid Ring Control
(HRC). HRC becomes the new lowest sublayer of the data
link layer, taking its place between MAG and PHY. HRC
multiplexes data between the (packet) MAC and the isoch-
ronous MAC (I-MAC). This requires that the (packet) MAC
be able to transmit and accept data on a noncontinuous
basis because packet data are interleaved with isochronous
data.

FDDI-Il is a network with 100 Mbits/s of bandwidth avail-
able. This bandwidth may be devoted totally to operation as
a packet network. Alternatively, portions of this bandwidth,
in units of WBC'’s, may be dynamically separated for use
with circuit-switched data. Up to 16 WBC’s may be as-
signed. Each WBC is 6.144 Mbits/s, which is four times the
North American and three times the European basic access
rate to the telephone network. WBC'’s are full duplex and
are independently allocatable and deallocatable. In effect, a
broadband circuit capability has been provided with 16 avail-
able channels.

DATA LINK
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____________________ | SMT_|
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-------------- ‘- T —T-L/F/10527—5
FIGURE 5. FDDI-I Relationship to OSI Model

The WBC'’s provide a bandwidth division mechanism be-
tween the packet and isochronous traffic with a granularity
of 6.144 Mbits/s. The allocation of virtual services within the
isochronous traffic is allowed with an 8 kbit/s granularity.
Once a station has been assigned a WBC or a number of
WBC'’s, that station may suballocate the combined band-
width of these WBC's as required. This suballocation may
be in terms of any multiples of 8 kbit/s subchannels, includ-
ing the commonly used 16, 32, 64 (B channel), 384, 1536,
1920, and 2048 kbit/s subchannels. Mixtures of these data
rates in the same WBC are allowed. If preferred, the aggre-
gate of any or all of the allocated WBC’s may be used as
one virtual service, satisfying the needs of such applications
as high-resolution video. Thus, a multiplicity of virtual cir-
cuits may be provided within the same FDDI-II ring.

Assignment of all 16 WBC's, each at 6.144 Mbits/s, yields a
total bandwidth of 98.304 Mbits/s. After allowance for the
preamble and the cycle header, if all WBC’s were allocated,
a residual 768 kbit/s channel would then be left for packet
traffic. This bandwidth, consisting of 12 bytes every cycle
(125 ms), known as the Packet Data Group (PDG), is inter-




leaved with the 16 WBC's as shown in Figure 6. The order
of transmission is left to right by row starting with the top
row. Data steering logic in HRC augments the PDG with the
bandwidth of any WBC’s that are not assigned. Each WBC
is one of the columns in Figure 6 and represents a band-
width of 6.144 Mbits/s or 96 bytes per cycle. This is an
efficient system that allows the bandwidth of all unallocated
WBC'’s to be used by the packet channel. Thus, for exam-
ple, with eight (i.e., one-half) of the WBC's assigned to
isochronous service, 49.92 Mbits/s of bandwidth would be
available for packet traffic.
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FIGURE 6. FDDI-II Cycle Format

A ring is initialized in basic (token) mode and switched to a
hybrid mode of operation, combining both packet-switched
and circuit-switched data capabilities, only after a station
has negotiated for and won the right to be cycle master and
has the synchronous bandwidth allocation required to sup-
port it. This cycle master then generates cycles at an 8 kHz
rate (every 125 ps) and inserts the latency required to main-
tain an integral number of cycles synchronously on the ring.
Alternative designs may allow the ring to be initialized direct-
ly in hybrid mode.

The cycle header format is shown in Figure 7. It follows the
Preamble (PA) which is nominally five symbols long. The
Starting Delimiter (SD) is the same symbol pair (JK) used as
the SD for frames when FDDI is operating in basic mode. In
hybrid mode, frames use an IL symbol pair, readily recog-
nized in the rigidly formatted context of hybrid mode, as
their starting delimiter. The Cycle Sequence (CS) byte pro-
vides a modulo 192 cycle sequence count. The Mainte-
nance Voice Channel (MVC) byte provides a 64 kbit/s voice
channel for maintenance purposes.

The 16 symbols of programming information (PO-P15) de-
termine whether the corresponding WBC (0-15) is allocat-
ed to packet or isochronous traffic. Thus, each of these (Pn)
controls the multiplexing of one of the columns (WBCn)
shown in Figure 6. The C1 and C2 symbols are used for
synchronization control in the transfer of this programming
information to the other stations by the cycle master.

A. FDDI-Il PRIORITY LEVELS

Four kinds of traffic may coexist in an FDDI-lI ring. Once
WBC’s have been allocated, the isochronous traffic within
them has the highest priority.

Second highest priority is given to synchronous packet traf-
fic where predictable units of data are to be delivered at
regular intervals. Delivery is guaranteed with a delay not
exceeding twice TTRT. These data may be transmitted fol-
lowing the capture of either a restricted or nonrestricted to-
ken.

CYCLE HEADER
| PA

] so [crfcz| cs Jrofei] é P15 | MvC |
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FIGURE 7. Cycle Header Format

The bandwidth required for both isochronous and synchro-
nous traffic is allocated from the available FDDI bandwidth.
The allocation algorithm must ensure that the total alloca-
tion does not exceed 100 percent. Unallocated bandwidth is
used on an as-available basis for asynchronous packet traf-
fic.

Third highest priority is given to asynchronous traffic operat-
ing in restricted token mode. Such traffic may be transmitted
upon the capture of either a restricted or a nonrestricted
token. Cooperating stations may enter a restricted token
mode of operation, which allows them to issue and use re-
stricted tokens, only after negotiating an agreement using
nonrestricted tokens. Restricted token mode operation al-
lows stations to vie for available asynchronous bandwidth
on a dialog basis.

Lowest priority is given to asynchronous traffic that may be
transmitted only by capturing a nonrestricted token. This
mode of operation allows stations to vie for the available
asynchronous bandwidth on a single frame basis.

B. FDDI-Il APPLICATIONS

FDDI-Il considerably expands the range of applications that
may be addressed by FDDI rings. An FDDI-ll ring may con-
nect high-performance processors, mass storage systems,
high-performance workstations, and perform the backbone
function to a number of lower performance LAN’s. The
same ring may have some of its bandwidth allocated to
isochronous services provided by the WBC's. This isochro-
nous bandwidth may in turn be suballocated into a variety of
virtual circuit services such as video, voice, and.quite possi-
bly, control or sensor data streams. The division of band-
width between these two kinds of services may be adjusted
based on the time of day or other requirements. In practice,
no single instance of FDDI connects to all these types of
equipment, and certainly not to all the equipment of a large
site. Instead, multiple instances of FDDI-II rings will coexist
with high traffic units, such as processors, attaching to muiti-
ple FDDI networks.

In a packet-switched mode, FDDI can be a backbone for
bridges to a variety of other lower-speed LAN's, for exam-
ple, the various IEEE 802 media access methods. It may
also provide a backbone for gateways to the public data
networks. In both cases, connections to processors and
mass storage subsystems can be provided. Connections to
high-performance workstations are likewise provided.
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It is anticipated that FDDI-Il implementations will follow
those of the basic FDDI by one to two years. Committee
X3T9.5 has specified the rules of coexistence of these two
FDDI implementations to ensure interconnectability and in-
teroperability of FDDI-Il implementations operating in basic
mode with the basic FDDI implementations. This also allows
the use of FDDI-II chips for all applications once they be-
come available.

IX. FDDI Standards Effort and

Status

The FDDI standardization effort is taking place in the ASC
X3T9.5 committee which meets bimonthly with an attend-
ance of well over 100. The official voting membership, limit-
ed to one per corporation, is approximately 80. Ad hoc
working meetings, scheduled as required, are presently fo-
cusing on SMT, FDDI-ll, and SMF-PMD detail design defini-
tions as well as issues concerning MAC-level bridging.

After completion by ASC X3T9.5, a draft proposed Ameri-
can National Standard (dpANS) is forwarded to ASC X3T9
for a technical letter ballot which approves forwarding to X3.
X8 conducts a four-month public review, followed by an X3
letter ballot. Finally, the dpANS is forwarded to the Board of
Standards Review (BSR) for formal approval. Upon approv-
al, the standard is given a final editing to conform to ANSI
requirements and published.

MAC (Rev. 10) is an American National Standard (ANSI
X3.138-1987) and was published in July 1987. Current activ-
ities are focused on potential enhancements to MAC, in-
cluding formalization of the 48-bit addressing structure used
in IEEE 802 LAN’s, reliability enhancement in the criteria for
frame recognition, and incorporation of the FDDI-Il require-
ments.

PHY (Rev. 15) is also an American National Standard (ANS!
X3.148-1988) and was published in December 1988.

PMD (Rev. 8), X3.166-198x, completed the X3 four-month
public review in late 1987. This initial forwarding had been
intended to allow a full set of comments on the optical pa-
rameters documented in it. Five sets of comments received
resulted in a number of refinements to the optical specifica-
tions of PMD. There were also a number of comments on
the connector choice and its documentation. In April 1988,
X3T9.5 finalized the optical specifications and reaffirmed its
connector choice. PMD, having completed a second (two-
month) public review in December 1988, is now belng pro-
cessed for final approval as a standard.

Work has progressed smoothly on the SMF-PMD project
which was started in mid-1987. An X3T9 technical letter bal-
lot approved the SMF-PMD document (Revision 4) and it
has been forwarded to X3 for the four-month public review
and final approval as a standard.

The technical definition of FDDI-Il, long maintained in a
working paper, has now been completed and is contained in
Revision 5 of the Hybrid Ring Control (HRC) document. This
document also passed an X3T9 technical letter ballot and
has also been forwarded to X3 for public review and approv-
al.

Participation in the working meetings on SMT has been high
through much of 1987 and into 1989, with well over 100
attendees at the most recent meetings. Representing the
meeting ground between the widely differing FDDI imple-
mentation and usage philosophies, SMT has proved a diffi-
cult task. Contentious items have included the use of con-
centrators without a MAC, link confidence test duration,
physical layer link error monitoring, and physical layer sig-
naling. But the committee’s determination to produce an
SMT standard assuring interoperability has prevailed and
SMT is progressing toward a technical letter ballot in the
latter part of 1989.

In a similar process designed to produce technically equiva-
lent ISO standards for FDDI, the FDDI documents are being
processed by ISO/IEG JTC1/SC 13. This process has re-
sulted in the approval of MAC (IS 9314-2) and PHY (IS
9314-1) as ISO standards. PMD (DIS 9314-3) has passed
the letter ballot for approval as an International Standard
with publishing expected in late 1989. SMF-PMD and HRC
are currently being processed for submission to 1SO.

Led by the ASC X3T9.5, this FDDI standards effort has con-
tinued to reflect the FDDI product implementations of its
many supporters, including a number of semiconductor
manfacturers working towards FDDI chip sets. Several FDDI
chip sets available either now or in the near future promise
cost-effective implementations of these FDDI standards in
the near future.

X. Conclusion

FDDI has proved a very successful standardization effort,
far more successful than those who conceived it could ever
have imagined. Users, system houses, chip designers, and
component vendors have come together to produce a set of
standards of lasting significance. With the widespread use
of the basic FDDI will come a broad based market for FDDI-
Il which satisfies the much wider range of requirements typi-
cal of voice, video, and sensor/control based data streams.
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DP83231 CRDTM Device
(FDDI Clock Recovery Device)

General Description Features

The DP83231 CRD device is a clock recovery device that M Clock recovery at 100 Mbps data rate
has been designed for use in 100 Mbps FDDI (Fiber Distrib-  ® Internal 250 MHz VCO

uted Data Interface) networks. The device receives serial — 0.1% VCO operating range

data from a Fiber Optic Receiver in differential ECL NRZI — Crystal controlled

4B/5B group code format and outputs resynchronized NRZI  m Precision window centering delay line
received data and a 125 MHz received clock in differential  w Single +5V supply

ECL format for use by the DP83251/55 PLAYER™ device. g 28-pin PLCC package

m BiCMOS processing
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FIGURE 1-1. FDDI Chip Set Block Diagram
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1.0 FDDI Chip Set Overview

National Semiconductor’'s FDDI chip set consists of five
components as shown in Figure 71-1. For more information
about the other devices in the chip set, consult the appropri-
ate data sheets and application notes.

DP83231 CRDTM Device

Clock Recovery Device

The Clock Recovery Device extracts a 125 MHz clock from
the incoming bit stream.

Features

® PHY Layer loopback test

e Crystal controlled

® Clock locks in less than 85 ps

DP83241 CDDT™ Device

Clock Distribution Device

From a 12.5 MHz reference, the Clock Distribution Device
synthesizes the 1256 MHz, 256 MHz and 12.5 MHz clocks
required by the BSI, BMAC, and PLAYER devices.

DP83251/55 PLAYERTM Device

Physical Layer Controller

The PLAYER device implements the Physical Layer (PHY)
protocol as defined by the ANSI FDDI PHY X3T9.5 Stan-
dard.

Features

® 4B/5B encoders and decoders

® Framing logic

o Elasticity Buffer, Repeat Filter, and Smoother

e Line state detector/generator

e Link error detector

® Configuration switch

e Full duplex operation

e Separate management port that is used to configure and
control operation.

In addition, the DP83255 contains an additional

PHY_Data.request and PHY__Data.indicate port required

for concentrators and dual attach stations.

DP83261 BMACTM Device

Media Access Controller

The BMAC device implements the Timed Token Media Ac-
cess Control protocol defined by the ANSI FDDI X3T9.5
MAC Standard.

Features
¢ All of the standard defined ring service options
¢ Full duplex operation with through parity

e Supports all FDDI Ring Scheduling Classes (Synchro-
nous, Asynchronous, etc.)

e Supports Individual, Group, Short, Long, and External
Addressing

* Generates Beacon, Claim, and Void frames internally
e Extensive ring and station statistics gathering
* Extensions for MAC level bridging

® Separate management port that is used to configure and
control operation

* Multi-frame streaming interface

DP83265 BSI™ Device

System Interface

The BSI Device implements an interface between the Na-
tional FDDI BMAC device and a host system.

Features

® 32-bit wide Address/Data path with byte parity
Programmable transfer burst sizes of 4 or 8 32-bit words
Interfaces to low-cost DRAMs or directly to system bus
Provides 2 Output and 3 Input Channels

Supports Header/Info splitting

Efficient data structures

Programmable Big or Little Endian alignment

Full Duplex data path allows transmission to self
Comfirmation status batching services

Receive frame filtering services

Operates from 12.5 MHz to 25 MHz synchronously with
host system

2-5
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2.0 Functional Description

The DP83231 uses two phase locked loops (PLL’s) to per-
form the clock recovery function. The function of the first
PLL is to establish a 250 MHz Voltage Controlled Oscillator
(VCO) with a narrow frequency range which can be pulled
by the second PLL. The function of the second PLL is to
force this same VCO to track the incoming data so that a
Receive Clock output and a data synchronizing flip-flop can
be driven from it. Operation of the VCO at 250 MHz ensures
that the received clock output operating at half of the VCO
frequency has a 50% duty cycle waveform independent of
any VCO waveform dissymmetry.

The first PLL uses a 10.41666 MHz crystal as a pullable
frequency reference to generate the 2560 MHz VCO. The
limited frequency pulling range of the crystal ensures that
the capture range of the 250 MHz VCO is limited to less
than 0.1% of the specified data transition rate, thus elimi-
nating the possibility of fractional or harmonic lock up
modes. The output of the VCO is divided by twenty four and
applied to the feedback input of the phase detector in the
first PLL. The phase detector compares the phase of the
VCO divided by twenty four signal against the phase of the
crystal to maintain VCO lock at 250 MHz. If the phase tran-
sition of the signal derived from the VCO arrives at the
phase detector before that of the crystal, the charge pump
circuitry will apply a negative current pulse to the VCO FLTR
node who’s width is proportional to the phase error. The
charge pulled out of the filter capacitors will drive the volt-
age applied to the VCO downward. This reduction in the
VCO’s control voltage will slow down the frequency of the
VCO and will appear during successive cycles to reduce the
VCO’s phase and frequency error. As the frequency of the
crystal varies, in response to the second PLL, the frequency
of the 2560 MHz VCO will change in an attempt to remain
24 times the crystal’s frequency.

The second PLL delays the phase transitions of the select-
ed incoming stream of data (DATA+ or LBD =), and then
compares them against the phase transitions of a gated
125 MHz signal derived from the 250 MHz VCO. The de-
layed incoming data is applied to the reference input of a
phase detector and the gated VCO signal is applied to it's
feedback input. If the positive and negative phase tran-
sitions of the incoming data do not line up with the phase
transitions of the gate VCO signal, the charge pump circuitry
associated with that phase detector will apply current pulses
to the OSC FLTR* nodes which are proportionai to the
phase error. The change in the charge on the filter capaci-
tors will modify the reverse bias on the varactors in the crys-
tal's tank circuit thus causing the frequency of the
10.41666 MHz crystal (and consequently the VCO) to shift

in the direction which will reduce their phase error. When
the phase of the VCO and the incoming data are aligned, a
VCO divided by two signal can be used as the Receive
Clock output. Because the two PLL’s share a common VCO
feedback path, the cutoff frequency of the loop filters asso-
ciated with the second PLL are specified to be approximate-
ly 10 times lower than the cutoff frequency of the first PLL to
prevent instability between the two loops.

The delay line associated with the second PLL precisely
centers the data transitions within the data window. The de-
lay line remains accurate independent of temperature, pow-
er supply, IC process variation or external components. The
design also ensures that the charge pump up and down
circuits both produce an active pulse at each zero phase
crossing when in lock to guarantee a linear phase detector
gain characteristic. )

The CRD continually monitors the data frequency at the se-
lected data inputs. If this input frequency drops below 1/, the
minimum allowed frequency (about 3 MHz) the CRD resets
itself by internally deasserting CRD-EN. This centers the
crystal frequency, and restarts the internal VCO.

The CRD EN pin is provided to initialize the CLK DET circuit-
ry and enable the crystal to track incoming data. The part is
enabled when this pin is active High. Deassertion of this pin
will cause the CLK DET circuitry and the OSC FLTR = pins
to be disabled in a manner similar to when legitimate data is
not being received. Deassertion of the CRD EN pin also
momentarily causes (1 ps) the VCO FLTR pin to be pulled
to ground and stops the VCO and RXC + outputs. After this
time, the VCO will be restarted and its output frequency will
climb quickly to approximately 250 MHz.

The device is capable of locking on to a stream of Halt or
Master line states in less than 100 pus when using a
10.41666 MHz crystal to govern the 250 MHz VCO. Lock on
time for a stream of Idle line states is less than 10 us once
Halt or Master line status is obtained. During quiet line con-
ditions the chip will output a continual stream of Received
Clock whose frequency will be within less than 0.1% of the
upstream station’s data rate. The Received Data outputs
are always active. Prior to the CLK DET output transitioning
active High, the Received Data outputs may issue invalid
data (see Typical Waveforms). When the device is locked,
Received Data is presented on the falling edge of the Re-
ceive Clock output insuring sufficient setup and hold margin
for the receiving device.

An ECL to TTL translator is provided on the chip to convert
the FORX'’s ECL signal detect output level to TTL for use by
the PLAYER device.
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2.0 Functional Description (continued)
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3.0 Pin Descriptions

Symbol Pin No. | 1/0 Description

DATA, 8, | DATA *: 4B/5B serial NRZ| data inputs originating from a fiber optic receiver and presented for

DATA- 9 the purpose of resynchronization and clock recovery. These differential 100k ECL compatible
inputs are selected when the ELB input is at a logic Low level.

LBD+, 25, | Loopback Data +: 4B/5B serial NRZI data inputs originating from a local PLAYER device and

LBD— 24 presented for the purpose of station diagnostics. These differential 100k ECL compatible inputs
are selected when the ELB input is at a logic High level.

ELB 4 | Enable Loopback: TTL compatible input which selects between the DATA = inputs or the LBD
+ inputs. The LBD inputs are selected when the ELB pin is at a logic High level and the DATA
inputs when at a logic Low level.

CLK DET 6 O | Clock Detect: CMOS output used to indicate that the chip has detected the presence of a
continuous data frequency greater than 3.0 MHz. A logic High level on the output will indicate that
valid input data has been detected.

CRD EN 7 | CRD Enable: TTL compatible input which directs the differential charge pump outputs to either
operate the crystal oscillator at the center of its operating range or to track out the VCO phase
errors in the second PLL. The CRD EN input will reset the CLK DET function and will force the
oscillator to the center of its operating range when at a logic LOW level and will allow normal PLL
tracking operation when at a logic High level. Deassertion of the CRD EN input will momentarily
stop the VCO.

OSCFLTR+, 23, O | Oscillator Filter +: The differential charge pump up and down outputs which are part of the

OSCFLTR— 22 second PLL. A three element filter should be connected to each of these pins which consists of
one capacitor in parallel with a resistor and another capacitor to ground. These outputs are driven
to their maximum upper operating level when the CRD EN pin is at a logic LOW level or when
valid data frequencies are not recognized at the data inputs.

DIF AMP 21 O | Differential Amplifier Output: The differential amplifier output associated with the second PLL

ouT which is used to adjust the frequency of the external crystal.

OSC__ 20, | Oscillator Input and Output: The terminals for the crystal oscillator which require connection of

0OSC_OouT 19 the crystal tank circuit, varactors, and capacitors. '

RXC+, 3, O | Receive Clock: Differential 100K ECL receive clock outputs which operate at 125 MHz

RXC— 2 synchronized to the selected inputs (NRZI DATA + or LBD +) when valid line state data is
present. When valid line state data is not present these outputs continue to operate at a nominal
frequency of 1256 MHz * 12 kHz. These outputs should be termmated externally with a
conventional ECL 509 equivalent load.

RXD+, 27, O | Receive Data: Differential 100K ECL received data outputs which provide a resynchronized

RXD— 26 equivalent of the selected NRZI DATA or LBD inputs. The received data output transitions occur
concurrent with the falling edge of the RXC % output. These outputs should be terminated
externally with a conventional ECL 509 equivalent load.

VCO FLTR 13 O | VCO Filter: Low pass filter associated with the first PLL. A three element filter should be
connected to this pin which consists of one capacitor in parallel with a resistor and another
capacitor to ground.

SD+, 18, | Signal Detect: Differential inputs to a 100K ECL to TTL translator intended for conversion of the

SD— 17 fiber optic receiver’s ECL signal detect to TTL for a player device. The inputs are used in the test
modes as inputs for single stepping and gating the VCO.

TTLSD 5 O | TTL Signal Detect: Intended to be a signal detect output in TTL format for use by the PLAYER
chip.

TESTEN 10 | Test Enable: CMOS input which enables the test functions. This input must be at a logic low level
in normal operation.

DVce 16 Digital V¢c: Positive power supply for most of the internal logic circuitry intended for + 5V

operation +5% relative to ground. Bypass capacitors should be placed as close as possible
across the DVgg and DGND pins. DV, AVce and EXTVeg should be tied together through
chokes.
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3.0 Pin Descriptions (continued)
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Symbol | PinNo. | I/0 Description

External Vgc: Positive power supply for all the input and output buffers intended for + 5V operation
+10% relative to ground. Bypass capacitors should be placed as close as possible across the
EXTVcc and EXTGND pins. DVgg, AVcc and EXTV g should be tied together at the device pins
through chokes.

EXTVce 28

Digital Ground: Power supply return for the internal circuitry. DGND, AGND and EXT GND pins
should be tied together.

DGND 15

External Ground: Power supply return for the input and output buffers. DGND, AGND and EXT GND
pins should be tied together.

Analog V¢c: Positive power supply for the critical analog circuitry intended for + 5V operation 5%
relative to ground. Bypass capacitors should be placed as close as possible across the AVgc and
AGND Pins. DVgg, EXTVcc and AV should be tied together through chokes.

Analog Ground: Power supply return for the critical analog circuitry. DGND, EXTGND and AGND
pins should be tied together.

VCO Bias: TTL compatible input that sets the nominal frequency for the VCO by the selection of the
resistor value between this input and AVgc. A 30 kQ value for this resistor will provide nominally
125 MHz on the RXC outputs.

EXTGND 1

AVce 11

AGND 14

VCO BIAS 12 |

4.0 Electrical Characteristics

4.1 ABSOLUTE MAXIMUM RATINGS ECL Signals
If Military/Aerospace specified devices are required, Output Current —20mA
please contact the National Semiconductor Sales Supplies
Office/Distributors for availability and specifications. EXTVcc to EXTGND —0.5Vto +7V
Storage Temperature —65°Cto +150°C DVcc to DGND —0.5Vto +7V
TTL Signals AV to AGND —0.5Vto +7V
Inputs 5.5V ESD Susceptibility 2000V
Outputs 5.5V
4.2 RECOMMENDED OPERATING CONDITIONS
Symbol Parameter Min Typ Max Units
Vce to GND Power Supply 4.75 5 5.25 \"
VIH High Level TTL 2.0 v
Input Voltage ECL Ve — 1.165 Veg — 0.880
ViL Low Level TTL 0.8
Input Voltage v
P ECL Ve — 1.810 Voo — 1475
loH High Level TTL Outputs _
Output Current (Note 1) 0.4 mA
loL Low Level TTL Outputs
Output Current (Note 1) 40 mA
FVCO VCO Frequency 250 MHz
FXTL Crystal Frequency 10.416667 MHz
TA Operating Temperature 0 25 70 °C

Note 1: TTL outputs include CLK DET and TTLSD.

ECL outputs include RXC+ and RXD+.
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4.0 Electrical Characteristics (continued)
4.3 DC ELECTRICAL CHARACTERISTICS

Symbol Parameter : Conditions Min Max Units
Vic Input Clamp Voltage Iin = 18 mA -1.5 \
VoH High Level TTL Outputs: loy = —400 pA Vee — 2 \"
Output Voltage ECL Outputs:
500 Load to Vg — 2V Vec — 1025 Vee — 880 mv
VoL Low Level TTL Outputs: o = 4 mA 0.5 Vv
Output Voltage ECL Outputs:
puts: _ _
5002 Load to Vg — 2V Vcc — 1810 Vec — 1620 mV
I Max High Level TTL Inputs: Viy = 7V 100 LA
Input Current
IIH High Level TTL Inputs: Viy = 2.7V —20 20 LA
Input Current
M Low Level TTL Inputs: V| = 0.4V _20 20 LA
Input Current
lsilter Charge Pump Current Source -0.3 -0.7 mA
Sink 0.3 0.7 mA
TRI-STATE® —500 500 nA
lcc Supply Current 180* mA

*Includes 60 mA due to external ECL termination of two differential signals.
For 100k ECL output buffers, output levels are specified as:

VoH_max = Vcc — 0.88V

VoL_max = Vcc — 1.62V

Since the outputs are differential, the average output level is Voo — 1.25V. The test load per output is 500 at Vg — 2V. The external load current through this

500 resistor is thus:
I_load = [(Vcc — 1.25) — (Voo — 2)1/50A
= 0.015A
= 15 mA
There are 2 pairs of differential ECL signals, so the total ECL current is 60 mA.

4.4 AC ELECTRICAL CHARACTERISTICS

Symbol Parameter Conditions Min Max Units

T1 Phase Difference -2 2 ns

T2 RXC Pos. Pulse Width (Note 1) 3 5 ns

T3 CLK DET Time CRI? EN Neg. Pulse Width = 1 us 100 s
(Valid DATA * Present)

T4 Valid Data Time CRDEN = High - 100 us

Note 1: These parameters are not tested, but are assured by correlation with characterization data.
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4.0 Electrical Characteristics (continued)
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TYPICAL WAVEFORMS
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4.0 Electrical Characteristics (continued)
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5.0 Detailed Information

5.1 SPECIAL EXTERNAL COMPONENTS

Crystals
e Manufacturer: Nel Frequency Controls (414) 763-3591
Part#: C5400N

® Manufacturer: Standard Crystal Corporation
(818) 443-2121

Part#: 800R-A-10.41667-32
Key Specifications:
Center Frequency: 10.41667 MHz

Load Capacitance, C; : 32 pF
Frequency Calibration: +20 PPM
Frequency Stability

(0°C-70°C): +20 PPM
Aging: < +10 PPM
Pullability: either a motional capacitance of
20.021
or
a change of at least 100 PPM when
the Cy is changed from 32 pF to 18 pF
and a change of —100 PPM when the
Cy is changed from 32 pF to 50 pF.
Varactors
e Manufacturer: Alpha Industries (617) 935-5150
Part#: DKV6510-71

Connection to Ground
plane or external Ground

Key Specifications:
Capacitance: @ V, = 1V: C > 85 pF
@V, = 4V:15pF < C < 30 pF

5.2 LAYOUT RECOMMENDATIONS

e The part should be bypassed between the EXTVgc and
EXTGND as close to the chip as possible (preferably under
the chip using chip caps). The part should also be bypassed
between the DVcc and DGND and the AVgc and AGND as
close to the chip as possible.

e No TTL logic lines should pass through the crystal OSC
FLTRs or VCO FLTR circuitry areas to avoid the possibility
of noise due to crosstalk.

e The crystal, OSC FLTRs and the VCO FLTR circuitries
should be connected to Ground on isolated branches off of
the DGND pin. If using a multilayered board with dedicated
Vce and Ground planes ensure that for the ground plane
that the ceramic resonator, OSC FLTRs and the VCO FLTR
circuitries have their own small isolated islands that are con-
nected to the DGND and AGND pins as described above.
e The DVgc and AVc pins should be connected to Vg on
an isolated branches off of the EXTV¢ pin, preferably be-
ing connected through a ferrite bead or a small inductor.

e The DGND and AGND pins should be connected to GND
on an isolated branches off of the EXTGND pin. Connection
to the ground plane should be made only at the EXTGND
pin.

Connection to Vee
plane or external Voo
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This drawing was done with convenience in mind.
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FIGURE 5-1. Recommended Layout

2-13

1eeesda




DP83231

5.0 Detailed Information (continued)
5.3 INPUT AND OUTPUT SCHEMATICS

SD+
“Vee
< <
s s 3
I .
2=

= |

DGND =
TL/F/10384-11

DIF AMP
DVee

DIF AMP

DGND "—

TL/F/10384-13

VCOFLTR

DVee

TL/F/10384-15

DATA+,LBD+

ooND =

TL/F/10384-12

OSCFLTR
DVCC

0sC

TL/F/10384-14

OSCIN, OSCOUT

®
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5.0 Detailed Information (continued)

5.3 INPUT AND OUTPUT SCHEMATICS (Continued)
CRDEN,ELB

DVcc 4 4

CRD EN,
ELB

Yvyv

DGND '_J:

TL/F/10384-17

RXC+,RXD+
EXTV¢e

RXC+, RXC-,
9 1 RXD+, RXD~

>
>
> 10k ESD

AAA

EXTGND —

TL/F/10384-19

TESTEN

TEST EN

CLK DET, TTLSD
DVee

CLK DET,
TILSD

DGND

Typical ESD Structure

TL/F/10384-21

TL/F/10384-18

TL/F/10384-20

Lezesda




DP83231

5.0 Detailed Information (continued)
5.4 DEBUG PROCEDURE

Evaluation of the DP83231 should begin by tying the CRD
EN and TEST EN pins low and confirming that the SD*
pins are above 2V. This will disable the differential phase
comparator allowing the crystal resonator to run at its center
frequency and will keep the part out of a test mode. The first
PLL (see Figure 5-2) should be evaluated. The variable ca-
pacitor in the crystal resonator circuitry should be tuned so
that the crystal resonator oscillates at 10.41666 MHz. If the
oscillator circuit fails to oscillate the voltage levels of the
OSC IN and OSC OUT pins should be examined. The DC
voltage on these pins should be equal to approximately
Vee + 2 (with or without the crystal present). The capaci-
tors which form the oscillator tank circuit should be returned
to the isolated ground branch in close proximity. After
checking the crystal frequency, examine the RXC £ output
and verify that this frequency is twelve times the crystal fre-
quency. If this is not true then the VCO FLTR output should
be examined for possible PC board shorts, opens or filter
instability. The VCO FLTR pin should be stable at approxi-
mately a 1.5V DC level in operation.

If the VCO FLTR pin is oscillating then the loop filter compo-
nents for this pin were either chosen inappropriately or were
placed in the incorrect position.

Once it is known that the first PLL is working, force CRD EN
high and input a constant 62.5 MHz +50 ppm (1T pattern)
data stream to the DATA % inputs (see Figure 5-3). To see
how well the second loop is working examine the DIF AMP
pin. If the incoming data rate is exactly 62.5 MHz and the

from the nominal value dependent on temperature and data
rate frequency error. If this pin is oscillating then the OSC
FLTR pins are unstable and the filters should be examined
for possible PC board shorts, opens or instability. If the DIF
AMP pin is near ground then check to see if the ELB input is
selecting the correct data input. If the DIF AMP pin contin-
ues to be near ground or Vg, then the accuracy of the 62.5
MHz source should be examined to verify it is within the £3
KHz (50 PPM) FDDI system data rate specification.

0SC 0sC
In Out

VCo
FLTR

crystal resonator was accurately adjusted as described Tzﬁt
above, then the DIF AMP pin voltage should be stable at TL/F/10384-22
approximately 2.25V. The voltage at this pin will vary FIGURE 5-2. 1st PLL .
0sc Diff
CRD FLTR
EN + - Agp
1
Data & —— { l
1 Mux » -
LBD & — Syne Phase Diff i
Comp Amp
Delay Line q
08— %
V' N
RXD & _—_§¢___
\4
Simplified
RXC & g :: 1st PLL
(vco)

TL/F/10384-23

FIGURE 5-3. 2nd PLL




5.0 Detailed Information (continued)
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5.5 AC TEST CIRCUITS
sv o
1
1.0k € =30pF $50a
Lo )
1.3k I L= 50 pF Vee-2V
TL/F/10384-25

FIGURE 5-5. Switching Test Circuit
for All ECL Input and Output Signals

TL/F/10384-24
FIGURE 5-4. Switching Test Circuit
for All TTL Output Signals
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DP83241

@National

Semiconductor
DP83241 CDD™ Device

(FDDI Clock Distribution Device)

General Description

The CDD device is a clock generation and distribution de-
vice intended for use in FDDI (Fiber Distributed Data Inter-
face) networks. The device provides the complete set of
clocks required to convert byte wide data to serial format for
fiber medium transmission and to move byte wide data be-
tween the PLAYER™ and BMACT™™ devices in various sta-
tion configurations. 12.5 MHz and 125 MHz differential ECL
clocks are generated for the conversion of data to serial

Features

B Provides 12.5 MHz and 25 MHz TTL clocks

m 12.5 MHz and 125 MHz ECL clocks

m 5 phase TTL local byte clocks eliminate clock
skew problems in concentrators

m Internal VCO requires no varactors, coils or

adjustments

m Option for use of High Q external VCO

format and 12.5 MHz and 25 MHz TTL clocks are generated

for the byte wide data transfers.

m 125 MHz clock generated from a 12.5 MHz crystal

m External PLL synchronizing reference for
concentrator configurations

m 28-pin PLCC package

m BiCMOS processing

TO HOST SYSTEM

DP83265

A 4

BsI
(SYSTEM INTERFACE)

DP83261
BMAC

(MEDIA ACCESS
CONTROLLER)

CONTROL BUS

DP83251/55
PLAYER

A 4

(PHYSICAL LAYER
CONTROLLER)

Y

DP83231
CRD
(cLock
RECOVERY)

(.

-

TO FIBER OPTIC

TRANSCEIVER PAIR
TL/F/10385-1

FIGURE 1-1. FDDI Chip Set Block Diagram
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DP83241

1.0 FDDI Chip Set Overview

National Semiconductor's FDDI chip set consists of five
components as shown in Figure 7-1. For more information
about the other devices in the chip set, consult the appropri-
ate data sheets and application notes. ‘

DP83231 CRD™ Device

Clock Recovery Device

The Clock Recovery Device extracts a 125 MHz clock from
the incoming bit stream.

Features

® PHY Layer loopback test

¢ Crystal controlled

¢ Clock locks in less than 85 ps

DP83241 CDDTM Device
Clock Distribution Device

From a 12.5 MHz reference, the Clock Distribution Device
synthesizes the 125 MHz, 25 MHz and 12.5 MHz clocks
required by the BSI, BMAC, and PLAYER devices.

DP83251/55 PLAYERT™ Device

Physical Layer Controller

The PLAYER device implements the Physical Layer (PHY)
protocol as defined by the ANSI FDDI PHY X3T9.5 Stan-
dard.

Features

® 4B/5B encoders and decoders

¢ Framing logic

® Elasticity Buffer, Repeat Filter, and Smoother
¢ Line state detector/generator

¢ Link error detector

® Configuration switch

* Full duplex operation

® Separate management port that is used to configure and
control operation.

In addition, the DP83255 contains an additional

PHY__Data.request and PHY__Data.indicate port required

for concentration and dual attach stations.

DP83261 BMAC™ Device

Media Access Controller

The BMAC device implements the Timed Token Media Ac-
cess Control protocol defined by the ANSI FDDI X3T9.5
MAC Standard.

Features
¢ All of the standard defined ring service options
e Full duplex operation with through parity

e Supports all FDDI Ring Scheduling Classes (Synchro-
nous, Asynchronous, etc.)

e Supports Individual, Group, Short, Long, and External
Addressing

* Generates Beacon, Claim, and Void frames internally
e Extensive ring and station statistics gathering
¢ Extensions for MAC level bridging

* Separate management port that is used to configure and
control operation

® Multi-frame streaming interface

DP83265 BSIT™ Device

System Interface

The BSI Device implements an interface between the Na-
tional FDDI BMAC device and a host system.

Features

® 32-bit wide Address/Data path with byte parity

® Programmable transfer burst sizes of 4 or 8 32-bit words
Interfaces to low-cost DRAMSs or directly to system bus
Provides 2 Output and 3 Input Channels

Supports Header/Info splitting

Efficient data structures

Programmable Big or Little Endian alignment

Full Duplex data path allows transmission to self
Comfirmation status batching services

Receive frame filtering services

Operates from 12.5 MHz to 25 MHz synchronously with
host system
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2.0 Functional Description

The CDD device clocks are all generated from and phase
aligned to either a 12.5 MHz crystal oscillator or a TTL input
reference source using digital phase locked loop tech-
niques. The architecture of the Clock Distribution Device en-
sures that the output clocks which are generated have fre-
quency tolerances identical to the 50 PPM crystal reference.
When the reference input signal is a backplane signal, the
matching of the phase comparator input path delays guar-
antees phase alignment within 3 ns.

The phase locked loop generates the desired clocks as
shown in the device Block Diagram. One of the Local Byte
Clock (LBC) phases is connected to the FEEDBK IN input of
the phase comparator where its phase and frequency are
compared against that of the selected input reference sig-
nal. Any phase error between these signals results in a cor-
rection of the voltage into the Voltage Controlled Oscillator
(VCO) which is proportional to the amount of phase error.
The correction voltage tends to drive the frequency of the
VCO in the direction which, when divided down, minimizes
the LBC to reference signal phase difference. When the
phase transition of the LBC occurs before that of the refer-
ence input the VCO frequency is sensed as being too fast
and produces a negative going correction to the VCO input.
This in turn slows down the VCO'’s frequency and delays the
subsequent LBC phase transitions.

The device's differential 125 MHz ECL transmit clock and
differential 12.56 MHz ECL load strobe are used by the
PLAYER device to convert data from byte wide NRZ format
to serial NRZI format for fiber medium transmission. A
12.5 MHz TTL local byte clock is provided for use by the
PLAYER and the BMAC devices. Five phases of the local
byte clock are provided for use in large multi-board concen-
trator configurations to aid in cancelling out backplane de-
lays. A 25 MHz Local Symbol Clock (LSC) is provided which
is in phase with the local byte clocks and has a 40% HIGH
and 60% LOW duty cycle.

The device provides three user-selectable features. The
REF SEL input provides the option to lock the device’s out-
puts to a crystal oscillator or to an external TTL signal (REF
IN). The REF IN signal is particularly useful in concentrators
where multiple boards need to be phase locked to a com-

Block Diagram

XTLIN XTL OUT  REF SEL

mon reference signal. The VCO SEL input provides the op-
tion to use the internally provided VCO or an external LC
voltage controlled oscillator. Although the stability of the in-
ternal VCO should be adequate for most applications the
external VCO option provides the means of obtaining the
maximum possible oscillator Q. The PHASE SEL input pin
provides the option of selecting whether the five phase LBC
outputs are phase offset 36 degrees or 72 degrees (8 ns or
16 ns).

The phase locked loop (PLL) elements, with the exception
of the loop filter which consist of two capacitors and a resis-
tor, are fully contained within the device. The internal VCO
associated with the PLL has been implemented totally with-
in the device and requires no external LC oscillator tank
coils, capacitors, or varactors. The external VCO option
does provide a means of using these conventional LC oscil-
lator techniques if desired.

Connection Diagram
28-Pin PLCC Package

a

z, ., 284,
BERRGERR

2 1 28 27 26
REFIN =5 25~ LBC1
XTLOUT —{6 24 p—LBC2
NC—7 23 —LBC3
XTLIN— 8 DP83241B 22— LBC4
REF SEL =19 21— LBCS
FILTER =110 20p=LSC
VCORST — 11 19 = PHASE SEL
12 13 14 15 16 17 18
T
ggigsgz
= >
TL/F/10385-25
Order Number DP83241BV

See NS Package Number V28A
FIGURE 2-1. DP83241 Pinout

INT EXT T EXT  SUB
Voo Ve OND  GND  GND

4L 1 L L L

Mux
REF IN ~—eeeeeeeo ] ? FILTER
Phase
o +

FEEDBK IN

PHASE Sf.l.

@ VCO RST

| +2 Mux [ XVCO N

[~ XVCO INB

wm

LBC5 LBC4 LBC3 LBC2 LBC1 TBC TBC TXC TXC

TL/F/10385-3

FIGURE 2-2. DP83241 Block Diagram
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DP83241

3.0 Pin Descriptions

Pin

Symbol No. 170 Description

DVce 16 Digital V¢g: Positive power supply for all the internal circuitry intended for operation at 5V +5% relative
to GND. A bypass capacitor should be placed as close as possible across the DVgg and DGND pins.

EXTVce 28 External Vgc: Positive power supply for all the output buffers intended for operation at 5V +5% relative
to GND. A bypass capacitor should be placed as close as possible across the EXTVgc and EXTGND
pins.

DGND 15 Digital Ground: Internal circuit power supply return.

EXTGND 1 External Ground: Output buffer power supply return. )

AGND 14 Analog Ground: Substrate ground used to ensure proper device biasing and isolation.

AVce 18 Analog V¢c: Positive power supply for the critical analog circuitry, intended for + 5V operation +5%
relative to Ground. A bypass cap should be placed as close as possible between AVgc and AGND.

XTLIN 8 || External Crystal Oscillator Input: XTL IN can also be used as a CMOS compatible reference frequency
input for the PLL. This input is selected when REF SEL is at a logical LOW level. The component
connections required for oscillator operation are shown in the application diagrams.

XTLOUT External Crystal Oscillator Output: XTL OUT is not intended for use as a logic drive output pin.

REF IN | | Reference Input: TTL compatible input for use as the PLL’s phase comparator reference frequency
input when the REF SEL is at a logic Hl level. This input is for use in concentrator configurations where
there are multiple CDD devices at a given site requiring synchronization.

FEEDBKIN | 4 I Feedback Input: TTL compatible input for use as the PLL’s phase comparator feedback input to close
the loop. This input is intended to be driven from one of the LBCs (Local Byte Clocks). This input is
designed to provide the same frequency and within 2 ns of the same phase as REF IN when REF IN is in
active operation.

REF SEL 9 | | Reference Select: TTL compatible input which selects either the crystal oscillator inputs XTL IN and
XTL OUT or the REF IN inputs as the reference frequency inputs for the PLL. The crystal oscillator inputs
are selected when REF SEL is at a logic LOW level and the REF IN input is selected as the reference
frequency when REF SEL is at a logic HI level.

FILTER 10 | O | Filter: Low pass PLL loop filter pin. A three element filter, consisting of one capacitor in parallel with a
resistor and another capacitor, should be connected between this pin and ground.

VCO SEL 17 I | VCO Select: TTL compatible input used to select either the internal VCO or an external VCO through the
XVCO IN and XVCO INB pins. The internal VCO is selected when the VCO SEL pin is at a logic HIGH
level and the external VCO is selected when at a logic LOW level.

XVCO IN, 13, I | External VCO Inputs: Differential inputs for use with an external VCO. These inputs are D.C. biased to

XVCO INB 12 approximately one half Vgc, and can be connected to either a full differential VCO, or a single-ended

VCO. To use a single-ended VCO, couple the signal into one of the inputs through a series low value
capacitor and bypass the other input to GND through a 0.01 pF capacitor. When not in use, ground one
input, and let the other float.

2-22




3.0 Pin Descriptions (continued)

Symbol :': 170 Description

VCO RST 11 | | VCO Reset: TTL compatible input used to reset the internal VCO on system power up. This input
stops the VCO from oscillating when at a logic Hl level thereby reinitializing each of the gates in
the ring oscillator.

TXCH+, 3, O | Transmit Clock: 100K ECL compatible differential outputs for use at 125 MHz as the fiber

TXC— 2 medium Transmit Clock (TXC) source for the PLAYER device.

TBCH, 27, O | Transmit Byte Clock: 100K ECL compatible differential outputs for use at 12.5 MHz as a load

TBC— 26 strobe or transmit byte clock by the PLAYER device to convert byte wide data to serial format for
fiber medium transmission. These outputs are positioned to transition on the falling edge of the
TXC + clock output to provide the maximum setup and hold margin. They are also phase
coherent with the TTL LBC1 output, but the phase transition occurs approximately 10 ns earlier.

LBC1 thru 5 25, 24, O | Local Byte Clocks: TTL compatible local byte clock outputs which are phase locked to crystal

23,22, 21 oscillator reference signals. These outputs have a 50% duty cycle waveform at 12.5 MHz. The

PHASE SEL input determines whether the five phase outputs are phase offset by 8 ns or 16 ns.

LSC 20 O | Local Symbol Clock: TTL compatible 256 MHz output for driving the BMAC device. This output’s
negative phase transition is aligned with the LBC1 output transitions and has a 40% HI and 60%
LOW duty cycle.

PHASE SEL 19 | | Phase Select: TTL compatible input used to select either a 8 ns or 16 ns phase offset between

the 5 local byte clocks. The LBC's are phase offset 8 ns apart when PHASE SEL is at a logic LOW
level and 16 ns apart when at a logic HI level.

2-23
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DP83241

4.0 Electrical Characteristics
4.1 ABSOLUTE MAXIMUM RATINGS

If Military/Aerospace specified devices are required, ECL Signals
please contact the National Semiconductor Sales Output Current —50 mA
Office/Distributors for availability and specifications. Supplies
Storage Temperature —65°Cto +150°C EXTVcc to EXTGND —0.5Vto +7V
TTL Signals DVcc to DGND —0.5Vto +7V
Inputs —-0.5Vto +5.5V AVcc to AGND —05Vto +7v
Outputs —0.5Vto +5.5V ESD Protection 1500V
4.2 RECOMMENDED OPERATING CONDITIONS
Symbol Parameter Min Typ Max Units
Vg to GND Power Supply 4.75 5.0 5.25 \'
ViH High Level Input Voltage TTL 2.0 v
ECL Vog — 1.165 Vgg — 0.880
ViL Low Level Input Voltage TTL 0.8 v
ECL Vge — 1.810 Voo — 1475
lox cH)Etgllx-teéﬁlrrent E&S ] )tpms —04 mA
ot g%?pt?g:rrent IJ;? ;l ;tputs 8.0 mA
Fvco VCO Frequency (INT or EXT) 250 MHz
FRer Reference Input Frequency 12.5 MHz
Ta Operating Temperature 25 70 °C
Note 1: TTL outputs include LBC1, LBC2, LBC3, LBC4, LBC5 and LSC.
4.3 DC ELECTRICAL CHARACTERISTICS
Symbol Parameter Conditions Min Max Units
Vic Input Clamp Voltage Iin = 18 mA —-1.5 \'
VoH (l')ligh Le\\//e: TTL Outputs: loy = —400 pA Voc — 2 \'
| e v voo- 10z | vap-om | mv
VoL (L)ow Le\\l/ell TTL Outputs: lo. = 8 mA 0.5 \'
uiput Voltage oL f:;f’j“t‘j‘vcc iy Voo — 1810 | Vgg — 1620 mv
I m:ﬁtl-g%?rle.rel;lel TTL Inputs: V|y = 7V 100 BA
i m‘g:t?ﬁm TTL Inputs: V|y = 2.7V —20 20 A
IR :.nc;’v:tLg:rerlem TTL Inputs: Viy = 0.4V —20 20 A
IFiiter Charge Pump Current Source -0.7 +0.7 mA
Sink 0.2 0.7 mA
TRI-STATE® —250 250 nA
Icc Supply Current 170* mA

*Includes 60 mA due to external ECL termination of two differential signals.
For 100k ECL output buffers, output levels are specified as:
Vou—Max = Vg — 0.88V
VoL—Max = Vg — 1.62V
Since the outputs are differential, the average output level is Vg — 1.25V. The test load per output is 50Q at Vcc — 2V. The external load current through this
5092 resistor is thus:

I_Load = [(Vog — 1.25) — (Vac — 2)1/50 Amps

= 0.015 Amps

= 15mA

There are 2 pairs of differential ECL signals, so the total ECL current is 60 mA.
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4.0 Electrical Characteristics (continued)
4.4 AC ELECTRICAL CHARACTERISTICS

lveeeda

Symbol Parameter Conditions Min Max Units
T1 TBCto TXC (Note 1) -1.5 1.5 ns
T2 TBC to LBC1 10 20 ns
TPhase1 LBC1 to LBC2 PHASE SEL = Low 3 13 ns
PHASE SEL = High 43 53 ns
TpPhase2 LBC1 to LBC3 PHASE SEL = Low 11 21 ns
PHASE SEL = High 11 21 ns
Tphases LBC1 to LBC4 PHASE SEL = Low 19 29 ns
PHASE SEL = High 59 69 ns
Tphase4 LBC1 to LBC5 PHASE SEL = Low : 27 37 ns
PHASE SEL = High 27 37 ns
T3 LSC to LBC1 -4 6 ns
T4 LSC Positive Pulse Width 12 19 ns
T5 REF IN to FEEDBK IN In Lock (Note 1) -3 3 ns
T6 TXC Positive Pulse Width (Note 1) 3.5 4.5 ns
T7 LBC Positive Pulse Width 35 45 ns

Note 1: These parameters are not tested, but are assured by correlation with characterization data.

T6

XC 50% 50%
m T
TBC 50% 50%
T2 T2 [
1.5v 7£

LBC1 1.5V \
N
—> Tphase1=4 Tphase1=4 —»f
LBC2-5 * 1.5V 1.5v
I 17 1 te
T3 T3
Ls¢c 1.5V 1.5v
T4
REF IN SV
15
1.5V

FEEDBK IN

TL/F/10385-4
FIGURE 4-1. AC Timing Waveforms
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4.0 Electrical Characteristics (continued)
4.4 AC ELECTRICAL CHARACTERISTICS (Continued)

TBC _i | ]

FIGURE 4-2. Typical Clock Relationships

PHASE SEL
IS LowW

PHASE SEL
(1S HIGH

TL/F/10385-5
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Loop Filter Calculations
Several constants need to be known in order to determine
the loop filter components. They are the loop divide ratio, N,
the phase detector gain, Kp, the VCO gain, Ko, the loop
bandwidth, Wo, and the phase margin, ¢. The constants Kp
and K, for the DP83241 are fixed at 80 puA/rad and 0.8
Grad/V respectively. N is equal to the VCO frequency divid-
ed by the reference frequency. wg is recommended to be
less than 1/20th of the reference frequency (times 27
rads). Having found all these constants, the following equa-
tions are used to find the component values:
For ¢ = 57° phase margin:

Ry = (1.1 Nwg)/(Kp Ko)

Cy = (3Kp Ko)/(N wo?)

Cz = (0.3 Kp Ko(/(N wo2)
For a phase margin other than 57°:

Ry = (Cosec ¢ + 1) ((N wo/2 Kp Ko))

Cq = (Tan ¢) ((2 Kp Ko)/(N wo?))

Ca = (Sec ¢ — Tan ¢) (Kp Ko/ (N wo2)
The component equations above are not meant to provide
optimal solutions for all implementations.

Let us now design an example system with the following
characteristics:

* 12.5 MHz Crystal reference.
® 250 MHz VCO.

Since the VCO is twenty times the frequency of the refer-
ence frequency, we get N = 20. We will set w,, to be 1/30th
of the reference frequency or 2.62 x 106 Rad.

From these values we get:
Cq = 1400 pF, G2 = 140 pF, and Ry = 900
Let us now design an example system with the following
characteristics:
e 12.5 MHz Crystal reference.
e 250 MHz External VCO with a gain of 40 MRad/V.

We will set w, to be 1/78th of the reference frequency or
1.0 x 106 Rad.

From these values we get:
Cy = 470 pF, Gy = 47 pF,and Ry = 6.8 kQ.
FILTER PIN

R1

Ct

Har

TL/F/10385-27
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5.0 Detailed Information
5.1 EXTERNAL COMPONENTS

J. 24pF upr o=
PP 24pF .
9100 >
—1||—
o 0
1000pF 51003
3
1 1oka L]
AWV R=1620Q R=16%0
b
FILTER XTLOUT  XTLIN Co LsC >
RST et >
< 4’
R=2620Q SR=26Z20
+5V T
E PHASE SEL =
Voo e DP83241
+5V
I—- REF SEL I
>
— R=16203 ZR=16Z0
+ —
EXT EXT  LBC2~ FEEDBK TBC >
Voo DVge AVgc AGND  GND  GND LBCS LBCI N >
4
+5V 1 R=26Z09 :En:z.su
3uH 3uH

Y Y\ Y Y
tpH JO1uFT 1 uH 4
|

101 uF

W 0aur
i

Zo Is the line impedance

The Filter components are based on a 12.5 MHz Crystal and a 250 MHz VCO.

All component values +10%.

FIGURE 5-1. General Wiring Diagram

TL/F/10385-6
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[ pF == >
6.8K >
|| —
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L T
>
$ A R=16203 SR=1620
s $
5y FILTER XILOUT XL IN \écsg Lsc ot >
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{ VCO SEL T
<
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| } REF SEL R=16203 SR=16Z0
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>
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The Filter components are based on a 12.5 MHz Crystal and an external 250 MHz VCO with a gain of 40 MRad/V.

All component values +10%.

TL/F/10385-7

FIGURE 5-2. General Wiring Diagram with an External VCO
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5.0 Detailed Information (continued)

TABLE 5-1. Special External Components

Crystal Resonator: Part #: C5410N
Manufacturer: NEL
Key Specifications: 12.5000 MHz Center Frequency,
20 PPM Accuracy, 0°C to +70°C
15 pF Load Capacitance
Varactor Diode: Part#: MVv2105
Manufacturer: Motorola
Key Specifications: Cap Tolerance +10%
VHF NPN Transistor: Part#: PN3563
Manufacturer: National Semiconductor
Key Specifications:
Inductor: Part#:
Manufacturer:
Key Specifications: 114 Turns

5.2 CONCENTRATOR AND DUAL ATTACH STATION
CONFIGURATIONS

5.2.1 Concentrator Applications

An application where many of the features of the CDD de-
vice are used is a FDDI concentrator. A concentrator is
used to connect several workstations and peripherals to a
single node in the network. A concentrator provides the abil-
ity to easily bypass or insert multiple stations into the net-
work. The CDD device in each station is driven from a com-
mon oscillator instead of each CDD device being driven by
its own crystal. In a small concentrator, the same LBC
phase can be used in each station since the data flight time
from one board to another is small compared to the LBC

period and the skew between the CDD devices on the two
boards is minimal. In a larger concentrator configuration
where this skew becomes too large, the data setup time of
the downstream station will be directly impacted. One way
to avoid this problem is to latch data into the next station.
The strobe for the latch will be supplied by one of the LBC
outputs from the upstream station’s CDD device. An LBC
output phase is chosen that occurs after the physical layer
data is stable. Assuming that the data and LBC flight times
are equal, the LBC output will latch data for the next station.
The LBC output phase should be selected to give the opti-
mum setup and hold time for the receiving station’s physical
layer function.

P Y
D e e T I e
e e ccccceacceee--y

e e e ccce e e e=-—-d

L i)
P e T ey

LBC1 LBC1
CDD Oscillator CDD
" Board T T Master 0T “ " Board N "

TL/F/10385~8

FIGURE 5-3. Small Concentrator Application
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5.0 Detailed Information (continued)
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FIGURE 5-4. Large Concentrator Application

A

Te

X

Ta = Time to latch data out of the Physical Layer (Board 1)

Tp = Data flight time
Te = Latch delay
Tq = Ideal setup time for incoming data
= Td1 + Tz + Tgs
Td1 = Reference error between CDD devices

T2 = Minimum phase resolution of CDD device = 8 ns

Tds = Setup time

FIGURE 5-5. Large Concentrator Timing

U U U U U U Y

TL/F/10385-9

TL/F/10385-10
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5.0 Detailed Information (continued)

5.2.2 CDD Device Driving Multiple PLAYER Devices

In a FDDI concentrator or dual attach station, it may be
necessary for a single DP83241 Clock Distribution Device
(CDD device) to drive multiple DP83251/55 PLAYER devic-
es. Since these PLAYER devices will be running synchro-
nously to each other they must have the same clocks. The
easiest way to accomplish this is to have one CDD device
drive multiple PLAYER devices.

We are only concerned with the ECL outputs being able to
drive multiple loads. The conventional way of directly wiring
the one output to many inputs will not work. If the ECL sig-
nals are split into multiple traces then reflections will result
which may ruin the signal’s integrily. An appropriate method,
where individual traces with a series resistor connected to
each load, is used instead. The series resistor should match
the line impedance and be placed as close to the CDD de-
vice as possible. The resistor will act as a voltage divider
and cut the voltage level of the signal in half. When this
modified signal reaches the input of the unterminated gate,
reflections will cause the signal to double and the receiving
input will see the full voltage swing. The reflection will then
travel back towards the CDD device, but the series resist-
ance will stop this action. An emitter pulldown resistor is

Rs

TXC+ MV

DP83241

o
@
AA

|

MM_\ DP83251
L

needed at the CDD device for this method of routing the
ECL signals. The value of this resistor can be calculated
from the following equation:

10Z, — R

Re (Max) = —-—=2

Where:

Re (Max) — Largest emitter pulldown resistor
that can be used
n— Number of parallel lines being driven

Zo— Trace impedance

Rg — Series damping resistor
Another method for sending the ECL signal to multiple play-
ers is to route the ECL signal as a bus line and have each
load connected to the bus. The ECL bus line must be termi-
nated only at the very end with a matching impedance (e.g.:
a 500 line will be terminated with a 50Q load to Vg — 2V).
It is preferred that the input pin be directly connected to the
bus and not have a signal tap connected to the bus. Howev-
er, if a tap off the bus is necessary, the shortest possible tap
is recommended.

DP83251

DP8325t

DP83251

TL/F/10385-12

FIGURE 5-7. CDD Device Driving Four PLAYER Devices in Parallel
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5.0 Detailed Information (continueq)

The most conservative method for routing the ECL signals
to multiple loads is to use the F100115 Quad Low Skew
Driver. This device takes a differential ECL signal and out-
puts four of the same differential signals with a skew be-
tween them of less than 75 ps. Two of these devices will
allow the CDD device to drive four PLAYER devices. This
setup allows the ECL signals to be routed in a point to point
configuration to each PLAYER device.

As with any high speed signal, the routing of the signal must
be carefully done. Sharp corners and other changes in trace
impedance should be avoided to reduce reflections in high
speed signal traces. Traces longer then one inch should
have a series or parallel termination scheme. Further sys-
tem considerations can be found in National's F100K De-
sign Guide. If these methods are followed the DP83241 sig-
nals will be able to drive multiple DP83251/55 PLAYER de-
vices without any problems.

Vec
1.620
DP83241 | — _ %
2,620
DP83251 DP83251 DP83251 B
TL/F/10385-13
FIGURE 5-8. Proper Bus Line Termination and Connections
DP83251 DP83251
TBC+ }Tac- TXC+ % XC= %
TXC# TXC=-
I TBC+ TBC=~
TXCH )
F100115
XC=
DP83241
TBC+ 0_4
F100115
TBC- N
TXC+ TXC= TBC+ TBC-
TBCH {wc— e+ | [ me-
DP83251 DP83251

o . "
Parallel Termination

TL/F/10385-14

FIGURE 5-9. CDD Device Driving Four PLAYER Devices Using Two F100115 Quad Low Skew Drivers
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5.0 Detailed Information (continued)

5.3 LAYOUT RECOMMENDATIONS

e The part should be bypassed between the EXTV¢c and

EXTGND as close to the chip as possible (preferably un-

der the chip using chip caps). The part should also be

bypassed between the DV and DGND as close to the

chip as possible.

The part should be bypassed between AVcc and AGND

as close to the chip as possible.

No TTL logic lines should pass through the external crys-

tal or filter circuitry areas to avoid the possibility of noise

due to crosstalk.

The filter circuitry should be connected to Ground on an

isolated branch off of the AGND pin.

The DV pin should be connected to Vcg on an isolat-

ed branch off of the EXTV¢c pin, preferably being con-

nected through a ferrite bead or small inductor.

® The AV pin should be connected to Vgc on an isolat-
ed branch off of the DV pin, preferably being connect-
ed through a ferrite bead or small inductor.

This area should not have any other

TIL signals passing through it. \
[,
External

Crystal
Circuitry

This area should not have any other

TIL signals passing through it. —b

This drawing was done with convenience in mind.
Note: Pin 7 need not be hooked up.

® The external crystal circuitry should be connected to
Ground on an isolated branch off of the DGND pin.

The DGND pin should be connected to Ground off of an
isolated branch of the EXTGND pin, connected through a
ferrite bead or small inductor.

The AGND pin should be connected to Ground off of an
isolated branch of the DGND pin, connected through a
ferrite bead or small inductor.

If the part is being driven by an external reference, the
XTL IN pin should be tied to either GND or Vgg.

If using a multilayered board with dedicated Vgc and
Ground planes, ensure that the external crystal circuitry
has its own small isolated ground island that is connect-
ed to the AGND, DGND and EXTGND pins as described
above.

See Figure 5.1 for component values.

For best performance tie the VCORST pin to AGND.

L]

Filter Circuitry

TL/F/10385-15

FIGURE 5-10. Recommended Layout
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5.0 Detailed Information (continued)
5.4 INPUT AND OUTPUT SCHEMATICS

XVCO IN, XVCO INB
DVee
2 32
o Moom O XVCO INB
DVee -
+2° — F_:
X .

DGND ==
' TL/F/10385-16

Filter

DVee

=" DGND DGND =

TL/F/10385-18

CMOS Inputs: REF IN, FEEDBK IN, PHASE SEL,

VCO RST, VCO SEL
[—— DVee
S
>
REF IN, FEEDBK IN

PHASE SEL,
|

VCO RST,
VCO SEL

— DOND
TL/F/10385-20

Typical ESD
Structure

XTL IN, XTL OUT
—— EXTVgo
0|
0 [ XTL out ol
XTL IN . . -
—
] =
_._I

:l_— EXTGND

TL/F/10385-17

TTL Outputs: LBC1-LBC5, Symbol Clock

EXTVgo
s
: oz F g
rllf r
>
>

Symbol Clock)

J\]

TL/F/10385-19

<
- _j 3 m
oUTPUTS:
(LBC1-LBCS,

VVv

EXTGND

TXC+,TXC—,TBC+,TBC—
EXTVo

TXC+, TXC-,
TBC+, TBC-

<: m
< 10K
3

TL/F/10385-21 _: EXTGND

TL/F/10385-22
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5.0 Detailed Information (continued)

5.5 SYSTEM DEBUGGING FLOWCHART

< Begin Dol:pugglng1 )

Check to make sure
that the VCO RST is
at a logic LOW and
that the VCO SEL Is
set to the correct
VCO (EXT or INT).

A

Make sure that one
of the LBC outputs
is connected to the
FEEDBK IN pin.

A

ale
>

Y

Is

there an

LBC Output
?

Filter

Output

Oscillating
?

External
veco
?

Make sure that the
REF SEL input Is
selecting the correct
reference input and
check to make sure
the reference Input
is at the correct
frequency.

The Loop Fliter is
unstable and should
be examined.

Check MOD SEL and
make sure the VCO
is set for the

correct VCO Range.

The Part should be
in lock. If using an
external VCO, adjust
the circuitry to give
a nominal value of
2.0 Volts on the
FILTER pin.

TL/F/10385-23

Note 1: If the crystal oscillator is chosen as the input reference source then the XTL OUT pin should be checked for the correct frequency of oscillation. If the
oscillator fails to oscillate then the DC voltage on these pins should be checked and be equal to approximately Vg + 2 (with or without the crystal oscillator

present).

5.6 AC TEST CIRCUITS

o—¢-
% 1.3kQ

5V

1.0kQ

TL/F/10385-24

FIGURE 5-11. Switching Test Circuit

for All TTL Output Signals

]

C =30 pF < 500

A

o
Vee-2v

TL/F/10385-26
FIGURE 5-12. Switching Test Circuit
for All ECL Output Signals
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DP83251/DP83255

@National

Semiconductor

DP83251/55 PLAYERTM Device
(FDDI Physical Layer Controller)

General Description

Features

The DP83251/DP83255 PLAYER device implements one M Low power CMOS-BIPOLAR process
Physical Layer (PHY) entity as defined by the Fiber Distribut-  ® Single 5V supply

ed Data Interface (FDDI) ANSI X3T9.5 Standard. The PLAY-  m Full duplex operation

ER device contains NRZ/NRZI and 4B/5B encoders and  w Separate management interface (Control Bus)

decoders, serializer/deserializer, framing logic, elasticity g Parity on PHY-MAC Interface and Control Bus Interface

buffer, line state detector/generator, link error detector, re-
peat filter, smoother, and configuration switch.

m On-chip configuration switch

B Internal and external loopback

m DP83251 for single attach stations
m DP83255 for dual attach stations

TO HOST SYSTEM

DP83265
BSI
(SYSTEM INTERFACE)

DP83241

DP83261
coD R BMAC
(cLock ”|  (MEDIA ACCESS

DISTRIBUTION)

CONTROL BUS

CONTROLLER)

DP83231
CRD
(cLock
RECOVERY)

(!

-

TO FIBER OPTIC
TRANSCEIVER PAIR

FIGURE 1-1. FDDI Chip Set Block Diagram

TL/F/10386-1
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DP83251/DP83255

1.0 FDDI Chip Set Overview

National Semiconductor’'s FDDI chip set consists of five
components as shown in Figure '1-1. For more information
on the other devices of the chip set, consult the appropriate
datasheets and application notes.

DP83231 CRDTM Device

Clock Recovery Device

The Clock Recovery Device extracts a 125 MHz clock from
the incoming bit stream.

Features

e PHY Layer loopback test

e Crystal controlled

¢ Clock locks in less than 85 us

DP83241 CDDTM Device
Clock Distribution Device

From a 12.5 MHz reference, the Clock Distribution Device
synthesizes the 125 MHz, 25 MHz, and 12.5 MHz clocks
required by the BSI, BMAC and PLAYER devices.

DP83251/55 PLAYERTM Device

Physical Layer Controller

The PLAYER device implements the Physical Layer (PHY)
protocol as defined by the ANSI FDDI PHY X3T9.5 Stan-
dard.

Features

® 4B/5B encoders and decoders

® Framing logic

o Elasticity Buffer, Repeat Filter and Smoother
¢ Line state detector/generator

e Link error detector

¢ Configuration switch

® Full duplex operation

e Separate management port that is used to configure and
control their operation

In addition, the DP83255 contains an additional

PHY__Data.request and PHY__Data.indicate port required

for concentrators and dual attach stations.

DP83261 BMACT™ Device

Media Access Controller

The BMAC device implements the Timed Token Media Ac-
cess Control protocol defined by the ANSI FDDI X3T9.5
MAC Standard.

Features

® All of the standard defined ring service options

® Full duplex operation with through parity
Supports all FDDI Ring Scheduling Classes (Synchro-
nous, Asynchronous, etc.)

Supports Individual, Group, Short, Long, and External
Addressing

Generates Beacon, Claim, and Void frames internally
Extensive ring and station statistic gathering
Extensions for MAC level bridging

Separate management port that is used to configure and
control their operation

e Multi-frame streaming interface

DP83265 BSIT™M Device

System Interface

The BSI device implements the interface between the
BMAC device and a host system.

o

Features

e 32-bit wide Address/Data path with byte parity

e Programmable transfer burst sizes of 4 or 8 32-bit words
Interfaces to low cost DRAMSs or directly to system bus
® Provides 2 Output and 3 Input Channels

Supports Header/Info splitting

Efficient data structures

Programmable Big or Little Endian alignment

Full duplex data path allows transmission to self
Confirmation status batching services

Receive frame filtering services

Operates from 12.5 MHz to 25 MHz synchronously with
the host system
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2.0 Architecture Description

2.1 OVERVIEW

The PLAYER device is comprised of four blocks: Receiver,
Transmitter, Configuration Switch and Control Bus Interface
as shown in Figure 2-1.

Receiver

During normal operation, the Receiver Block accepts serial
data as inputs at the rate of 125 Mbps from the Clock Re-
covery Device (DP83231). During the Internal Loopback
mode of operation, the Receiver Block accepts data from
the Transmitter Block as inputs.

The Receiver Block performs the following operations:

e Converts the incoming data stream from NRZI to NRZ, if
necessary

® Decodes the data from 5B to 4B coding
® Converts the serial bit stream into 10-bit bytes

® Compensates for the differences between the upstream
and local clocks

e Decodes Line States

e Detects link errors

Finally, the Receiver Block presents data symbol pairs
(bytes) to the Configuration Switch Block

Configuration Switch

An FDDI station may be in one of three configurations: Iso-
late, Wrap or Thru. The Configuration Switch supports these
configurations by switching the transmitted and received
data paths between the PLAYER and BMAC devices.

The configuration switching is performed internally, there-
fore no external logic is required for this function.
Transmitter

The Transmiter Block accepts 10-bit bytes from the Config-
uration Switch.

The Transmitter Block performs the following operations:
* Encodes the data from 4B to 5B coding.
e Filters out code violations from the data stream.

TO BMAC OR PLAYER DEVICE

* Generates |dle, Master, Halt, Quiet or other user defined
symbol pairs upon request.

e Converts the data stream from NRZ to NRZ| format
ready for transmission, if necessary.

® Provides smoothing function when necessary.

During normal operation, the Transmitter Block presents se-
rial data to the fiber optic transmitter. While in the External
Loopback mode, the Transmitter Block presents serial data
to the Clock Recovery Device.

Control Bus Interface

The Control Bus Interface allows a user to:

® Program the Configuration Switch.

e Enable/disable functions within the Transmitter and Re-
ceiver Blocks (i.e., NRZ/NRZI Encoder, Smoother, PHY
Request Data Parity, Line State Generation, Symbol Pair
Injection, NRZ/NRZ| Decoder, Cascade Mode, etc.).

The Control Bus Interface also performs the following func-
tions:

e Monitors Line States received
o Monitors link errors detected by the Receiver Block
o Monitors other error conditions

2.2 INTERFACES

The PLAYER device connects to external components via 5
functional interfaces: Serial Interface, PHY Port Interface,
Control Bus Interface, Clock Interface, and the Miscellane-
ous Interface.

Serial Interface

The Serial Interface connects the PLAYER device to a fiber
optic transmitter (FOTX) and the Clock Recovery Device
(DP83231).

TO BMAC OR PLAYER DEVICE

PHY PORT INTERFACE PHY PORT INTERFACE
PHY REQUEST DATA PHY INDICATE DATA PHY REQUEST DATA PHY INDICATE DATA

CONFIGURATION SWITCH

RECEIVER

BLOCK Z

TROL BUS INTERFACE

TO CONTROL BUS

REGISTERS

TRANSMITTER
BLOCK

il

SERIAL INTERFACE
PMD INDICATE DATA

INTERNAL LOOPBACK PATH
L1 11 1 1 ' 3 0 1 1 1 11}

SERIAL INTERFACE
PMD REQUEST DATA

FROM CRD DEVICE

TO FIBER OPTIC TRANSMITTER
TL/F/10386-2

FIGURE 2-1. PLAYER Device Block Diagram
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DP83251/DP83255

2.0 Architecture Description
(Continued)

PHY Port Interface

The PHY Port Interface connects the PLAYER device to
one or more BMAC devices and/or PLAYER devices. Each
PHY Port Interface consists of two byte-wide-interfaces,
one for PHY Request data input to the PLAYER device and
one for the PHY Indicate data output of the PLAYER device.
Each byte-wide interface consists of a parity bit (odd parity),
a control bit, and two 4-bit symbols.

The DP8355 PLAYER device has two PHY Port Interfaces
and the DP83251 has only one PHY Port Interface.

Control Bus Interface

The Control Bus Interface connects the PLAYER device to
a wide variety of microprocessors and microcontrollers. The
Control Bus is an asynchronous interface which provides
access to 32 8-bit registers.

Clock Interface

The Clock Interface consists of 12.56 MHz and 125 MHz
clocks used by the PLAYER device.

The clocks are generated by either the Clock Distribution
Device (CDD device) or the Clock Recovery Device (CRD
device).

Miscellaneous Interface

The Miscellaneous Interface consists of:

® A reset signal

® User definable sense signals

* User definable enable signals

* Synchronization for cascaded PLAYER devices (a high-
performance non-FDDI mode)

* CMOS power and ground, and ECL ground and power

TO CONFIGURATION SWITCH

3.0 Functional Description

The PLAYER Device is comprised of four blocks: Receiver,
Transmitter, Configuration Switch and Control Bus Inter-
face.

3.1 RECEIVER BLOCK
During normal operation, the Receiver Block accepts serial
data as inputs at the rate of 125 Mbps from the Clock Re-
covery Device (DP83231). During the Internal Loopback
mode of operation, the Receiver Block accepts data from
the Transmitter Block as input.
The Receiver Block performs the following operations:
e Converts the incoming data stream from NRZI to NRZ, if
necessary
e Decodes the data from 5B to 4B coding
e Converts the serial bit stream into National byte-wide
code
® Compensates for the differences between the upstream
and local clocks
® Decodes Line States
e Detects link errors
Finally, the Receiver Block presents data symbol pairs to
the Configuration Switch Block.
The Receiver Block consists of the following functional
blocks: '
NRZI to NRZ Decoder
Shift Register
Framing Logic
Symbol Decoder
Line State Detector
Elasticity Buffer
Link Error Detector
See Figure 3-1.

TO REGISTERS

T

-~

ELASTICITY
BUFFER

A 4

LINK ERROR
DETECTOR

-~

SYMBOL
DECODER

-
A 4

LINE STATE
DETECTOR

FRAMING LOCIC

i

SHIFT REGISTER

¥

NRZI TO NRZ

h

&
<«

FROM TRANSMITTER BLOCK

(INTERNAL LOOPBACK)

FROM SERIAL INTERFACE

TL/F/10386-3

FIGURE 3-1. Receiver Block Diagram




3.0 Functional Description (Continued)

NRZI TO NRZ DECODER

The NRZI to NRZ Decoder converts Non-Return-To-Zero-
Invert-On-Ones data to Non-Return-To-Zero data.

This function can be enabled and disabled through bit 7
(RNRZ) of the Mode Register (MR). When the bit is cleared,
it converts the incoming bit stream from NRZI to NRZ.
When the bit is set the incoming NRZ bit stream is passed
unchanged.

SHIFT REGISTER

The Shift Register converts the serial bit stream into sym-
bol-wide data for the 5B/4B Decoder.

The Shift Register also provides byte-wide data for the
Framing Logic.

FRAMING LOGIC

The Framing Logic performs the Framing function by detect-
ing the beginning of a frame or the Halt-Halt or Halt-Quiet
symbol pair.

The J-K symbol pair (11000 10001) indicates the beginning
of a frame during normal operation. The Halt-Halt (00100
00100) and Halt-Quiet (00100 00000) symbol pairs are de-
tected during Connection Management (CMT).

Framing can be temporarily suspended (j.e. framing hold), in
order to maintain data integrity. The Framing Hold rules are
explained in Section 8.1.

SYMBOL DECODER

The Symbol Decoder is a two level system. The first level is
a 5-bit to 4-bit converter, and the second level is a 4-bit
symbol pair to the NSC byte-wide code converter.

The first level latches the received 5-bit symbols and de-
codes them into 4-bit symbols. Symbols are decoded into
two types: data and control. The 4-bit symbols are sent to
the Line State Detector and the second level of the Symbol
Decoder. See Table 3-1 for the 5B/4B Symbol Decoding
list.

The second level translates two 4-bit symbols from the 5B/
4B converter and the line state information from the Line
State Detector into the National byte-wide code. More de-
tails on the National byte-wide code can be found in Section
8.6.

LINE STATE DETECTOR

The FDDI Physical Layer (PHY) standard specifies eight
Line States that the Physical Layer can transmit. These Line
States are used in the Connection Management process.
They are also used to indicate data within a frame during the
normal operation.

The Line State Detector detects nine Line States, one more
than the required Line States specified in the standard.
The Line States are reported through the Current Receive
State Register (CRSR), Receive Condition Register A
(RCRA), and Receive Condition Register B (RCRB).

Line States Description

Active Line State

The Line State Detector recognizes the incoming data to be
in the Active Line State upon the reception of the Starting
Delimiter (JK symbol pair).

The Line State Detector continues to indicate Active Line
State while receiving data symbols, Ending Delimiter (T
symbols), and Frame Status symbols (R and S) after the JK
symbol pair.

Idle Line State

The Line State Detector recognizes the incoming data to be
in the Idle Line State upon the reception of 2 Idle symbol
pairs nominally (plus up to 9 bits of 1 in start up cases).
Idle Line State indicates the preamble of a frame or the lack
for frame transmission during normal operation. Idle Line
State is also used in the handshake sequence of the PHY
Connection Management process.

TABLE 3-1. Symbol Decoding

Symbol Incoming 5B Decoded 4B
0 11110 0000
1 01001 0001
2 10100 0010
3 10101 0011
4 01010 0100
5 01011 0101
6 01110 0110
7 01111 0111
8 10010 1000
9 10011 1001
A 10110 1010
B 10111 1011
C 11010 1100
D 11011 1101
E 11100 1110
F 11101 1111
| (Idle) 11111 1010
H (Halt) 00100 0001
JK (Starting 11000 & 1101
Delimiter) 10001
T (Ending 01101 0101
Delimiter)
R (Reset) 00111 0110
S (Set) 11001 0111
Q (Quiet) 00000 0010
V (Violation) 00001 0010
\ 00010 0010
\ 00011 0010
\" 00101 0010
\" 00110 0010
\ 01000 0010
\" 01100 0010
\ 10000 0010
V' 0011
r 1011
Notes:

V' denotes PHY Invalid or an Elasticity Buffer stuff byte.
1" denotes Idle symbol in ILS or an Elasticity Buffer stuff byte.

Super Idle Line State

The Line State Detector recognizes the incoming data to be
in the Super Idle Line State upon the reception of eight con-
secutive Idle symbol pairs nominally (plus 1 symbol pair).

The Super Idle Line State is used to insure synchronization.

2-41
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DP83251/DP83255

3.0 Functional Description (continued)

No Signal Detect

The Line State Detector recognizes the incoming data to be
in the No Signal Detect state upon the deassertion of the
Signal Detect signal. No Signal Detect indicates that the
incoming link is inactive.

Master Line State

The Line State Detector recognizes the incoming data to be
in the Master Line State upon the reception of eight consec-
utive Halt-Quiet symbol pairs nominally (plus up to 2 symbol
pairs in start up cases).

The Master Line State is used in the handshake sequence
of the PHY Connection Management process.

Halt Line State

The Line State Detector recognizes the incoming data to be
in the Halt Line State upon the reception of eight consecu-
tive Halt symbol pairs nominally (plus up to 2 symbol pairs in
start up cases).

The Halt Line State is used in the handshake sequence of
the PHY Connection Management process.

Quiet Line State

The Line State Detector recognizes the incoming data to be
in the Quiet Line State upon the reception of eight consecu-
tive Quiet symbol pairs nominally (plus up to 9 bits of 0 in
start up cases). .

The Quiet Line State is used in the handshake sequence of
the PHY Connection Management process.

Noise Line State

The Line State Detector recognizes the incoming data to be
in the Noise Line State upon the reception of 16 noise sym-
bol pairs.

The Noise Line State indicates that data is not received
correctly. A detailed description of a noise event can be
found in Section 8.2. )

Line State Unknown

The Line State Detector recognizes the incoming data to be
in the Line State Unknown state upon the reception of one
inconsistent symbol pair (i.e. data that is not expected). This
may be the beginning of a new line state.

Line State Unknown indicates that data is not received cor-
rectly. If the condition persists the noise line state may be
entered.

ELASTICITY BUFFER

The Elasticity Buffer performs the function of a ‘“variable
depth” FIFO to compensate for clock skews between the
Receive Clock (RXC +) and the Local Byte Clock (LBC).
Bit 5 (EBOU) of the Receive Condition Register B (RCRB) is
set to 1 to indicate an error condition when the Elasticity
Buffer cannot compensate for the clock skews.

The Elasticity Buffer will support maximum clock skews of
+50 ppm with a maximum packet length of 4500 bytes.
To make up for the accumulation of frequency disparity be-
tween the two clocks, the Elasticity Buffer will insert or de-
lete Idle symbol pairs in the preamble. Data is written into
the byte-wide registers of the Elasticity Buffer with the Re-

ceive Clock, while data is read from the registers with the
Local Byte Clock.

The Elasticity Buffer will recenter (i.e. set the read and write
pointers to a predetermined distance from each other) upon
the detection of a JK or every four byte times during PHY
Invalid (i.e. MLS, HLS, QLS, NLS, NSD) and Idle Line State.
To resolve metastability problems, the Elasticity Buffer is
designed such that a given register cannot be written and
read simultaneously under normal operating conditions. In a
symbol-wide station, a 5-bit off boundary JK following after a
maximum size frame situation may be produced which may
result in a small increase in the probability of an error
caused by a metastability condition.

LINK ERROR DETECTOR

The Link Error Detector provides continuous monitoring of
an active link (i.e. during Active and Idle Line States) to
insure that it meets the minimum Bit Error Rate requirement
as set by the standard or user to remain on the ring.

Upon detecting a link error, the internal 8-bit Link Error Mon-
itor Counter is decremented. The start value for the Link
Error Monitor Counter is programmed through the Link Error
Threshold Register (LETR). When the Link Error Monitor
Counter reaches zero, bit 4 (LEMT) of the Interrupt Condi-
tion Register (ICR) is set to 1. The current value of the Link
Error Monitor Counter can be read through the Current Link
Error Count Register (CLECR). For higher error rates the
current value is an approximate count because the counter
rolls over.

There are two ways to determine Link Error Rate: polling
and interrupt.

Polling

The Link Error Monitor Counter is set to the value of FF.
This start value is programmed through the Link Error
Threshold Register (LETR).

Upon detecting a link error, the Current Link Error Counter is
decremented.

The Host System reads the current value of the Link Error
Monitor Counter via the Current Link Error Count Register
(CLECR). The Counter is then reset to FF.

Interrupt

The Link Error Monitor Counter is set to the value of FF.
This start value is programmed through the Link Error
Threshold Register (LETR).

Upon detecting a link error, the Line Error Monitor Counter
is decremented. When the counter reaches zero, bit 4
(LEMT) of the Interrupt Condition Register (ICR) is set to 1,
and the interrupt signal goes low.

The Host System is interrupted when the Link Error Monitor
Counter reaches 0.

A state table describing Link Errors in more detail can be
found in Section 8.3.

Miscellaneous items

When bit 0 (RUN) of the Mode Register (MR) is set to zero,
or when the PLAYER device is reset through the Reset pin
(RST), the Signal Detect line (TTLSD) is internally forced to
zero and the Line State Detector is set to Line State Un-
known.
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3.0 Functional Description (continued)

3.2 TRANSMITTER BLOCK

The Transmitter Block accepts 10-bit bytes from the Config-
uration Switch.

The Transmitter Block performs the following operations:
e Encodes the data from 4B to 5B coding
® Filters out code violations from the data stream

¢ |s capable of generating Idle, Master, Halt, Quiet, or oth-
er user defined symbol pairs

e Converts the data stream from NRZ to NRZI ready for
transmission

e Serializes data

During normal operation, the Transmitter Block presents se-
rial data to the fiber optic transmitter.

CONFIGURATION SWITCH

While in the External Loopback mode, the Transmitter Block
presents serial data to the Clock Recovery Device.
The Transmitter Block consists of the following functional
blocks:

Data Registers

Parity Checker

4B/5B Encoder

Repeat Filter

Smoother

Line State Generator

Injection Control Logic

Shift Register

NRZ to NRZI Encoder

See Figure 3-2.

REGISTERS

A
| DATA RE'GISTER |

—»|  PARITY CHECKER

\4
| 4B/5B ENCODER |

A4

je—]

1

IEEEEE

I LINE STATE GENERATOR |<—

I INJECTION CONTROL LOGIC |4-——>

r

| SHIFT REGISTER |

[ NRz 10 NRZI ENCoDER |

TO RECEIVER |
BLOCK v

SERIAL INTERFACE

TL/F/10386-4

FIGURE 3-2. Transmitter Block Diagram
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DP83251/DP83255

3.0 Functional Description (continued)

DATA REGISTERS

Data from the Configuration Switch is stored in the Data
Registers. The 10-bit byte-wide data consists of a parity bit,
a control bit, and two 4-bit symbols as shown in Figure 3-3.

b9 b8 b7 b0
Parity Bit Control Bit Data Bits
FIGURE 3-3. Byte-Wide Data
PARITY CHECKER

The Parity Checker verifies that the parity bit in the Data
Register represents odd parity (i.e. odd number of 1s).

The parity checking is enabled and disabled through bit 6
(PRDPE) of the Current Transmit State Register (CTSR).

If a parity error occurs, the Parity Checker will set bit 0 (DPE)
in the Interrupt Condition Register (ICR) and report the error
to the Repeat Filter.

4B/5B ENCODER

The 4B/5B Encoder converts the two 4-bit symbols from
the Configuration Switch into their respective 5-bit codes.

See Table 3-2 for the Symbol Encoding list.

REPEAT FILTER

The Repeat Filter is used to prevent the propagation of
code violations in data frames, to the downstream station.
Upon receiving violations in data frames, the Repeat Filter
replaces them with two Halt symbol pairs followed by Idle
symbols. Thus the code violations are isolated and recov-
ered at each link and will not be propagated throughout the
entire ring.

Details on Repeat Filter operation are described in Section
8.4.

SMOOTHER

The Smoother is used to keep the preamble length of a

frame to a minimum of 6 Idle symbol pairs.

Idle symbols in the preamble of a frame may have been

added or deleted by each station to compensate for the

difference between the Receive Clock and its Local Clock.

The preamble needs to be maintained at a minimum length

to allow stations enough time to complete processing of one

frame and prepare to receive another. Without the Smooth-

er function, the minimum preamble length (6 Idle symbol

pairs) may not be maintained as several stations may con-

secutively delete Idle symbols.

The Smoother attempts to keep the number of Idle symbol

pairs in the preamble at 7 by:

® Deleting an Idle symbol pair in preambles which have
more than 7 Idle symbol pairs

and/or

® Inserting an Idle symbol pair in preambles which have
less than 7 idle symbol pairs (i.e. Extend State).

The Smoother Counter starts counting upon detecting an

Idle symbol pair. It stops counting upon detecting a JK sym-

bol pair.

More details on the operation of the Smoother can be found

in Section 8.5.

LINE STATE GENERATOR

The Line State Generator allows the transmission of the
PHY Request data and can also generate and transmit Idle,
Master, Halt, or Quiet symbol pairs which can be used to
implement the Connection Management procedures as
specified in the FDDI Station Management (SMT) docu-
ment.

The Line State Generator is programmed through Transmit
bits 0 to 2 (TM<2:0>) of the Current Transmit State Regis-
ter (CTSR).

Based on the setting of these bits, the Transmitter Block
operates in the Transmit Modes where the Line State Gen-
erator overwrites the Repeat Filter and Smoother outputs.

See Table 3-3 for the listing of the Transmit Modes.
TABLE 3-2. 4B/5B Symbol Encoding

Symbol 4B Code Outgoing 5B
0 0000 11110
1 0001 01001
2 0010 10100
3 0011 10101
4 0100 01010
5 0101 01011
6 0110 01110
7 0111 01111
8 1000 10010
9 1001 10011
A 1010 10110
B 1011 10111
C 1100 11010
D 1101 11011
E 1110 11100
F 1111 11101
N 0000 11110 or
11111
JK (Starting 1101 11000 and
Delimiter) 10001
T (Ending 0100 or 01101
Delimiter) 0101
R (Reset) 0110 00111
S (Set) 0111 11001
TABLE 3-3. Transmit Modes
Active Transmit Mode | Normal Transmission Mode
Off Transmit Mode Transmit Quiet symbol pairs
and disable the Fiber Optic
Transmitter
Idle Transmit Mode Transmit ldle symbol pairs
Master Transmit Mode | Transmit Halt-Quiet symbol
pairs
Quiet Transmit Mode Transmit Quiet symbol pairs
Reserved Transmit Reserved for future use. If
Mode selected, Quiet symbol pairs
will be transmitted.
Halt Transmit Mode Transmit Halt symbol pairs

2-44




3.0 Functional Description (continued)

INJECTION CONTROL LOGIC

The Injection Control Logic replaces the data stream with a
programmable symbol pair. This function is used to transmit
data other than the normal data frame or Line States.

The Injection Symbols overwrite the Line State Generator
(Transmit Modes) and the Repeat Filter and Smoother out-
puts.

These programmable symbol pairs are stored in the Injec-
tion Symbol Register A (ISRA) and Injection Symbol Regis-
ter B (ISRB). The Injection Threshold Register (IJTR) deter-
mines where the Injection Symbol pair will replace the data
symbols.

The Injection Control Logic is programmed through the bits
0 and 1 (IC<1:0>) of the Current Transmit State Register
(CTSR) to one of the following Injection Modes (see Figure
3-4):

1. No Injection (i.e. normal operation)

2. One Shot

3. Periodic

4. Continuous

One Shot (Notes 1, 3)

nth

In the No Injection mode, the data stream is transmitted
unchanged.

In the One Shot mode, ISRA and ISRB are injected once on
the nth byte after a JK, where n is the programmed value
specified in the Injection Threshold Register.

In the Periodic mode, ISRA and ISRB are injected every nth
symbol.

In the Continuous mode, all data symbols are replaced with
the contents of ISRA and ISRB. This is the same as periodic
mode with IUTR = 0.

SHIFT REGISTER

The Shift Regiser converts encoded parallel data to serial
data. The parallel data is clocked into the Shift Register by
the Transmit Byte Clock (TBC+), and clocked out by the
Transmit Bit Clock (TXC+).

NRZ TO NRZi ENCODER

The NRZ to NRZI Encoder converts the serial Non-Return-
To-Zero data to Non-Return-To-Zero-Invert-On-One data.
This function can be enabled and disabled through bit 6
(TNRZ) of the Mode Register (MR). When programmed to
“0”, it converts the bit stream from NRZ to NRZIl. When
programmed to “1”, the bit stream is transmitted NRZ.

XX XX JK XX

ISRA

ISRB XX XX

XX

n=0

Periodic (Notes 2, 3)

n=lJTR
TL/F/10386~5

v

| 3

ISRA ISRA
XX XX XX XX -] XX ISRB XX XX -] XX 1SR8
n=0 n=1 n=lTR n=0 n=1 n=NTR
TL/F/10386-6
Continuous (Note 3)
ISRA | ISRA ISRA | ISRA | ISRA | ISRA
ISRB | ISRB ISRB | ISRB | ISRB | ISRB
TL/F/10386-33
Where

ISRA: Injection Symbol Register A
ISRB: Injection Symbol Register B
IJTR: Injection Threshold Register

Note 1: In one shot when n + 0 the JK is replaced.
Note 2: In periodic when n = 0 all symbols are replaced.

Note 3: Max valus on n = 255.

FIGURE 3-4. Injection Modes
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DP83251/DP83255

3.0 Functional Description (continued)

3.3 CONFIGURATION SWITCH

The Configuration Switch consists of a set of multiplexors
and latches which allow the PLAYER device to configure
the data paths without the need of external logic. The Con-
figuration Switch is controlled through the Configuration
Register (CR).

The Configuration Switch has four internal buses, the
A__Request bus, the B__Request bus, the Receive bus, and
the PHY__Invalid bus. The two Request buses can be driv-
en by external input data connected to the external PHY
Port Interface. The Receive bus is internally connected to
the Receive Block of the PLAYER device, while the PHY__
Invalid bus has a fixed 10-bit LSU pattern, useful during the
connection process. The configuration switch also has three
internal multiplexors, each can select any of the four buses
to connect to its respective data path. The first two are

A A

7 w @ w
w <t [ <
2 ] 3 S
2 g g g
£l H H H
A 4 A4
F N F Y .
A_INDICATE B_INDICATE
A_REQUEST B_REQUEST
Y AT A A Ar AT ~ A
B_REQ BUS A
A_REQ BUS —X-
PHY INVALID
REC BUS yy
YVVY
DP83255 TRANSMIT DATA

FROM RECEIVE BLOCK
TO TRANSMIT BLOCK

&
D

TL/F/10386-7
FIGURE 3-5a. Configuration Switch Block
Diagram for DP83255

PHY Port Interface output data paths, A__Indicate and
B__Indicate, that can drive output data paths of the external
PHY Port Interface. The third output data path is connected
internally to the Transmit Block.

The Configuration Switch is the same on both the DP83251
device and the DP83255 device. However, the DP83255
has two PHY Port interfaces connected to the Configuration
Switch, whereas the DP83251 has one PHY Port Interface.
The DP83255 uses the A__Request and A__Indicate paths
as one PHY Port Interface and the B__Request and B__Indi-
cate paths as the other PHY Port interface (see Figure 3-
5a). The DP83251, having only one port interface, uses the
B__Request and A__Indicate paths as its external port. The
A__Request and B__Indicate paths of the DP83251 are null
connections and are not used by this device (see Figure 3-
5b).

w A —
g g
g g
> >
x x
a a v
-~
A_INDICATE B_INDICATE
A_REQUEST B_REQUEST
A A A A FW YWY
B_REQ BUS A
A_REQ BUS —
PHY INVALID
REC BUS 'y
JV VYVVY
DP83251 TRANSMIT DATA
A 4

FROM RECEIVE BLOCK
TO TRANSMIT BLOCK

TL/F/10386-34
FIGURE 3-5b. Configuration Switch Block
Diagram for DP83251
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3.0 Functional Description (continued)
STATION CONFIGURATIONS

Single Attach Station (SAS)

The Single Attach Station can be connected to either the
Primary or Secondary ring via a Concentrator. Only 1 MAC
is needed in a SAS.

Both the DP83251 and DP83255 can be used in a Single
Attach Station. The DP83251 can be connected to the MAC
via its only PHY Port Interface. The DP83255 can be con-
nected to the MAC via either of the 2 PHY Port Interfaces.
See Figures 3-6 and 3-7.

Dual Attach Station (DAS)

A Dual Attach Station can be connected directly to the dual
ring. There are two types of Dual Attach Stations: DAS with
a Single MAC and DAS with Dual MACs. See Figures 3-8
and 3-9.

MA_IND l MA_REQ
PH_IND I MAC I PH_REQ
-~

A4
A_IND I PHY I B_REQ
PM_IND l PM_REQ

T 1 TL/F/10386-8

FIGURE 3-6. Single Attach Station Using the DP83251

Although two DP83251s can be connected together to build
a Dual Attach Station, it is recommended that the DP83255
is to be used for this type of station configuration.

A DAS with Single MAC can be configured as follows:

e B__Indicate data of PHY__A is connected to A_Request
input of PHY__B. B__Request input of PHY__A is con-
nected to A__Indicate output of PHY__B.

e The MAC can be connected to either the A_Request
input and the A__Indicate output of PHY_A or the
B_Request input and the B__Indicate output
of PHY__B.

The DAS with Dual MACs can be configured as follows:

e B__Indicate data of PHY__A is connected to A_Request
input of PHY__B. B__Request input of PHY__A is con-
nected to A__Indicate output of PHY__B.

e The MAC__1 is connected to the B__Indicate output and
the B_Request Input of PHY__B.

e The MAC__2 is connected to the A__Indicate output and
the A_Request Input of PHY__A.

MA_IND I MA_REQ
PH_IND l MAC I PH_REQ

» A_REQ B_IND

PHY

A_IND B_REQ

o | eureo

I l TL/F/10386-9

FIGURE 3-7. Single Attachment Station (SAS)

Using the DP83255
MA_IND | MA_REQ
pwo | MAC_2| eh_ree
.............................. .
----------------- P
) )
Vo
»| A_REQ B_IND >| A_REQ BND femet-=d
PHY_A PHY_B :
A_IND B_REQ |« A_IND B_REQ [€---¢

PM_IND I PM_REQ

PM_IND I PM_REQ

[

[

TL/F/10386-10

FIGURE 3-8. Dual Attachment Station (DAS), Single MAC

MA_IND I MA_REQ

MA_IND | MA_REQ

PH_IND | MAC_2| PH_REQ |—»] A_REQ B_IND p—p] A_REQ B_ND |— PH_ND | MAC_1| PH_REQ
i [wac 2] PHY_A PHY_B [ac_1] eeseo |
A_IND B_REQ [« A_IND B_REQ |«
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FIGURE 3-9. Dual Attachment Station (DAS), Dual MACs
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DP83251/DP83255

3.0 Functional Description (continued)

CONCENTRATOR CONFIGURATIONS

There are 2 types of Concentrators: Single Attach and Dual
Attach. These Concentrators can be designed with or with-
out the MAC(s). Its configuration is determined based upon
its type and the number of active MACs in the Concentrator.
Using the PLAYER devices, a Concentrator can be built with
many different configurations without the need of any exter-
nal logic.

Both the DP83251 and DP83255 can be used to build a
Single Attach Concentrator. Only the DP83255 is recom-
mended for the Dual Attach Concentrator design.

See Application Note 675, Designing FDDI Concentrators
and Application Note 741, Differentiating FDDI Concentra-
tors for futher information.

Concepts

A Concentrator is comprised of 2 parts: the Dual Ring Con-
nect portion and the Master Ports.

The Dual Ring Connection portion connects the Concentra-
tor to the dual ring directly or to another Concentrator. If the
Concentrator is connected directly to the dual ring, it is a
part of the “‘Dual Ring Tree”. If the Concentrator is connect-
ed to another Concentrator, it is a “Branch” of the “Dual
Ring Tree”.

The Master Ports connect the Concentrator to its “Slaves”.
A Slave could be a Single Attach Station or another Con-
centrator (thus forming another Branch of the Dual Ring
Tree).

When a MAC in a concentrator is connected to the Primary
or Secondary Ring, it is required to be situated at the exit
port of that concentrator (i.e. its PH_IND is connected to
the IND Interface of the last Master Port in the Concentrator
(PHY__M n) that is connected to that ring).

A Concentrator can have two MACs connected to both the
Primary and Secondary rings. In addition, a Roving MAC can
be included in the Concentrator configuration. A Roving
MAC can be used to test the stations connected to the Con-
centrator before allowing them to join the Dual Ring. This
may require external multiplexers.

Single Attach Concentrator

A Single Attach Concentrator is a Concentrator that has
only one PHY at the Dual Ring Connect side. It cannot,
therefore, be connected directly to the Dual Ring. A Single
Attach Concentrator is a Branch to the Dual Ring Tree. Itis
connected to the ring as a Slave of another Concentrator.
Multiple Single Attach Concentrators can be connected to-
gether hierarchically to build multiple levels of branches in a
Dual Ring.

The Single Attach Concentrator can be connected to either
the Primary or Secondary ring depending on the connection
with its Concentrator (the Concentrator that it is connected
to a slave).

Figure 3-10 shows a Single Attach Concentrator with a Sin-
gle MAC.

Dual Attach Concentrator

A Dual Attach Concentrator is a Concentrator that has two
PHYs at the Dual Ring Connect side. It is connected directly
to the dual ring and is a part of the Dual Ring Tree.

The Dual Attach Concentrator is connected to both the Pri-
mary and Secondary rings.

Dual Attach Concentrator with Single MAC

Figure 3-11 shows a Dual Attach Concentrator with a Single
MAC.

Because the Concentrator has one MAG, it can only trans-
mit and receive frames on the ring where the MAC is con-
nected. The Concentrator can only repeat frames on the
other ring.

Dual Attach Concentrator with Dual MACs

Figure 3-12 shows Dual Attach Concentrator wih Dual
MACs. )

Because the Concentrator has two MACs, it can transmit
and receive frames on both the Primary and Secondary
rings.
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3.0 Functional Description (continued)
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FIGURE 3-10. Single Attach Concentrator (SAC), Single MAC
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DP83251/DP83255

4.0 Modes of Operation

The PLAYER device can operate in 4 basic modes: RUN,
STOP, LOOPBACK, and CASCADE.

4.1 RUN MODE

RUN is the normal mode of operation.

In this mode, the PLAYER device is configured to be con-
nected to the media via the Fiber Optic Transmitter and
Receiver at the Serial Interface. It is also connected to other

PLAYER device(s) and/or BMAC device(s) via the Port A
and Port B Interfaces.

While operating in the Run mode, the PLAYER device re-
ceives and transmits Line States (Quiet, Halt, Master, Idle)
and frames (Active Line State).

4.2 STOP MODE

The PLAYER device operates in the STOP mode while it is
being initialized or configured.

The PLAYER device is also reset to the STOP mode auto-
matically when the RST pin (pin 71 on the DP83251 and pin
111 on the DP83255) is set to ground.

When in STOP mode, the PLAYER device performs the fol-
lowing functions:

¢ Resets the Repeat Filter.

¢ Resets the Smoother.

* Resets the Receiver Block Line State Counters.

¢ Flushes the Elasticity Buffer.

Forces Line State Unknown in the Receiver Block.

Outputs LSU symbol pairs (0 1 0011 1010) through
the PHY Data Indicate pins (AIP, AIC, AID <7:0>, BIP,
BIC, BID<7:0>).

Outputs Quiet symbol pairs through the PMD Data Re-
quest pins (TXD ).

Resets all Control Bus register contents to zero or de-
fault values.

4.3 LOOPBACK MODE

The PLAYER device provides three types of loopback tests:
Configuration Switch Loopback, Internal Loopback, and Ex-
ternal Loopback. These Loopback modes can be used to
test different portions of the device.

4.3.1 Configuration Switch Loopback

The Configuration Switch Loopback can be used to test the
data paths of the BMAC device(s) that are connected to the
PLAYER device before transmitting and receiving data
through the network.

In the Configuration Switch Loopback mode, the PLAYER
device performs the following functions:

* Selects Port A PHY Request Data, Port B PHY Request
Data, or PHY Invalid to connect to Port A PHY Indicate
Data via the A__IND Mux.

Selects Port A PHY Request Data, Port B PHY Request
Data, or PHY Invalid to connect to Port B PHY Indicate
Data via the B__IND Mux.

Connects data from the Receiver Block to the Transmit-
ter Block via the Transmitter__Mux. (The PLAYER device
is repeating incoming data from the media in the Configu-
ration Switch Loopback mode.)

See Figure 4-1a and 4-1b for block diagrams.
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FIGURE 4-1a. Configuration Switch
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FIGURE 4-1b. Configuration Switch

Loopback for DP83251
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4.0 Modes of Operation (continued)

4.3.2 Internal Loopback

The Internal Loopback mode can be used to test the func-

tionality of the PLAYER device and to test the data paths

between the PLAYER and BMAC devices before ring inser-
tion.

When in the Internal Loopback mode, the PLAYER device

performs the following functions:

e Directs the output data of the Transmitter Block to the
input of the Receiver Block through internal paths (see
Figure 2-1 PLAYER Device Block Diagram).

¢ Ignores the PMD Data Indicate pins (RXD+ and RXC#),

® Outputs Quiet symbols through the PMD Data Request
pins (TXD =), and

TO BMAC OR PLAYER DEVICE

PHY REQUEST DATA PHY INDICATE DATA

PHY PORT INTERFACE T

e Qutputs Quiet symbols through the External Loopback
Data pins (LBD ).

The level of the Quiet symbols transmitted through the

TXC+ pins is programmable through the Transmit Quiet

Level bit of the Mode Register.

The level of the Quiet symbols transmitted through the

LBD + pins is always high, regardless of the Transmit Quiet

Level bit of the Mode Register.

If both Internal Loopback and External Loopback modes are

selected, Internal Loopback mode will have priority over Ex-

ternal Loopback mode.

See Figure 4-2 for a block diagram.

TO BMAC OR PLAYER DEVICE

PHY PORT INTERFACE 4
PHY REQUEST DATA PHY INDICATE DATA

CONFIGURATION SWITCH

'

'

>
‘ CONTROL BUS INTERFACE
A
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REGISTERS

TRANSMITTER
BLOCK

wCcw rox’—-4=Zo00 oO—
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INTERNAL LOOPBACK PATH

SERIAL INTERFACE

PMD INDICATE DATA IGNORED INPUTS

FROM CRD DEVICE

SERIAL INTERFACE
PMD REQUEST DATA

FORCED QUIET SYMBOLS

TO FIBER OPTIC TRANSMITTER
TL/F/10386-16

FIGURE 4-2. Internal Loopback
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4.0 Modes of Operation (continued)

4.3.3 External Loopback

The External Loopback mode can be used to test the func-

tionality of the PLAYER device and to test the data paths

between the PLAYER, CRD, and BMAC devices before

transmitting and receiving data through the network.

When in the External Loopback mode, the PLAYER device

performs the following functions:

¢ Directs the output data of the Transmitter Block to the
external Loopback Data pins (LBD +), which are normal-
ly connected to the Clock Recovery Device (see Figure
2. PLAYER Device Block Diagram).

TO BMAC OR PLAYER DEVICE

® QOutputs Quiet symbols through the PMD Data Request
pins (TXD ).

The level of the Quiet symbols transmitted through the

TXC+ pins is programmable through the Transmit Quiet

Level bit of the Mode Register.

If both Internal Loopback and External Loopback modes are

selected, Internal Loopback mode will have priority over Ex-

ternal Loopback mode.

See Figure 4-3 for a block diagram.

TO BMAC OR PLAYER DEVICE

PHY PORT INTERFACE 4

PHY REQUEST DATA PHY INDICATE DATA

PHY PORT INTERFACE 4

PHY REQUEST DATA PHY INDICATE DATA

A 4 A T
; 0
CONFIGURATION SWITCH c

0

y Y 4 N

[ o7

l CONTROL BUS INTERFACE | R

4 0

RECEIVER q Pl TRANSMITTER L
BLOCK REGISTERS | ¢ BLOCK 8

u

Iy s

A
SERIAL INTERFACE
PMD INDICATE DATA

SERIAL INTERFACE
PMD REQUEST DATA

EXTERNAL LOOPBACK

FORCED QUIET SYMBOLS

CLOCK RECOVERY DEVICE

IGNORED INPUTS

FROM FIBER OPTIC RECEIVER

v

TO FIBER OPTIC TRANSMITTER
TL/F/10386-17

FIGURE 4-3. External Loopback
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4.0 Modes of Operation (continued)

4.4 CASCADE MODE ¢ Data frames must be a minimum of three bytes long (in-
cluding the JK symbol pair). Smaller frames will cause
Elasticity Buffer errors.

Data frames must have a maximum size of 4500 bytes,
with a JK starting delimiter and a (T or R or S)x or x(T or
R or S) ending delimiter byte.

The PLAYER device can operate in the Cascade (parallel)
mode—Figure 4-4—which is used in high bandwidth, point-
to-point data transfer applications. This is a non-FDDI mode
of operation.

662€8d0/15¢€8dd

CONCEPTS 3. Due to the different clock rates, the JK symbol pair may
In the Cascade mode, multiple PLAYER devices are con- arrive at different times at each PLAYER device. The total
nected together to provide data transfer at multiples of the skew between the fastest and slowest cascaded PLAY-
FDDI data rate. Two cascaded PLAYER devices provide a ER devices receiving the JK starting delimiter must not
data rate twice the FDDI data rate; three cascaded PLAYER exceed 80 ns.

devices provide a data rate three times the FDDI data rate, 4. The first PLAYER device to receive a JK symbol pair will
etc. present it to the host system and assert the Cascade
Multiple data streams are transmitted in parallel over each Ready signal. The PLAYER device will present one more
pair of cascaded PLAYER devices. All data streams start JK as it waits for the other PLAYER devices to recognize
simultaneously and begin with the JK symbol pair on each their JK. The maximum number of consecutive JKs that
PLAYER device. can be presented to the host is 2.

Data is synchronized at the receiver of each PLAYER de- 5. The Cascade Start signal is set to 1 when all the cascad-
vice by the JK symbol pair. Upon receiving a JK symbol pair, ed PLAYER devices release their Cascade Ready sig-
a PLAYER device asserts the Cascade Ready signal to indi- nals.

cate the beginning of data reception. 6. Bit 4 (CSE) of the Receive Condition Register B (RCRB)
The Cascade Ready signals of all PLAYER devices are is set to 1 if the Cascade Start signal (CS) is not set
open drain ANDed together to create the Cascade Start before the second falling edge of clock signal LBC from
signal. The Cascade Start signal is used as the input to when Cascade Ready (CR) was released. CS has to be
indicate that all PLAYER devices have received the JK sym- set within approximately 80 ns of CR release. This condi-
bol pair. Data is now being received at every PLAYER de- tion signifies that not all cascaded PLAYERs have re-
vice and can be transferred from the cascaded PLAYER ceived their respective JK symbol pair within the allowed
devices to the host system. skew range.

See Figure 4-5 for more information. 7. If the JK symbols are corrupted in the point-to-point links,

some PLAYER devices may not report a Cascaded Syn-
chronization Error.

8. To guarantee integrity of the interframe information, the
user must put at least 8 Idle symbol pairs between

OPERATING RULES

When the PLAYER device is operating in Cascade mode,
the following rules apply:

1. Dat.a imegrity can be guaranteed if the wo_rst case fibgr frames. The PLAYER device will function properly with
optic transmission skew between parallel fiber cables is only 4 Idle symbol pairs, however the interframe symbols
less than 40 ns. This amounts to about 785 meters of may be corrupted with r,andom non-JK symbols

fiber, assuming a 1% worst case variance. X R R
g. . 3 . The BMAC device could be used to provide required fram-
2. Even though this is a non-FDDI application, the general ing and optical FCS support

rules for FDDI frames must be obeyed.
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4.0 Modes of Operation (continued)

PLAYER
DEVICE 1

PLAYER
DEVICE 1

PLAYER
DEVICE 2

PLAYER
DEVICE 2

HOST SYSTEM HOST SYSTEM

PLAYER
DEVICE N

PLAYER
DEVICE N

TL/F/10386-18
FIGURE 4-4. Parallel Transmission

ch
<
<>
outa b - 2 ] CASCADE READY R
PLAYER - >
DEVICE 1 | CASCADE START
o
o
m
CASCADE READY =
PLAYER g E
>
DEVICE 2 CASCADE START z
HOST SYSTEM z
o
=
B
CASCADE READY
""" PLAYER
CASCADE START
0ATA b DEVICE N >

TL/F/10386-19
FIGURE 4-5. Cascade Mode of Operation
Note: N is recommended to be less than 3 for this mode. See Application Note 679 for larger values of N.
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o
5.0 Registers §
The PLAYER device is initialized, configured, and monitored via 32 8-bit registers. These registers are accessible through the c”,..
Control Bus Interface. =
Table 5-1 is a Register Summary List. Table 5-2 shows the contents of each register. %
TABLE 5-1. Register Summary §
il S e G
00h MR Mode Register Always Always
01h CR Configuration Register Always Always
02h ICR Interrupt Condition Register Always Conditional
03h ICMR Interrupt Condition Mask Register Always Always
04h CTSR Current Transmit State Register Always Conditional
05h IJTR Injection Threshold Register Always Always
06h ISRA Injection Symbol Register A Always Always
07h ISRB Injection Symbol Register B Always Always
08h CRSR Current Receive State Register Always Write Reject
09h RCRA Receive Condition Register A Always Conditional
0Ah RCRB Receive Condition Register B Always Conditional
0Bh RCMRA Receive Condition Mask Register A Always Always
0Ch RCMRB Receive Condition Mask Register B Always Always
0Dh NTR Noise Threshold Register Always Always
OEh NPTR Noise Prescale Threshold Register Always Always
OFh CNCR . Current Noise Count Register Always Write Reject
10h CNPCR Current Noise Prescale Count Register Always Write Reject
11h STR State Threshold Register Always Always
12h SPTR State Prescale Threshold Registger Always Always
13h CSCR Current State Count Register Always Write Reject
14h CSPCR Current State Prescale Count Register Always Write Reject
15h . LETR Link Error Threshold Register Always Always
16h CLECR Current Link Error Count Register Always Write Reject
17h UDR User Definable Register ‘ Always Always
18h IDR Device ID Register Always Write Reject
19h CIJCR Current Injection Count Register Always Write Reject
1Ah ICCR Interrupt Condition Comparison Register Always Always
1Bh CTSCR Current Transmit State Comparison Register Always Always
1Ch RCCRA Receive Condition Comparison Register A Always Always
1Dh RCCRB Receive Condition Comparison Register B Always Always
1Eh RRO Reserved Register 0 Always Write Reject
1Fh RR1 Reserved Register 1 Always Write Reject
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5.0 Registers (Continued)

TABLE 5-2. Register Content Summary

Register Register Bit Symbols

Address | Symbol D7 D6 D5 D4 D3 D2 D1 Do
00h MR RNRZ TNRZ TE TQL cM EXLB ILB RUN
01h CR BIE AIE TRS1 TRSO BIS1 BISO AlS1 AISO
02h ICR uDI RCB RCA LEMT CwWiI CCR CPE DPE
03h ICMR UDIM RCBM RCAM LEMTM CWIM CCRM CPEM DPEM
04h CTSR RES PRDPE SE IC1 ICO ™2 T™1 T™MO
05h JTR uT?7 1JT6 I1Js 1JT4 T3 T2 1JT1 1JTO
06h ISRA RES RES RES US4 1JS3 Js2 1JS1 1JSO
07h ISRB RES RES RES 1JS9 1Js8 1JS7 1JS6 1JS5
08h CRSR RES RES RES RES LSU LS2 LS1 LSo
09h " RCRA LSUPI LSC NT NLS MLS HLS QLs NSD
0Ah RCRB RES SILS EBOU CSE LSUPV ALS ST ILS
0Bh RCMRA LSUPIM LSCM NTM NLSM NLSM HLSM QLSM NSDM
0Ch RCMRB RES SILSM EBOUM CSEM LSUPVM ALSM STM ILSM
0Dh NTR RES NT6 NT5 NT4 NT3 NT2 NT1 NTO
OEh NPTR NPT7 NPT6 NPT5 NPT4 NPT3 NPT2 NPT1 NPTO
OFh CNCR NCLSCD CNC6 CNC5 CNC4 CNC3 CNC2 CNC1 CNCO
10h CNPCR CNPC7 CNPC6 CNPC5 CNPC4 CNPC3 CNPC2 CNPC1 CNPCO
11h STR RES ST6 ST5 ST4 ST3 ST2 ST1 8TO
12h SPTR “SPT7 SPT6 SPT5 SPT4 SPT3 SPT2 SPT1 SPTO
13h CSCR SCLSCD CSCé CSC5 CSC4 CSC3 csc2 | CSCH CSCo
14h CSPCR CSPC7 CSPC6 CSPC5 CSPC4. CSPC3 CSPC2 CSPC1 CSPCO
15h LETR 'LET7 LET6 LET5 LET4 LET3 LET2 LET1 LETO
16h CLECR LEC7 LEC6 LEC5 LEC4 LEC3 LEC2 LEC1 LECO
17h UDR RES RES RES RES EB1 EBO SB1 SBO
18h IDR DID7 DID6 DID5 DID4 DID3 DID2 DID1 DIDO
19h CIJCR JC7 1JC6 1JC5 1JC4 1JC3 1Jc2 JC1 co
1Ah ICCR uDIC RCBC RCAC LEMTC CWIC CCRC CPEC DPEC
1Bh ‘ CTSCR RESC PRDPEC | SEC IC1C ICOC TM2C TMIC TMOC
1Ch RCCRA LSUPIC LSCC NTC NLSC MLSC HLSC aLsc NSDC
1Dh RCCRB RESC SILSC EBOUC CSEC LSUPVC ALSC STC ILSC
1Eh RR1 RES RES RES RES RES RES RES RES
1Fh RR2 RES RES RES RES RES RES RES RES
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5.0 Registers (continued)

MODE REGISTER (MR)
The Mode Register is used to initialize and configure the PLAYER device.

In order to minimize interruptions on the network, it is recommended that the PLAYER device first be put in STOP mode (i.e. set
the RUN bit to zero) before programming the Mode Register, the Configuration Register, or the Current Transmit State Register.

ACCESS RULES
ADDRESS READ WRITE

| 00h I Always | Always l

D7 D6 D5 D4 D3 D2 D1 Do
| rvmz | ez [ e [ tar | oM | exs LB RUN

Bit Symbol Description
Do RUN RUN /STOP

0: Enables the STOP mode. Refer to Section 4.2, STOP Mode of Operation, for more
information.

1: Normal Operation (i.e. RUN mode).
Note: The RUN bit is automatically set to 0 when the RST pin is asserted (i.e. set to ground).

D1 ILB INTERNAL LOOPBACK:
0: Disables Internal Loopback mode (i.e. normal operation).
1: Enables Internal Loopback mode.

Refer to Section 4.3, Loopback Mode of Operation, for more information.

D2 EXLB EXTERNAL LOOPBACK
0: Disables External Loopback mode (i.e. normal operation).
1: Enables External Loopback mode.

Refer to Section 4.3, Loopback Mode of Operation, for more information.

D3 CM CASCADE MODE:
0: Disables synchronization of cascaded PLAYER devices.
1: Enables the synchronization of cascaded PLAYER devices.

Refer to Section 4.4, Cascade Mode of Operation, for more information.

D4 TQL TRANSMIT QUIET LEVEL: This bit is used to program the transmission level of the Quiet
symbols.
0: Low level Quiet symbols are transmitted through the PMD Data Request pins
(i.e. TXD+ = low, TXD— = high).
1: High level Quiet symbols are transmitted through the PMD Data Request pins
(i.e. TXD+ = high, TXD— = low).

D5 TE TRANSMIT ENABLE: The TE bit controls the action of FOTX Enable (TXE) pin independent
of the current transmit mode. When TE is 0, the TXE output disables the optical transmitter;
when TE is 1, the optical transmitter is disabled during the Off Transmit Mode (OTM) and
enabled otherwise. The On and Off level of the TXE is dependent on the FOTX Enable Level
(TEL) pin to the PLAYER device. The following rules summarizes the output of TXE:

(1) f TE = 0, then TXE = Off

(2) f TE = 1 and OTM, then TXE = Off

(3) If TE = 1 and not OTM, then TXE = On.

D6 TNRZ TRANSMIT NRZ DATA:
0: Transmits data in Non-Return-To-Zero-Invert-On-Ones format.
1: Transmits data in Non-Return-To-Zero format.

D7 RNRZ RECEIVE NRZ DATA:
0: Receives data in Non-Return-To-Zero-Invert-On-Ones format.
1: Receives data in Non-Return-To-Zero format.
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5.0 Registers (Continued)

CONFIGURATION REGISTER (CR)
The Configuration Register controls the Configuration Switch Block and enables/disables both the A and B Indicate output

ports.

Note that the B__Indicate output port is offered only on the DP83255 (for Dual Attach Stations), and not in the DP83251 (for
Single Attach Stations).

For further information, refer to Section 3.3, Configuration Switch.

ACCESS RULES
ADDRESS READ WRITE
l 0th | Always | Always J
D7 D6 D5 D4 D3 D2 D1 DO
| e | ae [ TmRst | TR0 | st | miso AISt AISO
Bit Symbol Description
DO, D1 AISO, AIS1 A__INDICATE SELECTOR <0, 1>: The A__Indicate Selector <0, 1> bits select one of the four
Configuration Switch data buses for the A__Indicate output port (AIP, AIC, AID <7:0>).
AlSs1 AISO
0 0 ' PHY Invalid Bus
0 1 Receiver Bus
1 0 A__Request Bus
1 1 B__Request Bus
D2, D3 BISO, BIS1 B_INDICATE SELECTOR <0, 1>: The B__Indicate Selector <0, 1> bits select one of the four
Configuration Switch data buses for the B__Indicate output port (BIP, BIC, BID <7:0>).
BIS1 BISO
0 0 PHY Invalid Bus
0 1 Receiver Bus
1 0 A_Request Bus
1 1 B__Request Bus
Note: Even though this bit can be set and/or cleared in the DP83251 (for Single Attach Stations), it will not affect
any I/Os since the DP83251 does not offer a B__Indicate port.
D4, D5 TRSO, TRS1 TRANSMIT REQUEST SELECTOR <0, 1>: The Transmit Request Selector <0, 1> bits select
one of the four Configuration Switch data buses for the input to the Transmitter Block.
TRS1 TRSO
0 0 PHY Invalid Bus
0 1 Receiver Bus
1 0 A__Request Bus
1 1 B__Request Bus
Note: If the PLAYER device is in Active Transmit Mode (j.e. the Transmit Mode bits (TM <2:0>) of the Current
Transmit State Register (CTSR) are set to 000) and the PHY Invalid Bus is selected, then the PLAYER device will
transmit a maximum of four Halt symbol pairs and then continuous Idle symbols due to the Repeat Filter.
D6 AIE A__INDICATE ENABLE:
0: Disables the A__Indicate output port. The A__Indicate port pins will be at TRI-STATE when
the port is disabled.
1: Enables the A__Indicate output port (AIP, AIC, AID<7:0>).
D7 BIE B__INDICATE ENABLE:
0: Disable the B__Indicate output port. The B__Indicate port pins will be at TRI-STATE
when the port is disabled.
1: Enables the B__Indicate output port (BIP, BIC, BID<7:0>).
Note: Even though this bit can be set and/or cleared in the DP83251 (for Single Attach Stations), it will not affect
any 1/Os since the DP83251 does not offer a B__Indicate port.
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5.0 Registers (Continued)

INTERRUPT CONDITION REGISTER (ICR)

The Interrupt Condition Register records the occurrence of an internal error event, the detection of Line State, an unsuccessful
write by the Control Bus Interface, the expiration of an internal counter, or the assertion of one or more of the User Definable
Sense pins.

The Interrupt Condition Register will assert the Interrupt pin (INT) when one or more bits within the register are set to 1 and the
corresponding mask bits in the Interrupt Condition Mask Register (ICMR) are also set to 1.

ACCESS RULES
ADDRESS READ WRITE

| ozh | Aways | Conditonal |
D7 D6 Ds D4 D3 D2 D1 Do

| o | res | moa | temt | ow | ccn CPE DPE
Bit Symbol Description

Do DPE PHY_REQUEST_DATA PARITY ERROR: This bit will be set to 1 when:

(1) The PHY Request Data Parity Enable bit (PRDPE) of the Current Transmit State Register
(CTSR)is set to 1 and
(2) The Transmitter Block detects a parity error in the incoming PHY Request Data.

The source of the data can be from the PHY Invalid Bus, the Receiver Bus, the A__Bus, or the
B__Bus of the Configuration Switch.

D1 CPE CONTROL BUS DATA PARITY ERROR: This bit will be set to 1 when:

(1) The Control Bus Parity Enable pin is asserted (CBPE = V() and

(2) The Control Bus Interface detects a parity error in the incoming Control Bus Data
(CBD<7:0>) during a write cycle.

D2 CCR CONTROL BUS WRITE COMMAND REJECT: This bit will be set to 1 when an attempt to
write into one of the following read-only registers is made:
Current Receive State Register (Register 08, CRSR)
Current Noise Count Register (Register OF, CNCR)
Current Noise Prescale Count Register (Register 10, CNPCR)
Current State Count Register (Register 13, CSCR)
Current State Prescale Count Register (Register 14, CSPCR)
Current Link Error Count Register (Register 16, CLECR)
Device ID Register (Register 18, IDR)
Current Injection Count Register (Register 19, CIJCR)
Reserved Register 0 (Register 1E, RRO)
Reserved Register 1 (Register 1F, RR1)

D3 CwiI CONDITIONAL WRITE INHIBIT: Set to 1 when bits within mentioned registers do not match
bits in compare register. This bit ensures that new (i.e. unread) data is not inadvertently
cleared while old data is being cleared through the Control Bus Interface.

This bitis set to 1 to prevent the setting or clearing of any bit within the following registers:
Interrupt Condition Register (Register 02, ICR)
Current Transmit State Register (Register 04, CTSR)
Receive Condition Register A (Register 09, RCRA)
Receive Condition Register B (Register 0A, RCRB)

when they differ from the value of the corresponding bit in the following registers respectively:
Interrupt Condition Compare Register (Register 1A, ICCR)
Current Transmit State Compare Register (Register 1B, CTSCR)
Receive Condition Compare Register A (Register 1C, RCCRA)
Receive Condition Compare Register B (Register 1D, RCCRB)
This bit must be cleared by software. Note that this differs from the BMAC device bit of the
same name.
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5.0 Registers (continued)
INTERRUPT CONDITION REGISTER (ICR) (Continued)

Bit

Symbol

Description

D4

LEMT

LINK ERROR MONITOR THRESHOLD: This bit is set to 1 when the internal 8-bit Link Error Monitor
Counter reaches zero. It will remain set until cleared by software.

During the reset process (i.e. RST = GND), the Link Error Monitor Threshold bit is set to 1 because the
Link Error Monitor Counter is initialized to zero.

D5

RCA

RECEIVE CONDITION A: This bit is set to 1 when: -

(1) One or more bits in the Receive Condition Register A (RCRA) is set to 1 and

(2) The corresponding mask bits in the Receive Condition Mask Register A (RCMRA) are also set to 1.
In order to clear (i.e. set to 0) the Receive Condition A bit, the bits within the Receive Condition Register
A that are set to 1 must first be either cleared or masked.

D6

RCB

RECEIVE CONDITION B: This bitis set to 1 when:

(1) One or more bits in the Receive Condition Register B (RCRB) is set to 1 and

(2) The corresponding mask bits in the Receive Condition Mask Register B (RCMRB) are also set to 1.
In order to clear (i.e. set to 0) the Receive Condition B bit, the bits within the Receive Condition Register
B that are set to 1 must first be either cleared or masked.

D7

uDI

USER DEFINABLE INTERRUPT: This bit is set to 1 when one or both of the Sense Bits (SBO or SB1) in
the User Definable Register (UDR) is setto 1.
In order to clear (i.e. set to 0) the User Definable Interrupt Bit, both Sense Bits must be set to 0.
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5.0 Registers (Continued)

INTERRUPT CONDITION MASK REGISTER (ICMR)

The Interrupt Condition Mask Register allows the user to dynamically select which events will generate an interrupt.

The Interrupt pin will be asserted (i.e. INT = GND) when one or more bits within the Interrupt Condition Register (ICR) are set to
1 and the corresponding mask bits in this register are also set to 1.

This register is cleared (i.e. set to 0) and all interrupts are initially masked during the reset process.

ACCESS RULES
ADDRESS READ WRITE
| 03h I Always | Always |
D7 D6 D5 D4 D3 D2 D1 DO

| uom | mrcem | mcam | emmm | cwm | ccm | crem | prem

Bit Symbol Description

Do DPEM PHY_REQUEST_DATA PARITY ERROR MASK: The mask bit for the PHY__Request Data Parity
Error bit (DPE) of Interrupt Condition Register (ICR).

D1 CPEM CONTROL BUS DATA PARITY ERROR MASK: The mask bit for the Control Bus Data Parity Error bit
(CPE) of the Interrupt Condition Register (ICR).

D2 CCRM CONTROL BUS WRITE COMMAND REJECT MASK: The mask bit for the Control Bus Write
Command Reject bit (CCR) of the Interrupt Condition Register (ICR).

D3 CWIM CONDITIONAL WRITE INHIBIT MASK: The mask bit for the Conditional Write Inhibit bit (CWI) of the

Interrupt Condition Register (ICR).

D4 LEMTM LINK ERROR MONITOR THRESHOLD MASK: The mask bit for the Link Error Monitor Threshold bit
 (LEMT) of the Interrupt Condition Register (ICR).

D5 RCAM RECEIVE CONDITION A MASK: The mask bit for the Receive Condition A bit (RCA) of tﬁe Interrupt
Condition Register (ICR).

Dé RCBM RECEIVE CONDITION B MASK: The mask bit for the Receive Condition B bit (RCB) of the Interrupt
Condition Register (ICR).

D7 UDIM USER DEFINABLE INTERRUPT MASK: The mask bit for the User Definable Interrupt bit (UDI) of the

Interrupt Condition Register (ICR).
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5.0 Registers (continued)

CURRENT TRANSMIT STATE REGISTER (CTSR)

The Current Transmit State Register can program the Transmitter Block to internally generate and transmit Idle, Master, Halt,
Quiet, or user programmable symbol pairs, in addition to the normal transmission of incoming PHY Request data. The Smoother
and PHY Request Data Parity may also be enabled and disabled through this register.

The Transmit Modes overwrite the Repeat Filter and Smoother outputs, while the Injection Symbols overwrite the Transmit
Modes.

During the reset process (i.e. RST = GND) the Transmit Mode is set to Off (TM<2:0> = 010), the Smoother is enabled (i.e. SE
is set to 1), and the Reserved bit (b7) is set to 1. All other bits of this register are cleared (i.e. set to 0) during the reset process.

ACCESS RULES

ADDRESS READ WRITE
I 04h l Always , Conditional ,

D7 D6 D5 D4 D3 D2 D1 DO
| res | pProre | s | o1 | 1co | Tme ™ ™0

Bit Symbol Description
Do, D1, TMO, TM1, Transmit Mode <0, 1, 2>: These bits select one of the 6 transmission modes for the PMD Request
D2 T™M2 Data output port (TXD +).
™2 T™1 TMO .

0 0 0 Active Transmit Mode (ATM): Normal
transmission of incoming PHY Request data.

0 ‘ 0 1 Idle Transmit Mode (ITM): Transmission of
Idle symbol pairs (11111 11111).

0 1 0 Off Transmit Mode (OTM): Transmission of

) Quiet symbol pairs (00000 00000) and
. .deassertion of the FOTX Enable pin (TXE).

0 1 1 Reserved: Reserved for future use. Users
are discouraged from using this transmit
mode. If selected, however, the transmitter
will generate Quiet symbol pairs (00000
00000).

1 0 0 Master Transmit Mode (MTM):
Transmission of Halt and Quiet symbol pairs
(00100 00000).

1 0 1 Halt Transmit Mode (HTM): Transmission of
Halt symbol pairs (00100 00100).

1 1 0 Quiet Transmit Mode (QTM): Transmission
of Quiet symbol pairs (00000 00000).

1 1 1 Reserved: Reserved for future use. Users
are discouraged from using this transmit
mode. If selected, however, the transmitter
will generate Quiet symbol pairs (00000
00000).
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5.0 Registers (continued)
CURRENT TRANSMIT STATE REGISTER (CTSR) (Continued)

Bit Symbol Description
D3, D4 1CO, IC1 Injection Control <0, 1>: These bits select one of the 4 injection modes. The injection modes
overwrite data from the Smoother, Repeat Filter, Encoder, and Transmit Modes.
ICO is the only bit of the register that is automatically cleared by the PLAYER device after the One Shot
Injection is executed. The automatic clear of ICO during the One Shot mode can be interpreted as an
acknowledgment that the One Shot has been completed.
IC1 ICo
0 0 No Injection: The normal transmission of
incoming PHY Request data (i.e. symbols are
not injected).
0 1 One Shot: In one shot mode, Injection
Symbol Register A (ISRA) and Injection
Symbol Register B (ISRB) are injected n
symbol pairs after a JK, where n is the
programmed value of the Injection Count
Register (IJCR). If IICR is set to 0, the JK
symbol pair is replaced by ISRA and ISRB.
Once the One Shot is executed, the PLAYER
device automatically sets ICO to O, thereby
returning to normal transmission of data.
1 0 Periodic: In Periodic mode, Injection Symbol
Register A (ISRA) and Injection Symbol
Register B (ISRB) are injected every (n+ 1)th
symbol pair, where n is the programmed
value of the Injection Count Register (IJCR).
If IJCR is set to 0, all data symbols are
replaced with ISRA and ISRB.
1 1 Continuous: In Continuous mode, all data
symbols are replaced with Injection Symbol
Register A (ISRA) and Injection Symbol
Register B (ISRB).
D5 SE SMOOTHER ENABLE:
0: Disables the Smoother.
1: Enables the Smoother.
When enabled, the Smoother can redistribute Idle symbol pairs which were added or deleted by
the local or upstream receivers.
Note: Once the counter has started, it will continue to count irrespective of the incoming symbols with the exception of a
JK symbol pair. This bit should be enabled for interoperable operation.
D6 PRDPE PHY_REQUEST DATA PARITY ENABLE:
0: Disables PHY_Request Data parity.
1: Enables PHY__Request Data parity.
D7 RES RESERVED: Reserved for future use.

Note: Users are discouraged from using this bit. The reserved bit is set to 1 during the reset process. It may be set or
cleared without any effects to the functionality of the PLAYER device.
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5.0 Registers (Continued)

INJECTION THRESHOLD REGISTER (IJTR)

The Injection Threshold Register, in conjunction with the Injection Control bits (IC<1:0>) in the Current Transmit State Register
(CTSR), set the frequency at which the Injection Symbol Register A (ISRA) and Injection Symbol Register B (ISRB) are inserted
into the data stream. It contains the start value for the Injection Counter.

The Injection Threshold Register value is loaded into the Injection Counter when the counter reaches zero or dunng every
Control Bus Interface write-cycle of this register.

The Injection Counter is an 8-bit down-counter which decrements every 80 ns. Its current value is read for CIJCR.

The counter is active only during One Shot or Periodic Injection Modes (i.e. Injection Control<1:0> bits (IC<1:0>) of the
Current Transmit State Register (CTSR) are set to either 01 or 10). The Transmitter Block will replace a data symbol pair with
ISRA and ISRB when the counter reaches 0 and the Injection Mode is either One Shot or Periodic.

If the Injection Threshold Register is set to 0 during the One Shot mode, the JK will be replaced with ISRA and ISRB. If the
Injection Threshold Register is set to 0 during the Periodic mode, all data symbols are replaced with ISRA and ISRB.

The counter is initialized to 0 during the reset process (i.e. RST = GND).
For further information, see the Injection Control Logic subsection within Section 3.2.

ACCESS RULES
ADDRESS READ WRITE
I 05h | - Always | Always |
D7 D6 D5 D4 D3 D2 D1 DO
[ w7 | wre | wrs | wre | wis | wre | wnt | w0 |
Bit - Symbol Description
Do uTO INJECTION THRESHOLD BIT <0>: Least significant bit (LSB) of the start
’ ’ value for the Injection Counter.
D1-6 IJT1-6 . INJECTION THRESHOLD BIT <1-6>: Intermediate bits of start value for the
o Injection Counter.
D7 - WT7 INJECTION THRESHOLD BIT <7>: Most significant bit (MSB) of the start
' value for the Injection Counter.
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5.0 Register 'S (Continued)

INJECTION SYMBOL REGISTER A (ISRA)

The Injection Symbol Register A, along with Injection Symbol Register B, contains the programmable value (already in 5B code)
that will replace the data symbol pairs.

The One Shot mode, ISRA and ISRB are injected n bytes after the next JK, where n is the programmed value of the Injection
Threshold Register. In the Periodic mode, ISRA and ISRB are injected every nth symbol pair. In the Continuous mode, all data
symbols are replaced with ISRA and ISRB.

ACCESS RULES
ADDRESS READ WRITE
[ 06h L Always ' Always I
D7 D6 D5 D4 D3 D2 D1 DO
| res | mes | mes | wsa | wss | ws2 wst | wso |
Bit Symbol Description
Do 1JSso INJECTION THRESHOLD BIT <0>: Least significant bit (LSB) of Injection
Symbol Register A.
D1-3 1JS1-3 INJECTION THRESHOLD BIT <1-3>: Intermediate bits of Injection Symbol
Register A.
D4 1JS4 INJECTION THRESHOLD BIT <4>: Most significant bit (MSB) of Injection
Symbol Register A.
D5 RES RESERVED: Reserved for future use.
Note: Users are discouraged from using this bit. The reserved bit is set to 1 during the reset
grogess. It may be set or cleared without any effects to the functionality of the PLAYER
evice.
Dé RES RESERVED: Reserved for future use.
Note: Users are discouraged from using this bit. The reserved bit is set to 1 during the reset
groqess. It may be set or cleared without any effects to the functionality of the PLAYER
evice.
D7 RES RESERVED: Reserved for future use.
Note: Users are discouraged from using this bit. The reserved bit is set to 1 during the reset
groc;ess. It may be set or cleared without any effects to the functionality of the PLAYER
evice.
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5.0 Registers (continued)

INJECTION SYMBOL REGISTER B (ISRB)

The Injection Symbol Register B, along with Injection Symbol Register A, contains the programmable value (already in 5B code)
that will replace the data symbol pairs.

The One Shot mode, ISRA and ISRB are injected n bytes after the next JK, where n is the programmed value of the Injection
Threshold Register. In the Periodic mode, ISRA and ISRB are injected every nth symbol pair. In the Continuous mode, all data
symbols are replaced with ISRA and ISRB.

ACCESS RULES
ADDRESS READ WRITE
I 07h l Always l Always ‘
D7 D6 D5 D4 D3 D2 D1 DO
| res | res | mres | wso | wss | wst 1US6 1US5
Bit Symbol Description
Do 1JS5 INJECTION THRESHOLD BIT <5>: Least significant bit (LSB) of Injection
Symbol Register B.
D1-3 1JS6-8 INJECTION THRESHOLD BIT <6~8>: Intermediate bits of Injection Symbol
Register B.
D4 1JS9 INJECTION THRESHOLD BIT <9>: Most significant bit (MSB) of Injection
Symbol Register B.
D5 RES RESERVED: Reserved for future use.
Note: Users are discouraged from using this bit. The reserved bit is set to 1 during the reset
groqass. It may be set or cleared without any effects to the functionality of the PLAYER
evice.
Dé RES RESERVED: Reserved for future use.
Note: Users are discouraged from using this bit. The reserved bit is set to 1 during the reset
lgror;ess. It may be set or cleared without any effects to the functionality of the PLAYER
evice.
D7 RES RESERVED: Reserved for future use.
Note: Users are discouraged from using this bit. The reserved bit is set to 1 during the reset
grogess. It may be set or cleared without any effects to the functionality of the PLAYER
evice.
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5.0 Registers (continued)

CURRENT RECEIVE STATE REGISTER (CRSR)

The Current Receive State Register represents the current line state being detected by the Receiver Block. Once the Receiver
Block recognizes a new Line State, the bits corresponding to the previous line state are cleared, and the bits corresponding to
the new line state are set.

During the reset process (RST = GND), the Receiver Block is forced to Line State Unknown (i.e. the Line State Unknown bit
(LSU) is set to 1).

ACCESS RULES

ADDRESS READ WRITE
| 08h | Always | Write Reject I

D7 D6 D5 D4 D3 D2 D1 DO
| res | res | mes | RmRes | su | is2 Lst Lso

Bit Symbol Description
Do, D1 LSO, LSH, LINE STATE<O0, 1, 2>: These bits represent the current Line State being detected by the Receiver
D2 LS2 Block. Once the Receiver Block recognizes a new line state, the bits corresponding to the previous
line state are cleared, and the bits corresponding to the new line state are set.
LS2 LS1 LSo
0 0 0 Active Line State (ALS): Received a JK

symbol pair (11000 10001), and possibly
followed by data symbols.

0 0 1 Idle Line State (ILS): Received a minimum
of two consecutive Idle symbol pairs (11111
11111).

0 1 0 No Signal Detect (NSD): The Signal Detect

pin (TTLSD) has been deasserted, indicating
that the Clock Recovery Device is not
receiving data from the Fiber Optic Receiver.

0 1 1 Reserved: Reserved for future use.

1 0 0 Master Line State (MLS): Received a
minimum of 8 consecutive Halt-Quiet symbol
pairs (00100 00000).

1 0 1 Halt Line State (HLS): Received a minimum
of 8 consecutive Halt symbol pairs (00100
00100).

1 1 0 Quiet Line State (QLS): Received a
minimum of 8 consecutive Quiet symbol pairs
(00000 00000).

1 1 1 Noise Line State (NLS): Detected a

minimum of 16 noise events. Refer to the
Receiver Block for further information on
noise events.

D3 LSuU LINE STATE UNKNOWN: The Receiver Block has not detected the minimum conditions to enter a
known line state. When the Line State Unknown bit is set, LS <2:0> represent the most recently
known line state.

D4 RES RESERVED: Reserved for future use. The reserved bit is set to 0.

Note: Users are discouraged from using this bit. An attempt to write into this bit will cause the PLAYER device to ignore
the Control Bus write cycle and set the Control Bus Write Command Reject bit (CCR) of the Interrupt Condition
Register (ICR) to 1.
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5.0 Registers (Continued)
CURRENT RECEIVE STATE REGISTER (CRSR) (Continued)

Bit Symbol Description
D5 RES RESERVED: Reserved for future use. The reserved bit is set to 0.
Note: Users are discouraged from using this bit. An attempt to write into this bit will cause the PLAYER device to ignore the
CBUS write cycle and set the Control Bus Write Command Reject bit (CCR) of the Interrupt Condition Register (ICR) to 1.
D& RES RESERVED: Reserved for future use. The reserved bit is set to 0.
Note: Users are discouraged from using this bit. An attempt to write into this bit will cause the PLAYER device to ignore the
CBUS write cycle and set the Control Bus Write Command Reject bit (CCR) of the Interrupt Condition Register (ICR) to 1.
D7 RES RESERVED: Reserved for future use. The reserved bit is set to 0.

Note: Users are discouraged from using this bit. An attempt to write into this bit will cause the PLAYER device to ignore the
CBUS write cycle and set the Control Bus Write Command Reject bit (CCR) of the Interrupt Condition Register (ICR) to 1.
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5.0 Registers (continued)

RECEIVE CONDITION REGISTER A (RCRA)

The Receive Condition Register A maintains a historical record of the Line States recognized by the Receiver Block.

When a new Line State is entered, the bit corresponding to that line state is set to 1. The bits corresponding to the previous Line
States are not cleared by the PLAYER device, thereby maintaining a record of the Line States detected.

The Receive Condition A bit (RCA) of the Interrupt Condition Register (ICR) will be set to 1 when one or more bits within the
Receive Condition Register A is set to 1 and the corresponding mask bit(s) in Receive Condition Mask Register A (RCMRA) is
also set to 1.

ACCESS RULES
ADDRESS READ WRITE
r 0%h | Always | Conditional |
D7 D6 D5 D4 D3 D2 D1 Do
[ sum | wisc | nt | ms | ms | wis aLs NSD
Bit Symbol Description

Do NSD NO SIGNAL DETECT: Indicates that the Signal Detect pin (TTLSD) has been
deasserted and that the Clock Recovery Device is not receiving data from the
Fiber Optic Receiver.

D1 QLs QUIET LINE STATE: Received a minimum of eight consecutive Quiet symbol
pairs (00000 00000).

D2 HLS HALT LINE STATE: Received a minimum of eight consecutive Halt symbol
pairs (00100 00100).

D3 MLS MASTER LINE STATE: Received a minimum of eight consecutive Halt-Quiet
symbol pairs (00100 00000).

D4 NLS NOISE LINE STATE: Detected a minimum of sixteen noise events.

D5 NT NOISE THRESHOLD: This bit is set to 1 when the internal Noise Counter
reaches 0. It will remain set until a value equal to or greater than one is
loaded into the Noise Threshold Register or Noise Prescale Threshold
Register.

During the reset process (i.e. RST = GND), since the Noise Counter is
initialized to 0, the Noise Threshold bit will be set to 1.

D6 LSC LINE STATE CHANGE: A line state change has been detected.

D7 LSUPI LINE STATE UNKNOWN & PHY INVALID: The Receiver Block has not
detected the minimum conditions to enter a known line state.

In addition, the most recently known line state was one of the following line
states: No Signal Detect, Quiet Line State, Halt Line State, Master Line State,
or Noise Line State.
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5.0 Registers (Continued)

RECEIVE CONDITION REGISTER B (RCRB)

The Receive Condition Register B maintains a historical record of the Line States recognized by the Receiver Block. .

When a new Line State is entered, the bit corresponding to that line state is set to 1. The bits corresponding to the previous Line
States are not clear by the PLAYER device, thereby maintaining a record of the Line States detected.

The Receive Condition B bit (RCB) of the Interrupt Condition Register (ICR) will be set to 1 when one or more bits within the
Receive Condition Register B is set to 1 and the corresponding mask bits in Receive Condition Mask Register B (RCMRB) is

also set to 1.

ACCESS RULES
ADDRESS

READ

WRITE

| 0Ah

| Always

Conditional |

D7

Dé D5

D4 D3 D2 D1 DO

| mres |

siis | Esou

cse | suev | as | st | ws |

Bit

Symbol

Description

Do

ILS

IDLE LINE STATE: Received a minimum of two consecutive Idle symbol
pairs (11111 11111).

D1

ST

STATE THRESHOLD: This bit will be set to 1 by the PLAYER device when
the internal State Counter reaches zero. It will remain set until a value equal
to or greater than one is loaded into the State Threshold Register or State
Prescale Threshold Register, and this register is cleared.

During the reset process (i.e. RST = GND), since the State Counter is
initialized to 0, the State Threshold bitis set to 1.

D2

ALS

ACTIVE LINE STATE: Received a JK symbol pair (11000 10001), and
possibly data symbols following.

D3

LSuUPvV

LINE STATE UNKNOWN & PHY VALID: Receiver Block has not detected
the minimum conditions to enter a know line state when the most recently
known line state was one of the following line states: Active Line State or Idle
Line State '

D4

CSE

CASCADE SYNCHRONIZATION ERROR: When a synchronization error
occurs, the Cascade Synchronization Error bit is set to 1.

A synchronization error occurs if the Cascade Start signal (CS) is not asserted
within approximately 80 ns of Cascade Ready (CR) release.

D5

EBOU

ELASTICITY BUFFER UNDERFLOW/OVERFLOW: The Elasticity Buffer
has either overflowed or underflowed. The Elasticity Buffer will automatically
recover if the condition which caused the error is only transient.

De

SILS

SUPER IDLE LINE STATE: Received a minimum of eight Idle symbol pairs
(11111 11111).

D7

RES

RESERVED: Reserved for future use. The reserved bit is set to 0 during the
reset process.

Note: Users are discouraged from using this bit. It may be set or cleared without any
effects to the functionality of the PLAYER device.

2-70




5.0 Registers (Continued)

RECEIVE CONDITION MASK REGISTER A (RCMRA)
The Receive Condition Mask Register A allows the user to dynamically select which events will generate an interrupt.

The Receive Condition A bit (RCA) of the Interrupt Condition Register (ICR) will be set to 1 when one or more bits within the
Receive Condition Register A (RCRA) is set to 1 and the corresponding mask bit(s) in this register is also set to 1.

Since this register is cleared (i.e. set to 0) during the reset process, all interrupts are initially masked.

662€8d0/152€840

ACCESS RULES
ADDRESS READ WRITE
l 0Bh | Always | Always l
D7 D6 D5 D4 D3 D2 D1 Do

| tsurm | tsom | nNtm | nsm | mism | msm | ausv | Nsom

Bit Symbol Description

Do NSDM NO SIGNAL DETECT MASK: The mask bit for the No Signal Detect bit (NSD)
of the Receive Condition Register A (RCRA).

D1 QLSM QUIET LINE STATE MASK: The mask bit for the Quiet Line State bit (QLS) of
the Receive Condition Register A (RCRA).

D2 HLSM HALT LINE STATE MASK: The mask bit for the Halt Line State bit (HLS) of
the Receive Condition Register A (RCRA).

D3 MLSM MASTER LINE STATE MASK: The mask bit for the Master Line State bit
(MLS) of the Receive Condition Register A (RCRA).

D4 NLSM NOISE LINE STATE MASK: The mask bit for the Noise Line State bit (NLS)
of the Receive Condition Register A (RCRA)

D5 NTM . NOISE THRESHOLD MASK: The mask bit for the Noise Threshold bit (NT) of
the Receive Condition Register A (RCRA).

D6 LSCM LINE STATE CHANGE MASK: The mask bit for the Line State Change bit
(LSC) of the Receive Condition Register A (RCRA).

D7 LSUPIM LINE STATE UNKNOWN & PHY INVALID MASK: The mask bit for the line
State Unknown & PHY Invalid bit (LSUPI) of the Receive Condition Register A
(RCRA).
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5.0 Registers (continued)

RECEIVE CONDITION MASK REGISTER B (RCMRB)
The Receive Condition Mask Register B allows the user to dynamically select which events will generate an interrupt.

The Receiver Condition B bit (RCB) of the Interrupt Condition Register (ICR) will be set to 1 when one or more bits within the
Receive Condition B (RCRA) is set to 1 and the corresponding mask bits in this register is also set to 1.

Since this register is cleared (i.e. set to 0) during the reset process, all interrupts are initially masked.

ACCESS RULES
ADDRESS READ WRITE
| 0Ch | Always | Always I
D7 D6 D5 D4 D3 D2 D1 DO
| Res | sism | Esoum | csem | isupvm | Asm | stm [ wswm
Bit Symbol Description
Do " ILSM IDLE LINE STATE MASK: The mask bit for the Idle Line State bit (ILS) of the
Receive Condition Register B (RCRB).
D1 STM STATE THRESHOLD MASK: The mask bit of the State Threshold bit (ST) of
the Receive Condition Register B (RCRB).
D2 ALSM - ACTIVE LINE STATE MASK: The mask bit for the Active Line State bit (ALS)
*of the Receive Condition Register B (RCRB).
D3 LSUPVM LINE STATE UNKNOWN & PHY VALID MASK: The mask bit for the Line
State Unknown & PHY Valid bit (LSUPV) of the Receive Condition Register B
(RCRB). )
D4 CSEM CASCADE SYNCHRONIZATION ERROR MASK: The mask bit for the
Cascade Synchronization Error bit (CSE) of the Receive Condition Register B
(RCRB). -
D5 - EBOUM ELASTICITY BUFFER OVERFLOW/UNDERFLOW MASK: The mask bit for
the Elasticity Buffer Overflow/Underflow bit (EBOU) of the Receive Condition
Register B (RCRB).
D6 SILSM ) SUPER IDLE LINE STATE MASK: The mask bit for the Super Idle Line State
bit (SILS) of the Receive Condition Register B (RCRB).
D7 RESM RESERVED MASK: The mask bit for the Reserved bit (RES) of the Receive
Condition Register B (RCRB).
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5.0 Registers (continued)

NOISE THRESHOLD REGISTER (NTR)
The Noise Threshold Register contains the start value for the Noise Counter. This counter may be used in conjunction with the
Noise Prescale Counter for counting the Noise events. Definiton of Noise event is explained in detail in Section 8.2. The Noise
Counter decrements once every 80 ns if the noise Prescale counter is zero and there is a noise event. As a result, the internal
noise counter takes
((NPTR+1)x (NTR+1))x 80 ns

to reach zero in the event of continuous Noise event.
The threshold values for the Noise Counter and Noise Prescale Counter are simultaneously loaded into both counters if one of
the following conditions is true:
(1) Both the Noise Counter and Noise Prescale Counter reach zero and the current Line State is either Noise Line State, Active

Line State, or Line State Unknown.
or
(2) The current Line State is either Halt Line State, Idle Line State, Master Line State, Quiet Line State, or No Signal Detect
or
(3) The Noise Threshold Register or Noise Prescale Threshold Register goes through a Control Bus Interface write cycle.
In addition, the value of the Noise Prescale Threshold register is loaded into the Noise Prescale Counter if the Noise Prescale
Counter reaches zero.
The Noise Counter and Noise Prescale Counter will continue to count, without resetting or reloading the threshold values, if a
Line State change occurs and the new line state is either Noise Line State, Active Line State or Line State Unknown.
When both the Noise Threshold Counter and Noise Counter both reach zero, the Noise Threshold bit of the Receive Condition
Register A will be set.

ACCESS RULES
ADDRESS READ WRITE
| 0Dh | Always | Always I
D7 D6 D5 D4 D3 D2 D1 Do
| N7 | nNt6 | nts | Nta | N3 | NT2 NT1- NTO
Bit Symbol Description
DO NTO NOISE THRESHOLD BIT <0>: Least significant bit (LSB) of the start value
for the Noise Counter.
D1-5 NT1-5 NOISE THRESHOLD BIT <1-5>: Intermediate bits of start value for the
Noise Counter.
D6 NT6 NOISE THRESHOLD BIT <6>: Most significant bit (MSB) of the start value
for the Noise Counter.
D7 RES RESERVED: Reserved for future use.
Note: Users are discouraged from using this bit. Write data is ignored since the reserved
bit is permanently set to 0.
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5.0 Registers (continued)

NOISE PRESCALE THRESHOLD REGISTER (NPTR)

The Noise Prescale Threshold Register contains the start value for the.Noise Prescale Counter. The Noise Prescale Counter is a
count-down counter and it is used in conjunction with the Noise Counter for counting the Noise events. The Noise Prescale
Counter decrements once every 80 ns while there is a noise event. When the Noise Prescale Counter reaches zero, it reloads
the count with the content of the Noise Prescale Threshold Register and also causes the Noise Counter to decrement.

The threshold values for the Noise Counter and Noise Prescale Counter are simultaneously loaded into both counters if one of

the following conditions is true:

(1) Both the Noise Counter and Noise Prescale Counter reach zero and the current Line State is either Noise Line State, Active
Line State, or Line State Unknown.

or

(2) The current Line State is either Halt Line State, Idle Line State, Master Line State, Quiet-Line State, or No Signal Detect

or

(3) The Noise Threshold Register or Noise Prescale Threshold Register goes through a Control Bus Interface write cycle.

In addition, the value of the Noise Prescale Threshold register is loaded into the Noise Prescale Counter if the Noise Prescale

Counter reaches zero.

The Noise Counter and Noise Prescale Counter will continue to count, without resetting or reloading the threshold values, if a

Line State change occurs and the new line state is either Noise Line State, Active Line State, or Line State Unknown.

When both the Noise Threshold Counter and Noise Counter both reach zero, the Noise Threshold bit of the Receive Condition

Register A will be set.

ACCESS RULES
ADDRESS READ WRITE
| OEN | Aways | Aways |
D7 D6 D5 D4 D3 D2 D1 Do
| Nnet7 | nete | nets | NpTa [ NpTa [ N2 | NPT NPTO
Bit Symbol Description
DO NPTO NOISE PRESCALE THRESHOLD BIT <0>: Least significant bit (LSB) of the
. start value of the Noise Prescale Counter.
D1-6 NPT1-6 NOISE PRESCALE THRESHOLD BIT < 1-6>: Intermediate bits of start
value for the Noise Prescale Counter.
D7 NPT7 ‘ NOISE PRESCALE THRESHOLD BIT <7>: Most significant bit (MSB) of the
start value for the Noise Prescale Counter.
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5.0 Registers (continued)

CURRENT NOISE COUNT REGISTER (CNCR)

The Current Noise Count Register takes a snap-shot of the Noise Counter during every Control Bus Interface read-cycle of this
register.

During a Control Bus Interface write-cycle to the Current Noise Count Register, the PLAYER device will set the Control Bus
Write Command Reject bit (CCR) of the Interrupt Condition Register (ICR) to 1 and will ignore a write-cycle.

ACCESS RULES
ADDRESS READ WRITE
l OFh | Aways | WriteReject |
D7 D6 D5 D4 D3 D2 D1 Do

| Ncsop | once | oncs | conca | onos | once | onct | onco

Bit Symbol Description
D0-6 CNCO0-6 CURRENT NOISE COUNT BIT <0-6>
D7 NCLSCD NOISE COUNTER LINE STATE CHANGE DETECTION
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5.0 Registers (Continued)

CURRENT NOISE PRESCALE COUNT REGISTER (CNPCR)

The Current Noise Prescale Count Register takes a snap-shot of the Noise Prescale Counter during every Control Bus Interface
read-cycle of this register.

During a Control Bus Interface write-cycle to the Current Noise Prescale Count Register, the PLAYER device will set the Control
Bus Write Command Reject bit (CCR) of the Interrupt Condition Register (ICR) to 1 and will ignore a write-cycle.

ACCESS RULES
ADDRESS READ WRITE
[ 10h | Aways | wrteReject |
D7 D6 D5 D4 D3 D2 D1 Do

[onpcr | onpoe | oNPos | ONPos | ONPGS | ONPG2 | ONPG1 | GONPCO

Bit Symbol Description

Do-7 CNPC0-7 CURRENT NOISE PRESCALE COUNT BY <0-7>
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5.0 Registers (continued)

STATE THRESHOLD REGISTER (STR)
The State Threshold Register contains the start value of the State Counter. This counter is used in conjunction with the State
Prescale Counter to count the Line State duration. The State Counter will decrement every 80 ns if the State Prescale Counter is
zero and the current Line State is Halt Line, Idle Line State, Master Line State, Quiet Line State, or No Signal Detect. State The
State Counter takes
((SPTR+1) x (STR+1)) x 80 ns
to reach zero during a continuous line state condition.
The threshold values for the State Counter and State Prescale Counter are simultaneously loaded into both counters if one of
the following conditions is true:
(1) Both the State Counter and State Prescale Counter reach zero and the current Line State is Halt Line State, Idle Line State,
Master Line State, Quiet Line State, or No Signal Detect
or
(2) A line state change occurs and the new Line State is Halt Line State, Idle Line State, Master Line State, Quiet Line State, or
No Signal Detect
or
(3) The State Threshold Register or State Prescale Threshold Register goes through a Control Bus Interface write cycle.
In addition, the value of the State Prescale Threshold register is loaded into the State Prescale Counter if the State Prescale
Counter reaches zero.
The State Counter and State Prescale Counter will reset by reloading the threshold values, if a Line State change occurs and the
new Line State is Halt Line State, Idle Line State, Master Line State, Quiet Line State, or No Signal Detect.

ACCESS RULES
ADDRESS READ WRITE
| 11h I Always I Always '
D7 D6 D5 D4 D3 D2 D1 DO
| s7 | s6 | st5 | sa | sz | sm ST sTO
Bit Symbol Description
Do STO STATE THRESHOLD BIT <0>: Least significant bit (LSB) of the start value
for the State Counter.
D1-5 ST1-5 STATE THRESHOLD BIT <1-5>: Intermediate bits of start value for the
State Counter.
Dé ST6 STATE THRESHOLD BIT <6>: Most significant bit (MSB) of the start value
for the State Counter.
D7 RES RESERVED: Reserved for future use.
Note: Users are discouraged from using this bit. Write data is ignored since the reserved
bit is permanently set to 0.
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5.0 Registers (Continued)

STATE PRESCALE THRESHOLD REGISTER (SPTR)
The State Prescale Threshold Register contains the start value for the State Prescale Counter. The State Prescale Counter is a
down counter. The Register is used in conjunction with the State Counter to count the Line State duration.
The State Prescale Counter will decrement every 80 ns if the current Line State is Halt Line, Idle Line State, Master Line State,
Quiet Line State, or No Signal Detect. As a result, the State Prescale Counter takes SPTR x 80 ns to reach zero during a
continuous line state condition. When the State Prescale Counter reaches zero, the State Prescale Threshold Register will be
reloaded into the State Prescale Counter.
The threshold values for the State Counter and State Prescale Counter are simultaneously loaded into both counters if one of
the following conditions is true:
(1) Both the State Counter and State Prescale Counter reach zero and the current Line State is Halt Line State, Idle Line State,
Master Line State, Quiet Line State, or No Signal Detect.
or
(2) A Line State change occurs and the new Line State is Halt Line State, Idle Line State, Master Line State, Quiet Line State, or
No Signal Detect
or
(3) The State Threshold Register or State Prescale Threshold Register goes through a Control Bus Interface write cycle.
The State Counter and State Prescale Counter will reset by reloading the threshold values, if a Line State change occurs and the
new Line State is Halt Line State, |dle Line State, Master Line State, Quiet Line State, or No Signal Detect.

ACCESS RULES
ADDRESS READ WRITE
| 12h | Always i Always J
D7 D6 D5 D4 D3 D2 D1 DO
| spi7 | sp6 | spts | sera | set3 | ser2 | sem1 | spro |
Bit Symbol Description
Do SPTO STATE PRESCALE THRESHOLD BIT <0>: Least significant bit (LSB) of
the start value for the State Prescale Counter.
D1-6 SPT1-6 STATE PRESCALE THRESHOLD BIT <1-6>: Intermediate bits of start
value for the State Prescale Counter.
D7 SPT7 STATE PRESCALE THRESHOLD BIT <7>: Most significant bit (MSB) of
the start value for the State Prescale Counter.

2-78




5.0 Registers (Continued)

CURRENT STATE COUNT REGISTER (CSCR)

The Current State Count Register takes a snap-shot of the State Counter during every Control Bus Interface read-cycle of this
register.

During a Control Bus Interface write-cycle to the Current State Count Register, the PLAYER device will set the Control Bus Write
Command Reject bit (CCR) of the Interrupt Condition Register (ICR) to 1 and will ignore a write-cycle.

ACCESS RULES
ADDRESS READ WRITE
| 13h | Always | Write Reject I
D7 D6 Ds D4 D3 D2 D1 Do
| soisco | csce | cscs | csca | csca | csc2 | csct | csco
Bit Symbol Description
D0-6 csCo-6 CURRENT STATE COUNT BIT <0-6>
D7 SCLSCD STATE COUNTER LINE STATE CHANGE DETECTION
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5.0 Registers (Continued)

CURRENT STATE PRESCALE COUNT REGISTER (CSPCR)

The Current State Prescale Count Register takes a snap-shot of the State Prescale Counter during every Control Bus interface
read-cycle of this register.

During a Control Bus Interface write-cycle to the Current State Prescale Count Register, the PLAYER device will set the Control
Bus Write Command Reject bit (CCR) of the Interrupt Condition Register (ICR) to 1 and will ignore a write-cycle.

ACCESS RULES
ADDRESS READ WRITE
[ 14h l Always l Write Reject I
D7 D6 D5 D4 D3 D2 D1 DO

| cspc7 | cspce | cspcs | cspca | cseca | cspca | cspct | cspoo

Bit Symbol Description

DO-7 CSPCO-7 CURRENT STATE PRESCALE COUNT <0-7>
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5.0 Registers (Continued)

LINK ERROR THRESHOLD REGISTER (LETR)

The Link Error Threshold Register contains the start value for the Link Error Monitor Counter, which is an 8-bit down-counter that
decrements if link errors are detected.

When the Counter reaches 0, the Link Error Monitor Threshold Register value is loaded into the Link Error Monitor Counter and
the Link Error Monitor Threshold bit (LEMT) of the Interrupt Condition Register (ICR) is set to 1.

The Link Error Monitor Threshold Register value is also loaded into the Link Error Monitor Counter during every Control Bus
Interface write-cycle of LETR.

The Counter is initialized to 0 during the reset process (i.e. RST = GND).

652€8da/15ce8dd

ACCESS RULES
ADDRESS READ WRITE
| 15h | Always I Always l
D7 D6 D5 D4 D3 D2 D1 DO
[ er7 | weme | wers | tema | ems [ em LET1 LETO
Bit Symbol Description
DO LETO LINK ERROR THRESHOLD BIT <0>: Least significant bit of the start value
for the Link Error Monitor Counter.
D1-6 LET1-6 LINK ERROR THRESHOLD BIT <1-6>: Intermediate bits of start value for
the Link Error Monitor Counter.
D7 LET7 LINK ERROR THRESHOLD BIT <7>: Most significant bit of the start value
for the Link Error Monitor Counter.
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5.0 Registers (continued)

CURRENT LINK ERROR COUNT REGISTER (CLECR)

The Current Link Error Count Register takes a snap-shot of the Link Error Monitor Counter during every Control Bus Interface
read-cycle of this register.

During a Control Bus Interface write-cycle, the PLAYER device will set the Control Bus Write Command Reject bit (CCR) of the
Interrupt Condition Register (ICR) to 1 and will ignore a write-cycle.

ACCESS RULES
ADDRESS READ WRITE
| 16h |  Aways | witeReject |
D7 D6 D5 D4 D3 D2 D1 Do
| tecz | tece | iecs | 1eca | iecs | Lec2 LECH LECO
Bit ) Symbol Description
DO-7 LEC0-7 LINK ERROR COUNT BIT <0-7>
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5.0 Registers (continued)

USER DEFINABLE REGISTER (UDR)

The User Definable Register is used to monitor and control events which are external to the PLAYER device.

The value of the Sense Bits reflects the asserted/deasserted state of their corresponding Sense pins. On the other hand, the
Enable bits assert/deassert the Enable pins.

ACCESS RULES
ADDRESS READ WRITE
[ | Aways | Aways |
D7 Dé D5 D4 D3 D2 D1 Do
| res | mes | mes | mes | Est | emo sB1 SBO
Bit Symbol Description
Do SBO SENSE BIT 0: This bit is set to 1 if the Sense Pin 0 (SP0) is asserted (i.e. SPO = V) for a minimum of

160 ns. Once the asserted signal is latched, Sense Bit 0 can only be cleared through the Control Bus
Interface, even if the signal is deasserted. This ensures that the Control Bus Interface will record the
source of events which can cause interrupts in a traceable manner.

D1 SB1 SENSE BIT 1: This bit is set to 1 if the Sense Pin 1 (SP1) is asserted (i.e. SP1 = V) for a minimum of
160 ns. Once the asserted signal is latched, Sense Bit 1 can only be cleared through the Control Bus
Interface, even if the signal is deasserted. This ensures that the Control Bus Interface will record the
source of events which can cause interrupts in a traceable manner.

D2 EBO ENABLE BIT 0: The Enable Bit 0 allows control of external logic through the Control Bus Interface. The
User Definable Enable Pin 0 (EPO) is asserted/deasserted by this bit.

0: EPO is deasserted (i.e. EPO = GND).

1: EPO is asserted (i.e. EPO = Vgc).

D3 EB1 ENABLE BIT 1: This bit allows control of external logic through the Control Bus Interface. The User
Definable Enable Pin 0 (EPO) is asserted/deasserted by this bit.

0: EP1 is deasserted (i.e. EP1 = GND).

1: EP1is asserted (i.e. EP1 = Vgg).

D4-7 RES RESERVED: Reserved for future use. The reserved bit is set to 0 during the initialization process
(i.e. RST = GND).

Note: Users are discouraged from using this bit. It may be set or cleared without any effects to the functionality of the
PLAYER device.
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5.0 Registers (continued)

DEVICE ID REGISTER (IDR)

The Device ID Register contains the binary equivalent of the revision number for this device. It can be used to ensure proper
software and hardware versions are matched.

During the Control Bus Interface write-cycle, the PLAYER device will set the Control Bus Write Command Register bit (CCR) of
the Interrupt Condition Register (ICR) to 1, and will ignore write-cycle.

ACCESS RULES
ADDRESS READ WRITE
I 18h L Always I Write Reject I
D7 D6 D5 D4 D3 D2 D1 Do
| ooz | oos | bos | oosa | pos | o2 DID1 DIDO
Bit Symbol Description

Do DIDO DEVICE ID BIT <0>: Least significant bit (LSB) of the revision number.

D1-6 DID1-6 DEVICE ID BIT <1-0-6>: Intermediate bits of the revision number.

D7 DID7 DEVICE ID BIT <7>: Most significant bit (MSB) of the revision number.

2-84




5.0 Registers (continued)

CURRENT INJECTION COUNT REGISTER (CIJCR)

The Current Injection Count Register takes a snap-shot of the Injection Counter during every Control Bus Interface read-cycle of
this register.

During a Control Bus Interface write-cycle, the PLAYER device will set the Control Bus Write Command Reject bit (CCR) of the
Interrupt Condition Register (ICR) to 1 and will ignore a write-cycle.

The Injection Counter is an 8-bit down-counter which decrements every 80 ns.

The counter is active only during One Shot or Periodic Injection Modes (i.e. Injection Control <1:0> bits (IC<1:0>) of the
Current Transmit State Register (CTSR) are set to either 01 or 10).

The Injection Threshold Register (IJTR) value is loaded into the Injection Counter when the counter reaches zero and during
every Control Bus Interface write-cycle of IJTR.

The counter is initialized to O during the reset process (i.e. RST = GND).

ACCESS RULES
ADDRESS READ WRITE
[ 1on | Aways | writeReject |
D7 D6 D5 D4 D3 D2 D1 DO
| wez | wes | wos | wea | wes | wee U1 1JCo
Bit Symbol Description
DO 1JCO INJECTION COUNT BIT <0>: Least significant bit (LSB) of the current value
of the Injection Counter.
D1-6 C1-6 INJECTION COUNT BIT <1-6>: Intermediate bits representing the current
value of the Injection Counter.
D7 1JC7 INJECTION COUNT BIT <7>: Most significant bit (MSB) of the current
value of the Injection Counter.
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5.0 Registers (continued)

INTERRUPT CONDITION COMPARISON REGISTER (ICCR)

The Interrupt Condition Comparison Register ensures that the Control Bus must first read a bit modmed by the PLAYER device
before it can be written to by the Control Bus Interface.

The current state of the Interrupt Condition Register (ICR) is automatically written into the Interrupt Condition Comparison
Register (i.e. ICCR = ICR) during a Control Bus Interface read-cycle of ICR.

During a Control Bus Interface write-cycle, the PLAYER device will set the Conditional Write Inhibit bit (CWI) of the Interrupt
Condition Register (ICR) to 1 and disallow the setting or clearing of a bit within ICR when the value of a bit in ICR differs from the
value of the corresponding bit in the Interrupt Condition Comparison Register.

ACCESS RULES
ADDRESS READ WRITE
| 1an | Aways | Aways |
D7 D6 D5 D4 D3 D2 v D1 Do
| ubic | moec | mcac | emtc | owic | corc | ceec | opeec
Bit Symbol Description
Do DPEC PHY_REQUEST DATA PARITY ERROR COMPARISON: The comparison
bit for the PHY__Request Data Parity Error bit (DPE) of the Interrupt Condition
Register (ICR).
D1 CPEC CONTROL BUS DATA PARITY ERROR COMPARISON: The comparison bit
for the Control Bus Data Parity Error bit (CPE) of the Interrupt Condition
Register (ICR).
D2 CCRC CONTROL BUS WRITE COMMAND REJECT COMPARISON: The
comparison bit for the Control Bus Write Command Reject bit (CCR) of the
Interrupt Condition Register (ICR).
D3 CWIC CONDITIONAL WRITE INHIBIT COMPARISON: The comparison bit for the
Conditional Write Inhibit bit (CWI) of the Interrupt Condition Register (ICR).
D4 LEMTC LINK ERROR MONITOR THRESHOLD COMPARISON: The comparison bit
for the Link Error Monitor Threshold bit (LEMT) of the Interrupt Condition
Register (ICR).
D5 RCAC RECEIVE CONDITION A COMPARISON: The comparison bit for the
Receive Condition A bit (RCA) of the Interrupt Condition Register (ICR).
D6 RCBC RECEIVE CONDITION B COMPARISON.: The comparison bit for the
Receive Condition B bit (RCB) of the Interrupt Condition Register (ICR).
D7 uDIC USER DEFINABLE INTERRUPT COMPARISON: The comparison bit for the
User Definable Interrupt bit (UDIC) of the Interrupt Condition Register (ICR).
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5.0 Registers (Continued)

CURRENT TRANSMIT STATE COMPARISON REGISTER (CTSCR)

The Current Transmit State Comparison Register ensures that the Control Bus must first read a bit modified by the PLAYER
device before it can be written to by the Control Bus Interface.

The current state of the Current Transmit State Register (CTSR) is automatically written into the Current Transmit State
Comparison Register A (i.e. CTSCR = CTSR) during a Control Bus Interface read-cycle of CTSR.

During a Control Bus Interface write-cycle, the PLAYER device will set the Conditional Write Inhibit bit (CWI) of the Interrupt
Condition Register (ICR) to 1 and disallow the setting or clearing of a bit within the CTSR when the value of a bit in the CTSR
differs from the value of the corresponding bit in the Current Transmit State Comparison Register.

662€8da/152€8da

ACCESS RULES
ADDRESS READ WRITE
I 1Bh | Always | Always |
D7 D6 D5 D4 D3 D2 D1 Do
| resc | prorec | sec | icic | icoc | tmec | Tmic | Tmoc
Bit Symbol Description
Do TMOC TRANSMIT MODE <0> COMPARISON: The comparison bit for the
Transmit Mode <0> (TMO) of the Current Transmit State Register (CTSR).
D1 T™M1C TRANSMIT MODE <1> COMPARISON: The comparison bit for the
Transmit Mode <1> bit (TM1) of the Current Transmit State Register
(CTSR).
D2 T™2C TRANSMIT MODE <2> COMPARISON: The comparison bit for the
Transmit Mode <2> bit (TM2) of the Current Transmit State Register
(CTSR).
D3 ICOC INJECTION CONTROL <0> COMPARISON: The comparison bit for the
Injection Control <0> bit (IC0) of the Current Transmit State Register
(CTSR).
D4 IC1C INJECTION CONTROL <1> COMPARISON: The comparison bit for the
Injection Control <1> bit (IC1) of the Current Transmit Register (CTSR).
D5 SEC SMOOTHER ENABLE COMPARISON: The comparison bit for the Smoother
Enable bit (SE) to the Current Transmit State Register (CTSR).
D6 PRDPEC PHY_REQUEST DATA PARITY ENABLE COMPARISON: The comparison
bit for the PHY__Request Data Parity Enable bit (PRDPE) of the Current
Transmit State Register (CTSR).
D7 RESC RESERVED COMPARISON: The comparison bit for the Reserved bit (RES)
of the Current Transmit State Register (CTSR).
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5.0 Register 'S (Continued)

RECEIVE CONDITION COMPARISON REGISTER A (RCCRA)

The Receive Condition Comparison Register A ensures that the Control Bus must first read a bit modified by the PLAYER device
before it can be written to by the Control Bus Interface.

The current state of RCRA is automatically written into the Receive Condition Comparison Register A (i.e. RCCRA = RCRA)
during a Control Bus Interface read-cycle of RCRA.

During a Control Bus Interface write-cycle, the PLAYER device will set the Conditional Write Inhibit bit (CWI) of the Interrupt
Condition Register (ICR) to 1 and prevent the setting or clearing of a bit within RCRA when the value of.a blt in RCRA differs
from the value of the corresponding bit in the Receive Condition Comparison Register A.

ACCESS RULES
ADDRESS READ WRITE
[ 1Ch I Always l Always |
D7 D6 D5 D4 D3 D2 D1 DO

| suric | wscc | Ntc | msc | wmsc | Hisc | asc | Nspo

Bit Symbol Description

Do ~ NsDC NO SIGNAL DETECT COMPARISON: The comparison bit for the No Signal Detect bit
(NSD) of the Receive Condition Register A (RCRA).

D1 QLSC QUIET LINE STATE COMPARISON: The comparison bit for the Quiet Line State bit
(QLS) of the Receive Condition Register A (RCRA).

D2 HLSC HALT LINE STATE COMPARISON: The comparison bit for the Halt Line State bit (HLS)
of the Receive Condition Register A (RCRA).

D3 MLSC MASTER LINE STATE COMPARISON: The comparison bit for the Master Line State bit
(MLS) of the Receive Condition Register A (RCRA).

D4 NLSC NOISE LINE STATE COMPARISON: The comparison bit for the Noise Line State bit
(NLS) of the Receive Condition Register A (RCRA).

D5 NTC NOISE THRESHOLD COMPARISON: The comparison bit for the Noise Threshold bit
(NT) of the Receive Condition Register A (RCRA).

D6 LSCC LINE STATE CHANGE COMPARISON: The comparison bit for the Line State Change
bit (LSC) of the Receive Condition Register A (RCRA).

D7 LSUPIC LINE STATE UNKNOWN & PHY INVALID COMPARISON: The comparison bit for the
Line State Unknown & PHY Invalid bit (LSUPI) of the Receive Condition Register A
(RCRA).
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5.0 Registers (Continued)

RECEIVE CONDITION COMPARISON REGISTER B (RCCRB)

The Receive Condition Comparison Register B ensures that the Control Bus must first read a bit modified by the PLAYER device
before it can be written to by the Control Bus Interface.

The current state of RCRB is automatically written into the Receive Condition Comparison Register B (i.e. RCCRB = RCRB)
during a Control Bus Interface read-cycle RCRB.

During a Control Bus Interface write-cycle, the PLAYER device will set the Conditional Write Inhibit bit (CWI) of the Interrupt
Condition Register (ICR) to 1 and prevent the setting or clearing of a bit within RCRB when the value of a bit in RCRB differs
from the value of the corresponding bit in the Receive Condition Comparison Register B.
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ACCESS RULES
ADDRESS READ WRITE
| 1Dh | Always | Always I
D7 D6 D5 D4 D3 D2 D1 DO
| resc | swisc | esouc | csec | isupve | asc | stc | nwsc |
Bit Symbol Description
Do ILSC IDLE LINE STATE COMPARISON: The comparison bit for the Idle State bit (ILS) of the
Receive Condition Register B (RCRB).
D1 STC STATE THRESHOLD COMPARISON: The comparison bit for the State Threshold bit
(ST) of the Receive Condition Register B (RCRB).
D2 ALSC ACTIVE LINE STATE COMPARISON: The comparison bit for the Active Line State bit
(ALS) of the Receive Condition Register B (RCRB).
D3 LSUPVGC LINE STATE UNKNOWN & PHY VALID COMPARISON: The comparison bit for the Line
State Unknown & PHY Valid bit (LSUPV) of the Receive Condition Register B (RCRB).
D4 CSEC CASCADE SYNCHRONIZATION ERROR COMPARISON: The comparison bit for the
Cascade Synchronization Error bit (CSE) of the Receive Condition Register B (RCRB).
D5 EBOUC ELASTICITY BUFFER OVERFLOW/UNDERFLOW COMPARISON: The comparison bit
for the Elasticity Buffer Overflow/Underflow bit (EBOU) of the Receive Condition
Register B (RCRB).
D6 SILSC SUPER IDLE LINE STATE COMPARISON: The comparison bit for the Super Idle Line
State bit (SILS) of the Receive Condition Register B (RCRB).
D7 RESC RESERVED COMPARISON: The comparison bit for the Reserved bit (RES) of the
Receive Condition Register B (RCRB).

RESERVED REGISTER 0 (RR0) ADDRESS 1Eh—DO NOT USE

RESERVED REGISTER 1 (RR1) ADDRESS 1Fh—DO NOT USE
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6.0 Pin Descriptions

6.1 DP83251

The pin descriptions for the DP83251 are divided into 5 functional interfaces: Serial Interface, PHY Port Interface, Control Bus
Interface, Clock Interface, and Miscellaneous Interface.

For a Pinout Summary List, refer to Table 6-1.

~ © n < M o~ =4 < M N - o
- 0o a o o o0 a o a0 a9 aaa oS < 4 < < X
o a @ m m o m m = m m Z m o O m m m m o |0
Ww w00 0 > 0 0 0 0 0 0 00 > 0 0 0 0 oIl
| N T N T T N T N I N Ot I I O |
Fege@nrow - 3I3ISSIRRRER
GND — 12 74 |~ INT
pE—{13 O 73 |=CE
SPO —] 14 72—R/W
sP1—{15 71f~RST
AP —{ 16 70 f—BRP
Alc —{ 17 69 |- BRC
AlD7 —{ 18 68 |~ BRD7
AID6 —{ 19 67 |—BRD6
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FIGURE 6-1. DP83251 84-Pin PLCC Pinout
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6.0 Pin Descriptions (continued) §
TABLE 6-1. DP83251 Pinout Summary ‘3
~
Pin No. Signal Name Symbol 110 Eg'r': JJ:;: 3’:" §
1 Control Bus Data<2> CBD2 1/0 TTL §
2 Control Bus Data <3> CcBD3 110 L o
3 CMOS I/0 Ground GND +0V
4 Control Bus Data<4> CBD4 170 TTL
5 Control Bus Data<5> CBD5 1/0 TTL
6 CMOS I/0 Power Vee +5V
7 Control Bus Data<6> CBD6 1/0 TTL
8 Control Bus Data<7> cBD7 1/0 TTL
9 Control Bus Data Parity CBP 1/0 TTL
10 Enable Pin 0 EPO o TTL
11 Enable Pin 1 EP1 o TTL
12 CMOS Logic Ground GND +0V
13 Control Bus Data Parity Enable CBPE | TTL
14 Sense Pin 0 SPO | TTL
15 Sense Pin 1 SP1 | TTL
16 PHY Port A indicate Parity AP o TTL
17 PHY Port A Indicate Control AIC o TTL
18 PHY Port A Indicate Data<7> AID7 (o} TTL
19 PHY Port A Indicate Data<6> AID6 o} TTL
20 CMOS I/0 Ground GND +0Vv
21 PHY Port A Indicate Data<5> AID5 o} TTL
22 CMOS 1/0 Power Vee +5V
23 PHY Port A Indicate Data<4> AID4 o} TTL
24 CMOS Logic Ground GND +0Vv
25 PHY Port A Indicate Data<3> AID3 (o} TTL
26 PHY Port A Indicate Data<2> AlD2 (o} TTL
27 PHY Port A Indicate Data<1> AID1 (e} TTL
28 PHY Port A Indicate Data<0> AIDO o TTL
29 Cascade Start CS (e} TTL
30 Cascade Ready CR | Open Drain
31 No Connect N/C
32 No Connect N/C
33 Clock Detect CD | TTL
34 Signal Detect TTLSD | TTL
35 External Loopback Enable ELB o TTL
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6.0 Pin Descriptions (Continued)

TABLE 6-1. DP83251 Pinout Summary (Continued)

Pin No. Signal Name Symbol 170 Eg:;;:::':n
36 Receive Bit Clock + RXC+ | ECL
37 Receive Bit Clock — RXC— [ ECL
38 ECL Logic Power Vee +5V
39 Receive Data + RXD+ | ECL
40 Receive Data — RXD— | ECL
41 ECL Logic Ground GND +0Vv
42 External Loopback Data + LBD+ (o] ECL
43 External Loopback Data — ) LBD— o ECL
44 ECL 1/0 Power Voo +5V
45 Transmit Data+ TXD+ o ECL
46 Transmit Data+ TXD— o ECL
47 ECL Logic Ground ) GND +0Vv
48 Transmit Bit Clock + TXC+ | ECL
49 Transmit Bit Clock — . ~ TXC— I ECL
50 ECL Logic Power Vee +5V
51 Transmit Byte Clock + TBC+ I ECL
52 Transmit Byte Clock — TBC— | ECL
53 FOTX Enable Level TEL | TTL
54 No Connect N/C
55 No Connect N/C
56 FOTX Enable TXE o TTL
57 Local Byte Clock LBC | TTL
58 PHY Port B Request Data<0> BRDO | TTL
59 PHY Port B Request Data<1> BRD1 | TTL
60 PHY Port B Request Data<2> BRD2 | TTL
61 PHY Port B Request Data<3> BRD3 | TTL
62 CMOS Logic Ground GND +0V
63 PHY Port B Request Data<4> BRD4 | TTL
64 CMOS I/0 Power Vee +5V
65 PHY Port B Request Data<5> BRD5 | TTL
66 CMOS I/0 Ground GND +0V
67 PHY Port B Request Data<6> BRD6 hl TTL
68 PHY Port B Request Data<7> BRD7 1 TTL
69 PHY Port B Request Control BRC | TTL
70 PHY Port B Request Parity BRP (o] TTL

2-92




6.0 Pin Descriptions (Continued)
TABLE 6-1. DP83251 Pinout Summary (Continued)

Pin No. Signal Name Symbol 170 EgrLa/ 1:;;2 ?v’:“
7 ~PLAYER Device Reset RST 1 TTL
72 Read/ ~ Write R/W I TTL
73 Chip Enable CE | TTL
74 ~ Interrupt INT o] Open Drain
75 ~ Acknowledge ACK 0 Open Drain
76 Control Bus Address<0> CBAO | TTL
77 Control Bus Address<1> CBA1 | TTL
78 Control Bus Address<2> CBA2 I TTL
79 Control Bus Address<3> CBA3 I TTL
80 Control Bus Address <4> CBA4 | TTL
81 CMOS Logic Power Vee +5V
82 Control Bus Data<0> CBDO 1/0 TTL
83 Control Bus Data<1> CBD1 1/0 TTL
84 CMOS Logic Ground GND +0vV
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6.0 Pin Descriptions (continued)

SERIAL INTERFACE
The Serial Interface consists of 1/0 signals used to connect the PLAYER device to the Physical Medium Dependent (PMD)
sublayer.

The PLAYER device uses these signals to interface to a Fiber Optic Transmitter (FOTX), Fiber Optic Receiver (FOXR), Clock
Recovery Device (CRD device), and Clock Distribution Device (CDD device).

Symbol Pin No. 170 Description

CcD 33 | Clock Detect: A TTL input signal from the Clock Recovery Device indicating that the
Receive Clock (RXC *) is properly synchronized with the Receive Data RXD ).

TTLSD 34 | - Signal Detect: A TTL signal from the clock Recovery Device indicating that a signal is
being received by the Fiber Optic Receiver. )

RXD+ 39 | Receive Data: Differential 100K ECL, 125 Mbps serial data input signals from the Clock

RXD— 40 Recovery Device.

TXD+ 45 (0] Transmit Data: Differential, 100K ECL, 125 Mbps serial data output signals to the Fiber

TXD— 46 Optic Transmitter.

ELB 35 o External Loopback Enable: A TTL output signal to the Clock Recovery Device which

enables/disables loopback data through the Clock Recovery Device. This signal is
controlled by the Mode Register.

LBD+ 42 (o} Loopback Data: Differential, 100K ECL, 125 Mbps, exfernal serial loopback data output
LBD— . 43 “signals to the Clock Recovery Device. ‘

When the PLAYER device is not in external loopback mode, the LBD+ signal is kept
high and the LBD— signal is kept low.

TEL 53 | FOTX Enable Level: A TTL input signal to select the Fiber Optic Transmitter Enable
(TXE) signal level.
TXE 56 (0] FOTX Enable: A TTL output signal to enable/disable the Fiber Optic Transmitter. The

output level of the TXE pin is determined by three parameters, the Transmit Enable (TE)
bit in the Mode Register, the TM2-TMO bits in the Current Transmit State Register, and
also the input to the TEL pin.
The following rules summarizes the output of the TXE pin:

(1) f TE = 0 and TEL = GND, then TXE = V¢

(2) f TE = 0 and TEL = Vg, then TXE = GND

(8) f TE = 1 and OTM and TEL = GND, then TXE = Vgc

(4) f TE = 1 and OTM and TEL = Vg, then TXE = GND

(5) If TE = 1 and not OTM and TEL = GND, then TXE = GND

(6) If TE = 1 and not OTM and TEL = Vg, then TXE = Vg
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6.0 Pin Descriptions (continued)

PHY PORT INTERFACE

The PHY Port Interface consists of 1/0 signals used to connect the PLAYER Device to the Media Access Control (MAC)
sublayer or other PLAYER Devices. The DP83251 Device has one PHY Port Interface which consists of the B__Request and the
A__Indicate paths.

Each path consists of an odd parity bit, a control bit, and two 4-bit symbols.

Refer to Section 3.3, the Configuration Switch, for further information.

652€8dA/1S¢ce8dd

Symbol Pin No. 170 Description

AP 16 o PHY Port A Indicate Parity: A TTL output signal representing odd parity for the 10-bit
wide Port A Indicate signals (AIP, AIC, and AID<7:0>).

AIC 17 o PHY Port A Indicate Control: A TTL output signal indicating that the two 4-bit symbols
(AID<7:4> and AID <3:0>) are either control symbols (AIC = 1) or data symbols (AIC
= 0).

AID7 18 o PHY Port A Indicate Data: TTL output signals representing the first 4-bit data/control

AlD6 19 symbol.

AID5 21 AID7 is the most significant bit and AlD4 is the least significant bit of the first symbol.

AlD4 23

AID3 25 o PHY Port A Indicate Data: TTL output signals representing the second 4-bit data/

AlD2 26 control symbol.

AID1 27 AID3 is the most significant bit and AIDO is the least significant bit of the second symbol.

AIDO 28

BRP 70 | PHY Port B Request Parity: A TTL input signal representing odd parity for the 10-bit
wide Port A Request signals (BRP, BRC, and BRD<7:0>).

BRC 69 | PHY Port B Request Control: A TTL input signal indicating that the two 4-bit symbols
(BRD<7:4>) and BRD<3:0>) are either control symbols (BRC = 1) or data symbols
(BRC = 0).

BRD7 68 | PHY Port B Request Data: TTL input signals representing the first 4 bit data/control

BRD6 67 symbol.

BRD5 65 BRD?7 is the most significant bit and BRD4 is the least significant bit of the first symbol.

BRD4 63

BRD3 61 | PHY Port B Request Data: TTL input signals representing the second 4-bit data/control

BRD2 60 symbol.

BRD1 59 BRD3 is the most significant bit and BRDO is the least significant bit of the second

BRDO 58 symbol.
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6.0 Pin Descriptions (continued)

CONTROL BUS INTERFACE
The Control Bus Interface consists of I/0 signals used to connect the PLAYER device to Station Management (SMT).

The Control Bus is an asynchronous interface between the PLAYER device and a general purpose microprocessor. It provides
access to 32 8-bit internal registers.

Refer to Figure 22, Control Bus Timing Diagram, for more information.

Symbol Pin No. 170 Description

CE 73 | Chip Enable: An active-low, TTL, input signal which enables the Control Bus port for a read
or write cycle. R/W, CBA<4:0>, CBP, and CBD<7:0> must be valid at the time CE is low.

R/W 72 | Read/ ~ Write: A TTL input signal which indicates a read Control Bus cycle (R/W = 1), or
a write Control Bus cycle (R/W = 0). This signal must be valid when CE is low and held
valid until ACK becomes low.

ACK 75 (o] ~ Acknowledge: An active low, TTL, open drain output signal which indicates the
completion of a read or write cycle.

During a read cycle, CBD<7:0> are valid as long as ACK is low (ACK = 0).
During a write cycle, a microprocessor must hold CBD <7:0> valid until ACK becomes low.
Once ACK is low, it will remain low as long as CE remains low (CE = 0).

INT 74 o ~ Interrupt: An active low, open drain, TTL, output signal indicating that an interrupt
condition has occurred. The Interrupt Condition Register (ICR) should be read in order to
find out the source of the interrupt. Interrupts can be masked through the use of the
Interrupt Condition Mask Register (ICMR).

CBA4 80 | Control Bus Address: TTL input signals used to select the address of the register to be

CBA3 79 read or written.

CBA2 78 CBAA4 is the most significant bit (MSB), CBAO is the least significant bit (LSB) of the address

CBA1 77 signals.

CBAO 76 These signals must be valid when CE is low and held valid until ACK becomes low.

CBPE 13 | Control Bus Parity Enable: A TTL input signal which, during write cycles, will enable or
disable the Control Bus parity checker. Note that the Control Bus will always generate
parity during read cycles, regardless of the state of this signal.

CBP 9 1/0 Control Bus Parity: A bidirectional, TTL signal representing odd parity for the Control Bus
data (CBD<7:0>).

During a read cycle, the signal is held valid by the PLAYER device as long as ACK is low.
During a write cycle, the signal must be valid when CE is low, and must be held valid until -
ACK becomes low. If incorrect parity is used during a write cycle, the PLAYER device will
inhibit the write cycle and set the Control Bus Data Parity Error (CPE) bit in the Interrupt
Condition Register (ICR).

CBD7 8 1/0 Control Bus Data: Bidirectional, TTL signals containing the data to be read from or written

CBD6 7 to aregister.

CBD5 5 During a read cycle, the signal is held valid by the PLAYER device as long as ACK is low.
During a write cycle, the signal must be valid when CE is low, and must be held valid until

CcBD4 4 ACK becomes low.

CBD3 2

CBD2 1

CBD1 83

CBDO 82
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6.0 Pin Descriptions (continued)

CLOCK INTERFACE

The Clock Interface consists of 12.5 MHz and 125 MHz clocks used by the PLAYER device. The clocks are generated by either
the Clock Distribution Device or Clock Recovery Device.

Symbol Pin No. /0 Description

LBC 57 | Local Byte Clock: A TTL, 12.5 MHz, 50% duty cycle, input clock from the Clock
Distribution Device. The Local Byte Clock is used by the PLAYER device's internal
CMOS logic and to latch incoming/outgoing data of the Control Bus Interface, Port A
Interface, Port B Interface, and other miscellaneous 1/Os.

RXC+ 36 | Receive Bit Clock: Differential 100k ECL, 125 MHz clock input signals from the Clock

RXC — 37 Recovery Device. The Receive Bit Clock is used by the Serial Interface to latch the
Receive Data (RXD +).

TXC+ 48 | Transmit Bit Clock: Differential 100k ECL, 125 MHz clock input signals from the Clock

TXC— 49 Distribution Device. The Transmit Bit Clock is used by the Serial Interface to latch the
Transmit Data (TXD +).

TBC+ 51 | Transmit Byte Clock: Differental 100k ECL, 12.5 MHz clock input signals from the Clock

TBC— 52 Distribution Device. The Transmit Byte Clock is used by the PLAYER device’s internal
Shift Register Block.

2-97

662€8dad/1s2e8da




DP83251/DP83255

6.0 Pin Descriptions (Continued)

MISCELLANOUS INTERFACE

The Miscellaneous Interface consists of a reset signal, user definable sense signals, user definable enable signals, Cascaded
PLAYER devices synchronization signals, ground signals, and power signals.

Symbol Pin No. 170 Description

ST 71 . | Reset: An active low, TTL, input signal which clears all registers. The signal
must be kept asserted for a minimum of 160 ns.

Once the RST signal is asserted, the PLAYER device should be allowed 960
ns to reset internal logic. Note that bit zero of the Mode Register will be set to
zero (i.e. Stop Mode). See Section 4.2, Stop Mode of Operation for more
information.

SPO 14 | User Definable Sense Pin 0: A TTL input signal from a user defined source.
Bit zero (Sense Bit 0) of the User Definable Register (UDR) will be set to one
if the signal is asserted for a minimum of 160 ns.

Once the asserted signal is latched, Sense Bit 0 can only be cleared through
the Control Bus Interface, even if the signal is deasserted. This ensures that

" the Control Bus Interface will record the source of events which can cause
interrupts.

SP1 15 | User Definable Sense Pin 1: A TTL input signal from a user defined source.
Bit one (Sense Bit 1) of the User Definable Register (UDR) will be set to one if
the signal is asserted for a minimum of 160 ns.

Once the asserted signal is latched, Sense Bit 1 can only be cleared through
the Control Bus Interface, even if the signal is deasserted. This ensures that
the Control Bus Interface will record the source of events which can cause
interrupts.

EPO 10 (0] User Definable Enable Pin 0: A TTL output signal allowing control of
external logic through the CBUS Interface. EPO is asserted/deasserted
through bit two (Enable Bit 0) of the User Definable Register (UDR). When
Enable Bit 0 is set to zero, EPO is deasserted. When Enable Bit 0 is set to
one, EPO is asserted.

EP1 ik o User Definable Enable Pin 1: A TTL output signal allowing control of
external logic through the CBUS Interface. EP1 is asserted/deasserted
through bit two (Enable Bit 1) of the User Definable Register (UDR). When
Enable Bit 1 is set to zero, EP1 is deasserted. When Enable Bit 1 is set to
one, EP1 is asserted.

Cs 29 | Cascade Start: A TTL input signal used to synchronize cascaded PLAYER
devices in point-to-point applications.

The signal is asserted when all of the cascaded PLAYER devices have the
Cascade Mode (CM) bit of Mode Register (MR) set to one, and all of the
Cascade Ready pins of the cascaded PLAYER devices have been released.
For further information, refer to Section 4.4, Cascade Mode of Operation.

CR 30 (0] Cascade Ready: An Open Drain output signal used to synchronize cascaded
PLAYER devices in point-to-point applications.

The signal is released (i.e. an Open Drain line is released) when all the
cascaded PLAYER devices have the Cascade Mode (CM) bit of the Mode
Register (MR) set to one and a JK symbol pair has been received.

For further information, refer to Section 4.4, Cascade Mode of Operation.
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6.0 Pin Descriptions (continued)

POWER AND GROUND
All power pins should be connected to a single 5V power supply. All ground pins should be connected to a common OV supply.

Symbol Pin No. 1/0 Description

GND Ground: Power supply return for Control Bus Interface CMOS 1/Os.

Vee Power: Positive 5V power supply (5% relative to ground) for Control Bus Interface
CMOS I/0s.

GND 12 Ground: Power supply return for internal CMOS logic.

GND 20 Ground: Power supply return for Port A Interface CMOS 1/Os.

Vee 22 Power: Positive 5V power supply (+ 5% relative to ground) for the Port A Interface
CMOS I/0s.

GND 24 Ground: Power supply return to internal CMOS logic.

Vee 38 Power: Positive 5V power supply (£ 5% relative to ground) for internal ECL logic.

GND 41 Ground: Power supply return for internal ECL logic.

Vee 44 gower: Positive 5V power supply (£ 5% relative to ground) for the Serial Interface ECL I/

S.
GND 47 Ground: Power supply return for internal ECL logic.
Vee 50 gower: Positive 5V power supply (5% relative to ground) for the Serial Interface ECL I/
S.

GND 62 Ground: Power supply return for internal CMOS logic.

Vee 64 Power: Positive 5V power supply (£5% relative to ground) for the Port A Interface
CMOS 1/0s.

GND 66 Ground: Power supply return for Port A Interface CMOS 1/Os.

Vee 81 Power: Positive 5V power supply (£ 5% relative to ground) for internal CMOS logic.

GND 84 Ground: Power supply return for internal CMOS logic.

NO CONNECT PINS

Symbol Pin No. 170 Description

N/C 31 No Connect: Not used by the PLAYER device

N/C 32 No Connect: Not used by the PLAYER device

N/C 54 No Connect: Not used by the PLAYER device

N/C 55 No Connect: Not used by the PLAYER device
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6.0 Pin Descriptions (continued)
6.2 DP83255

The pin descriptions for the DP83255 are divided into six functional interfaces; Serial Interface, PHY Port Interface, Control Bus

Interface, Clock Interface, and Miscellaneous Interface.
For a Pinout Summary List, refer to Table 6-2.
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FIGURE 6-2. DP83255 132-Pin PQFP Pinout
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6.0 Pin Descriptions (Continued) §
TABLE 6-2. DP83255 Pinout Summary §
~
Pin No. Signal Name Symbol 170 Eg'r'a/ ‘1;";2 a’;‘:“ g
1 CMOS Logic Ground GND +0ov ‘ﬁ
2 Control Bus Data <2> CcBD2 170 L o
3 Control Bus Data<3> CBD3 1710 TTL
4 CMOS 1/0 Ground GND +0V
5 Control Bus Data<4> CBD4 1/0 TTL
6 Control Bus Data<5> CBD5 110 TTL
7 CMOS 1/0 Power Voo +5V
8 Control Bus Data<6> CBD6 170 TTL
9 Control Bus Data<7> CBD7 110 TTL
10 Control Bus Data Parity CBP 1/0 TTL
11 Enable Pin 0 EPO o} TTL
12 Enable Pin 1 EP1 (o} TTL
13 No Connect N/C
14 No Connect N/C
15 No Connect N/C
16 No Connect N/C
17 No Connect N/C
18 No Connect N/C
19 No Connect N/C
20 CMOS Logic Ground GND +0ov
21 Control Bus Data Parity Enable CBPE | TTL
22 Sense Pin 0 SPO | TTL
23 Sense Pin 1 SP1 | TTL
24 PHY Port A Indicate Parity AIP (o} TTL
25 PHY Port A Request Parity ARP | TTL
26 PHY Port A Indicate Control AIC o TTL
27 PHY Port A Request Control ARC | TTL
28 PHY Port A Indicate Data<7> AID7 o TTL
29 PHY Port A Request Data<7> ARD7 ! TTL
30 PHY Port A Indicate Data<6> AID6 o TTL
31 PHY Port A Request Data <6> ARD6 | TTL
32 CMOS 1/0 Ground GND +0V
33 PHY A Indicate Data<5> AID5 o TTL
34 PHY A Request Data<5> ARD5 | TTL
35 CMOS I/0 Power Vee +5V
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6.0 Pin Descriptions (continued)

TABLE 6-2. DP83255 Pinout Summary (Continued)

Pin No. Signal Name Symbol 170 Eg:;;:::a’:n
36 PHY A Indicate Data<4> AID4 (o} TTL
37 PHY A Request Data<4> ARD4 | TTL
38 CMOS Logic Ground GND +0V
39 PHY Port A Indicate Data<3> AID3 o TTL
40 PHY Port A Request Data<3> ARD3 | TTL
41 PHY Port A Indicate Data<2> AID2 (o} TTL
42 PHY Port A Request Data<2> ARD2 | TTL
43 PHY Port A Indicate Data<1> AID1 0 TTL
44 PHY Port A Request Data<1> ARD1 | TTL
45 PHY Port A Indicate Data<0> AIDO (¢} TTL
46 Port A Request Data<0> ARDO | TTL
47 Cascade Start CS | TTL
48 Cascade Ready CR o Open Drain
49 No Connect N/C
50 No Connect N/C
51 No Connect N/C
52 No Connect N/C
53 No Connect N/C
54 No Connect N/C
55 No Connect N/C
56 No Connect N/C
57 Clock Detect CcD | TTL
58 Signal Detect TTLSD I TTL
59 External Loopback Enable ELB o TTL
60 Receive Bit Clock + RXC+ 1 ECL
61 Receive Bit Clock — RXC— I ECL
62 ECL Logic Power Vee +5V
63 Receive Data + RXD+ | ECL
64 Receive Data — RXD— | ECL
65 ECL Logic Ground GND +ov
66 External Loopback Data + LBD+ (0] ECL
67 External Loopback Data — LBD— o ECL
68 ECL I/0 Power Vee +5V
69 Transmit Data + TXD+ o} ECL
70 Transmit Data — TXD— (o} ECL
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6.0 Pin Descriptions (continued) é
TABLE 6-2. DP83255 Pinout Summary (Continued) §
Pin No. Signal Name Symbol 1/0 Egl;a/i:::?v':n §
71 ECL Logic Ground GND +0V §
72 Transmit Bit Clock + TXC+ | ECL a
73 Transmit Bit Clock — TXC— | ECL
74 ECL Logic Power Vee +5V
75 Transmit Byte Clock + TBC+ | ECL
76 Transmit Byte Clock — TBC— | ECL
77 FOTX Enable Level TEL | TTL
78 No Connect N/C
79 No Connect N/C
80 No Connect N/C
81 No Connect N/C
82 No Connect N/C
83 No Connect N/C
84 No Connect N/C
85 No Connect N/C
86 FOTX Enable TXE (e} TTL
87 Local Byte Clock LBC | TTL
88 PHY Port B Indicate Data<0> BIDO (0] TTL
89 PHY Port B Request Data<0> BRDO | TTL
90 PHY Port B Indicate Data<1> BID1 (0] TTL
91 PHY Port B Request Data<1> BRD1 | TTL
92 PHY Port B Indicate Data<2> BID2 o} TTL
93 PHY Port B Request Data<2> BRD2 I TTL
94 PHY Port B Indicate Data<3> BID3 (0] TTL
95 PHY Port B Request Data<3> BRD3 | TTL
96 CMOS Logic Ground GND +0V
97 PHY Port B Indicate Data<4> BID4 o TTL
98 PHY Port B Request Data <4> BRD4 | TTL
99 CMOS I/0 Power Vece +5V
100 PHY Port B Indicate Data<5> BID5 o TTL
101 PHY Port B Request Data<5> BRD5 | TTL
102 CMOS I/0 Ground GND +0V
103 PHY Port B Indicate Data <6> BID6 (o} TTL
104 PHY Port B Request Data<6> BRD6 | TTL
105 PHY Port B Indicate Data<7> BID7 o} TTL
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6.0 Pin Descriptions (continued)

TABLE 6-2. DP83255 Pinout Summary (Continued)

Pin No. Signal Name Symbol 170 Eg:-.a,igll;:a ?v:f"
106 PHY Port B Request Data<7> BRD7 | TTL
107 PHY Port B Indicate Control BIC (o} TTL
108 PHY Port B Request Control BRC I TTL
109 PHY Port B Indicate Parity BIP o TTL
110 PHY Port B Request Parity BRP | TTL
111 ~ PLAYER Device Reset RST | TTL
112 Read/ ~ Write R/W | TTL
113 Chip Enable CE ! TTL
114 ~ Interrupt INT o] Open Drain
115 No Connect N/C
116 No Connect N/C
117 No Connect N/C
118 No Connect N/C
119 No Connect N/C
120 No Connect N/C
121 No Connect N/C
122 No Connect N/C
123 ~ Acknowledge ACK (o] Open Drain
124 Control Bus Address <0> CBAO | TTL
125 Control Bus Address<1> CBA1 | TTL
126 Control Bus Address<2> CBA2 1 TTL
127 Control Bus Address <3> CBA3 | TTL
128 Control Bus Address <4> CBA4 | TTL
129 CMOS Logic Power Vee +5V
130 Control Bus Data<0> CBDO 1/0 TTL
131 Control Bus Data<1> CBD1 1/0 TTL
132 CMOS Logic Ground GND +0V
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6.0 Pin Descriptions (continued)

SERIAL INTERFACE

The Serial Interface consists of I/0 signals used to connect the PLAYER device to the Physical Medium Dependent (PMD)
sublayer.

The PLAYER device uses these signals to interface to a Fiber Optic Transmitter (FOTX), Fiber Optic Receiver (FORX), Clock
Recovery Device (CRD device), and Clock Distribution Device (CDD device).

662€8d0d/15¢€8dd

Symbol Pin No. 170 Description

CcD 57 | Clock Detect: A TTL input signal from the Clock Recovery Device indicating that the
Receive Clock (RXC ) is properly synchronized with the Receive Data (RXD +).

TTLSD 58 | Signal Detect: A TTL input signal from the Clock Recovery Device indicating that a
signal is being received by the Fiber Optic Receiver.

RXD+ 63 | Receive Data: Differential 100K ECL, 125 Mbps serial data input signals from the Clock

RXD—- 64 Recovery Device.

TXD+ 69 (0] Transmit Data: Differential, 100K ECL, 125 Mbps serial data output signals to the Fiber

TXD— 70 Optic Transmitter.

ELB 59 (o} External Loopback Enable: A TTL output signal to the Clock Recovery Device which

enables/disables loopback data through the Clock Recovery Device. This signal is
controlled by the Mode Register.

LBD+ 66 o Loopback Data: Differential, 100K ECL, 125 Mbps, serial external loopback data output
LBD— 67 signals to the Clock Recovery Device.

When the PLAYER device is not in external loopback mode, the LBD + signal is kept
high and the LBD — signal is kept low.

TEL 77 I FOTX Enable Level: A TTL input signal to select the Fiber Optic Transmitter Enable
(TXE) signal level.
TXE 86 (0] FOTX Enable: A TTL output signal to enable/disable the Fiber Optic Transmitter. The

output level of the TXE pin is determined by three parameters, the Transmit Enable (TE)
bit in the Mode Register, the TM2-TMO bits in the Current Transmit State Register, and
also the input to the TEL pin.
The following rules summarizes the output of the TXE pin:

(1) f TE = 0 and TEL = GND, then TXE = V¢

(2)  TE = 0 and TEL = Vg, then TXE = GND

(3) f TE = 1 and OTM and TEL = GND, then TXE = V¢

(4) f TE = 1 and OTM and TEL = Vg, then TXE = GND

(5) If TE = 1 and not OTM and TEL = GND, then TXE = GND

(6) f TE = 1 and not OTM and TEL = V¢, then TXE = V¢
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6.0 Pin Descriptions (Continued)

PHY PORT INTERFACE

The PHY Port Interface consists of 1/0 signals used to connect the PLAYER Device to the Media Access: Control (MAC)
sublayer or other PLAYER Devices. The DP83255 Device has two PHY Port Interfaces. The A_Request and A__Indicate paths
form one PHY Port Interface and the B__Request and B__Indicate paths form the second PHY Port Interface. Each path
consists of an odd parity bit, a control bit, and two 4-bit symbols.

Refer to Section 3.3, the Configuration Switch, for more information.

Symbol Pin No. 1/0 Description

AIP 24 (o} PHY Port A Indicate Parity: A TTL output signal representing odd parity for the 10-bit
wide Port A Indicate signals (AIP, AIC, and AID<7:0>).

AIC 26 o PHY Port A Indicate Control: A TTL output signal indicating that the two 4-bit symbols
(AID<7:4> and AID <3:0>) are either control symbols (AIC = 1) or data symbols (AIC
=0).

AID7 28 (o} PHY Port A Indicate Data: TTL output signals representing the first 4-bit data/control

AID6 30 symbol.

AID5 33 AID7 is the most significant bit and AlD4 is the least significant bit of the first symbol.

AID4 36

AID3 39 o PHY Port A Indicate Data: TTL output signals representing the second 4-bit data/

AID2 41 control symbol. _

AID1 43 AID3 is the most significant bit and AIDO is the least significant bit of the second symbol.

AIDO 45

ARP 25 | PHY Port A Request Parity: A TTL input signal representing odd parity for the 10-bit
wide Port A Request signals (ARP, ARC, and ARD<7:0>).

ARC 27 | PHY Port A Request Control: A TTL input signal indicating that the two 4-bit symbols
(ARD<7:4> and ARD <3:0>) are either control symbols (ARC = 1) or data symbols
(ARC = 0).

ARD7 29 | PHY Port A Request Data: TTL input signals representing the first 4 bit data/control

ARD6 31 symbol.

ARD5 34 ARD? is the most significant bit and ARD4 is the least significant bit of the first symbol.

ARD4 37 ‘

ARD3 40 | PHY Port A Request Data: TTL input signals representing the second 4-bit data/control

ARD2 42 symbol.

ARD1 44 ARD3 is the most significant bit and ARDO is the least significant bit of the second

ARDO 46 symbol.
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6.0 Pin Descriptions (continued)

PHY PORT INTERFACE (Continued)

652€8dd/152€8dA

Symbol Pin No. 170 Description

BIP 109 (o} PHY Port B Indicate Parity: A TTL output signal representing odd parity for the 10-bit
wide Port B Indicate signals (BIP, BIC, and BID<7:0>).

BIC 107 (0] PHY Port B Indicate Control: A TTL output signal indicating that the two 4-bit symbols
(BID<7:4> and BID<3:0>) are either control symbols (BIC = 1) or data symbols (BIC
=0).

BID7 105 (o} PHY Port B Indicate Data: TTL output signals representing the first 4-bit data/control

BID6 103 symbol.

BID5 100 BID7 is the most significant bit and BID4 is the least significant bit of the first symbol.

BID4 97

BID3 94 o PHY Port B Indicate Data: TTL output signals representing the second 4-bit data/

BID2 92 control symbol.

BID1 90 BID3 is the most significant bit and BIDO is the least significant bit of the second symbol.

BIDO 88

BRP 110 | PHY Port B Request Parity: A TTL input signal representing odd parity for the 10-bit
wide Port B Request signals (BRP, BRC, and BRD<7:0>).

BRC 108 | PHY Port B Request Control: A TTL input signal indicating that the two 4-bit symbols
(BRD<7:4>) and BRD <3:0>) are either control symbols (BRC = 1) or data symbols
(BRC = 0).

BRD7 106 | PHY Port B Request Data: TTL input signals representing the first 4-bit data/control

BRD6 104 symbol.

BRD5 101 BRD?7 is the most significant bit and BRD4 is the least significant bit of the first symbol.

BRD4 98

BRD3 95 | PHY Port B Request Data: TTL input signals representing the second 4-bit data/control

BRD2 93 symbol.

BRD1 91 BRDS3 is the most significant bit and BRDO is the least significant bit of the second

BRDO 89 symbol.
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6.0 Pin Descriptions (continued)

CONTROL BUS INTERFACE
The Control Bus Interface consists of 1/0 signals used to connect the PLAYER device to Station Management (SMT).

The Control Bus is an asynchronous interface between the PLAYER device and a general purpose microprocessor. It provides
access to 32 8-bit internal registers. '

Refer to Figure 22, Control Bus Timing Diagram, for further information.

Symbol Pin No. 170 Description

CE 113 1 Chip Enable: An active-low, TTL, input signal which enables the Control Bus portfora__
read or write cycle. R/W, CBA<4:0>, CBP, and CBD<7:0> must be valid at the time CE
is low.

R/W 112 | Read/ ~ Write: A TTL input signal which indicates a read Control Bus cycle (R/W = 1),
or a write Control Bus cycle (R/W = 0). This signal must be valid when CE is low and
held valid until ACK becomes low.

ACK 123 (o] ~ Acknowledge: An active low, TTL, open drain output signal which indicates the
completion of a read or write cycle.

During a read cycle, CBD <7:0> are valid as long as ACK is low (ACK = 0).

During a write cycle, a microprocessor must hold CBD<7:0> valid until ACK becomes
low.

Once ACK is low, it will remain low as long as CE remains low (CE = 0).

INT 114 o ~ Interrupt: An active low, open drain, TTL, output signal indicating that an interrupt
condition has occurred. The Interrupt Condition Register (ICR) should be read in order to
determine the source of the interrupt. Interrupts can be masked through the use of the
Interrupt Condition Mask Register (ICMR)

CBA4 128 | Control Bus Address: TTL input signals used to select the address of the register to be

CBA3 127 ) . read or written.

CBA2 126 CBAA4 is the most significant bit and CBAO is the least significant bit of the address

CBA1 125 | signals.

CBAO 124 These signals must be valid when CE is low and held valid until ACK becomes low.

CBPE 21 | Control Bus Parity Enable: A TTL input signal which, during write cycles, will enable or
disable the Control Bus parity checker. Note that the Control Bus will always generate
parity during read cycles, regardless of the state of this signal:

CBP 10 1/0 Control Bus Parity: A bidirectional, TTL signal representing odd parity for the Control
Bus data (CBD<7:0>).

During a read cycle, the signal is held valid by the PLAYER device as long as ACK is low.
During a write cycle, the signal must be valid when CE is low, and must be held valid until
ACK becomes low. If incorrect parity is used during a write cycle, the PLAYER device will
inhibit the write cycle and set the Control Bus Data Parity Error (CPE) bit in the Interrupt
Condition Register (ICR).

CBD7 9 170 Control Bus Data: Bidirectional, TTL signals containing the data to be read from or

CBD6 8 written to a register.

CBD5 6 During a read cycle, the signal is held valid by the PLAYER device as long as ACK is low.

CcBD4 5 During a write cycle, the signal must be valid when CE is low, and must be held valid until

CBD3 3 ACK becomes low.

CBD2 2

CBD1 131

CBDO 130
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6.0 Pin Descr iptions (Continued)

CLOCK INTERFACE

The Clock Interface consists of 12.5 MHz and 125 MHz clocks used by the PLAYER device. The clocks are generated by either
the Clock Distribution Device or Clock Recovery Device.

Symbol Pin No. 1/0 Description

LBC 87 | Local Byte Clock: A TTL, 12.5 MHz, 50% duty cycle, input clock from the Clock
Distribution Device. The Local Byte Clock is used by the PLAYER device's internal
CMOS logic and to latch incoming/outgoing data of the Control Bus Interface, Port A
Interface, Port B Interface, and other miscellaneous 1/0s.

RXC+ 60 | Recelve Bit Clock: Differential, 100k ECL, 125 MHz clock input signals from the Clock

RXC— 61 Recovery Device. The Receive Bit Clock is used by the Serial Interface to latch the
Receive Data (RXD t).

TXC+ 72 | Transmit Bit Clock: Differential, 100k ECL, 125 MHz clock input signals from the Clock

TXC— 73 . Distribution Device. The Transmit Bit Clock is used by the Serial Interface to latch the
Transmit Data (TXD ).

TBC+ 75 l Transmit Byte Clock: Differental, 100k ECL, 12.5 MHz clock input signals from the

TBC— 76 Clock Distribution Device. The Transmit Byte Clock is used by the PLAYER device’s
internal Shift Register Block.
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6.0 Pin Descriptions (continued)

MISCELLANEOUS INTERFACE

The Miscellaneous Interface consists of a reset signal, user definable sense signals, user deﬁnable enable signals, Cascaded
PLAYER device’s synchronization signals, ground signals, and power signals. .

_ Symbol

Pin No.

110

Description

RST

111

‘Reset: An active low, TTL, input signal which clears all registers. The signal must be kept

asserted for a minimum of 160 ns. )

Once the RST signal is asserted, the PLAYER device should be allowed 960 ns to reset
internal logic. Note that bit zero of the Mode Register will be set to zero (i.e. Stop Mode)
See Section 4.2, Stop Mode of Operation for more information.

SPO

22°

User Definable Sense Pin 0: A TTL input signal from a user defined source. Bit zero
(Sense Bit 0) of the User Definable Register (UDR) will be set to one if the signal is
asserted for a minimum of 160 ns. )
Once the asserted signal is latched, Sense Bit 0 can only be cleared through the Control,
Bus Interface, even if the signal is deasserted. This ensures that the Control Bus
Interface will record the source of events which can cause interrupts. )

SP1

23

User Definable Sense Pin 1: A TTL input signal from a user defined source. Bit one
(Sense Bit 1) of the User Definable Register (UDR) will be set to one if the signal is
asserted for a minimum of 160 ns.

Once the asserted signal is latched, Sense Bit 0 can only be cleared through the Control
Bus Interface, even if the signal is deasserted. This ensures that the Control Bus
Interface will record the source of events which can cause interrupts.

EPO

1

User Definable Enable Pin 0: A TTL output signal allowing control of external logic
through the Control Bus Interface. EPO is asserted/deasserted through bit two (Enable
Bit 0) of the User Definable Register (UDR). When Enable Bit 0 is set to zero, EPO is
deasserted. When Enable Bit 0 is set to one, EPO is asserted.

EP1

12

User Definable Enable Pin 1: A TTL output signal allowing control of external logic
through the Control Bus Interface. EP1 is asserted/deasserted through bit two (Enable
Bit 1) of the User Definable Register (UDR). When Enable Bit 1 is set to zero, EP1 is
deasserted. When Enable Bit 1 is set to one, EP1 is asserted.

cs

47

Cascade Start: A TTL input signal used to synchronize cascaded PLAYER devices in
point-to-point applications.

The signal is asserted when all of the cascaded PLAYER devices have the Cascade
Mode (CM) bit of the Mode Register (MR) set to one, and all of the Cascade Ready (CR)
pins of the cascaded PLAYER devices have been released.

For further information, refer to Section 4.4, Cascade Mode of Operation.

CR

48

Cascade Ready: An Open Drain output signal used to synchronize cascaded PLAYER
devices in point-to-point applications.

The signal is released when all the cascaded PLAYER devices have the Cascade Mode
(CM) bit of the Mode Register (MR) set to one and a JK symbol pair has been received.
For further information, refer to section 4.4, Cascade Mode of Operation.
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6.0 Pin Descriptions (continued)

POWER AND GROUND
All power pins should be connected to a single 5V power supply. All ground pins should be connected to a common 0V gro‘und

supply.

Symbol Pin No. 170 Description

GND 1 Ground: Power supply return for internal CMOS logic.

GND Ground: Power supply return for Control Bus Interface CMOS 1/0Os.

Vece Power: Positive 5V power supply (£ 5% relative to ground) for Control Bus Interface
CMOS 1/0s.

GND 20 Ground: Power supply return for internal CMOS logic.

GND 32 Ground: Power supply return for Port A Interface CMOS 1/Os.

Vee 35 Power: Positive 5V power supply (+5% relative to ground) for the Port A Interface
CMOS 1/0s.

GND 38 Ground: Power supply return for internal CMOS logic.

Veeo 62 Power: Pasitive 5V power supply (+5% relative to ground) for internal ECL logic.

GND 65 Ground: Power supply return for internal ECL logic.

Vee 68 (I;ower: Positive 5V power supply (+5% relative to ground) for the Serial Interface ECL I/

S.

GND 71 Ground: Power supply return for internal ECL logic.

Vee 74 Power: Positive 5V power supply (+5% relative to ground) for internal ECL logic.

GND 96 Ground: Power supply return for internal CMOS logic.

Vee 99 lc’)ower: Positive 5V power supply (+ 5% relative to ground) for Port B Interface CMOS I/

S.

GND 102 Ground: Power supply return for Port B Interface CMOS 1/0s.

Vee 129 Power: 5V power supply (+ 5% relative to ground) for internal CMOS logic.

GND 132 Ground: Power supply return for internal CMOS logic.
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6.0 Pin Descriptions (continued)

NO CONNECT PINS
Symbol Pin No. 170 Description
N/C 13 No Connect: Not used by the PLAYER device
N/C 14 No Connect: Not used by the PLAYER device
N/C 15 No Connect: Not used by the PLAYER device
N/C 16 No Connect: Not used by the PLAYER device
N/C 17 No Connect: Not used by the PLAYER device
N/C 18 No Connect: Not used by the PLAYER device
N/C 19 No Connect: Not used by the PLAYER device
N/C 49 No Connect: Not used by the PLAYER device
N/C 50 No Connect: Not used by the PLAYER device
N/C 51 No Connect: Not used by the PLAYER device
N/C 52 No Connect: Not used by the PLAYER device
N/C 53 No Connect: Not used by the PLAYER device
N/C 54 No Connect: Not used by the PLAYER device
N/C 55 No Connect: Not used by the PLAYER device
N/C 56 No Connect: Not used by the PLAYER device
N/C 78 No Connect: Not used by the PLAYER device
N/C 79 No Connect: Not used by the PLAYER device
N/C 80 No Connect: Not used by the PLAYER device
N/C 81 No Connect: Not used by the PLAYER device
N/C 82 No Connect: Not used by the PLAYER device
N/C 83 No Connect: Not used by the PLAYER device
N/C 84 No Connect: Not used by the PLAYER device
N/C 85 No Connect: Not used by the PLAYER device
N/C 115 No Connect: Not used by the PLAYER device
N/C 116 No Connect: Not used by the PLAYER device
N/C 117 No Connect: Not used by the PLAYER device
N/C 118 No Connect: Not used by the PLAYER device
N/C 119 No Connect: Not used by the PLAYER device
N/C 120 No Connect: Not used by the PLAYER device
N/C 121 No Connect: Not used by the PLAYER device
N/C 122 No Connect: Not used by the PLAYER device
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7.0 Electrical Characteristics

7.1 ABSOLUTE MAXIMUM RATINGS

Symbol Parameter Conditions Min Typ Max Units
Ve Supply Voltage —-0.5 7.0 v
DCin Input Voltage —-0.5 Vec + 0.5 \"
DCout Output Voltage -0.5 Voo + 0.5 \"
Storage Temperature —65 150 °C
7.2 RECOMMENDED OPERATING CONDITIONS
Symbol Parameter Conditions Min Typ Max Units
Vee Supply Voltage 4.75 5.25 \
TA Operating Temperature 0 70 °C
7.3 DC ELECTRICAL CHARACTERISTICS
The DC characteristics are over the operating range, unless otherwise specified.
DC electrical characteristics for the TTL, TRI-STATE output signals of PHY, Port Interfaces, and CBUS Interface.
Symbol Parameter Conditions Min Typ Max Units
loz1 TRI-STATE Leakage Vout = Vec 10 A
(CBP & CBD7-0) “
loz2 TRI-STATE Leakage VouT = VaND —10 A
(CBP & CBD7-0) ”
loza TRI-STATE Leakage Vout = Vcc 60 A
(AID &BID) (Note 1) "
loza TRI-STATE Leakage Vout = GND _
(AID & BID) 500 HA

Note 1: Output buffer has a p-channel pullup device.

DC electrical characteristics for all TTL input signals and the following TTL output signals: External Loopback (ELB), Fiber Optic
Transmitter Enable (TXE), Enable Pin 0 (EPO), and Enable Pin 1 (EP1).

Symbol Parameter Conditions Min Typ Max Units
VoH Output High Voltage loH = —2mA Vcc — 0.5 \"
VoL Output Low Voltage loL = 4mA 0.5 Vv
ViH Input High Voltage 2.0 \"
ViL Input Low Voltage 0.8 \"
Vic Input Clamp Voltage IIN= —18 mA -1.5 Vv
IiL Input Low Current ViN = GND -10 pA
I Input High Current Vin = Ve +10 pA
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7.0 Electrical Characteristics (continued)

DC electrical characteristics for all Open Drain output signals (INT, ACK and CR).

Symbol Parameter Conditions Min Typ Max Units

VoL Output Low Voltage loL = 8mA 0.5 v

loz TRI-STATE Leakage Vout = Vee 10 pA
DC electrical characteristics for all 100k ECL input énd output signals.
Symbol Parameter Conditions Min Typ Max Units
VoH Output High Voltage VIN = V4 (max) Vce — 1.025 Vcc — 0.880 \"
VoL Output Low Voltage VIN = VjL(min) Vce — 1.810 Ve — 1.620 \
VIH Input High Voltage Vee — 1.165 Ve — 0.880 \"
viL Input Low Voltage Vce — 1.810 Vec — 1.475 \
IL Input Low Current ViN = GND -10 pA
I Inpht High Current ViN = Vco 100 MA
Supply Current electrical characteristics

Symbol Parameter Conditions Min Typ Max Units

co | pmmse | oo w |

*Note: The PLAYER device has two pairs of differential ECL outputs, therefore 60 mA of the total supply current is actually consumed by external termination

resistors and the maximum current consumed by the PLAYER device alone is only 380 mA. The ECL termination current is calculated as follows:

VOH_max = Vcc — 0.88V

VoL_max = Vocc — 1.62V
Since the outputs are differential, the average output level is Voc — 1.25V. The test load per output is 502 at Voc — 2V, therefore the external load current
through the 509 resistor is:

lLoap = [(Vce — 1.28) — (Vo — 2)1/50
= 0.015A
=15 mA.
As result, two pairs of ECL outputs consume 60 mA.
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(=)
7.0 Electrical Characteristics (continued) §
7.4 AC ELECTRICAL CHARACTERISTICS &
The AC Electrical characteristics are over the operating range, unless otherwise specified. s
AC Characteristics for the Control Bus Interface §
Symbol Parameter Min Max Units E
T1 CE Setup to LBC 5 ns
T2 LBC Period 80 ns
T3 LBC to ACK Low 45 ns
T4 CE Low to ACK Low 290 540 ns
T5 LBC Low to CBD(7-0) and CBP Valid 60 ns
T6 LBC to CBD(7-0) and CBP Active 60 ns
T7 CE Low to CBD(7-0) and CBP Active 225 475 ns
T8 CE Low to CBD(7-0) and CBP Valid 265 515 ns
T9 LBC Pulse Width High 35 45 ns
T10 LBC Pulse Width Low 35 45 ns
T11 CE High to ACK High 45 ns
T12 R/W, CBA(7-0EBD(7-O) and 5 ns
CBP Set up to CE Low
T13 CE High to R/W, CBA(7-0), 0 ns
CBD(7-0) and CBP Hold Time
T14a R/W to LBC Setup Time 0 ns
T14b CBA to LBC Setup Time 10 ns
Ti4c CBD and CBP to LBC Setup Time 0 ns
T15 ACK Low to CE High Lead Time 0 ns
T16 CE Minimum Pulse Width High 20 ns
T17 CE High to CBD(7-0) and CBP TRI-STATE 55 ns
T18 ACK High to CE Low 0 ns
T19 CBD(7-0) Valid to ACK Low Setup 20 ns
T20a LBC to R/W Hold Time 10 ns
T20b LBC to CBA Hold Time 10 ns
T20c LBC to CBD and CBP Hold Time 20 ns
T21 LBC to INT Low 55 ns
T22 LBC to INT High 60 ns
Asynchronous Definitions
T4 (min) T1+(3*T2) + T3
T4 (max) T1+(4*T2) + T3
T7 (min) T1+(2*T2) + T6
T7 (max) T1+(3*T2) + T6
T8 (min) T1+(*T2) +T9 + T5
T8 (max) TI+@B3*T2)+T9+ T5
Note: Min/Max numbers are based on T2 = 80 ns and T9 = T10 = 40ns.
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7.0 Electrical Characteristics (continued)
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7.0 Electrical Characteristics (continued)
AC Characteristics for the Clock Signals

§62€8dd/1S2€8da

Symbol Parameter Conditions . Min Typ Max Units
T23 TBC to TXC Hold Time (Note 1) 2 : ns
T24 TBC to TXC Setup Time (Note 1) 2.5 ns
T25 TBC to LBC Skew 10 22 ns
T26 RXC Duty Cycle (Note 1) 3.0 5.0 ns
T27 TXC Duty Cycle (Note 1) 35 4.5 ns
T28 TBC Duty Cycle 37 43 ns
T29 LBC Duty Cycle 35 45 ns

Note 1: RXC duty cycle, TXC duty cycle, and TBC to TXC setup time are not tested, but are assured by correlation with characterization data.
Note 2: When PLAYER is used in FDDI applications, TBC and LBC periods will be 80 ns and RXC and TXC periods will be 8 ns.

126
RXC

127
TXC

123,724

T8C s \
128 ers—»

TL/F/10386-36
FIGURE 7-6. Clock Signals
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7.0 Electrical Characteristics (continued)
AC Characteristics for PHY Port Interfaces

Symbol " Parameter Conditions Min Typ Max Units
T30 LBC to Indicate Data Changes 70 ns
" |' from TRI-STATE to Data Valid
T31 LBC to Indicate Data Changes 70 ns
from Active to TRI-STATE
T32 LBC to Indicate Data Sustain 7 ns
T33 LBC to Valid Indicate Data 45 . ns
T34 Request Data to LBC Setup Time 15 ns
T35 Request Data to LBC Hold Time 5 ns
LBC
133
T30 13_2_ T31
AP, BIP,
AlC, BIC, VALID DATA )M( VALID DATA
AlD, BID
]4— T34 —>=—T35
ARP, BRP, _.l
ARC, BRC, ’ X VALID DATA X
ARD, BRD t t

) TL/F/10386-37
FIGURE 7-7. PHY Port Interface Timing .
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7.0 Electrical Characteristics (Continued)
AC Characteristics for the Serial Interface
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Symbol Parameter Conditions Min Typ Max Units
T36 RXD to RXC Setup Time 2 ns
T37 RXD to RXC Hold Time 2 ns
T38 TXC to TXD Change Time 8 ns
T39 TXC to LBD Change Time 8 ns
T40 CD Min Pulse Width 120 ns
T41 SD Min Pulse Width 120 ns
RXC# /-
<136 137+
RXD+/= VALID VALID VALID
DATA DATA DATA
TXC# /=
- N=-1 N#1 N+2
Tos/ DATA X DATA X DATA X DATA X
T39
- N=1 N N+1 N+2
LBDs/ DATA X DATA X DATA X DATA X
f T40 |
cb
| T41 |
sD

TL/F/10386-38
FIGURE 7-8. Serial Interface Timing
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7.0 Electrical Characteristics (continued)
7.5 AC TEST CIRCUITS

TL/F/10386-26

Note: S is closed for Tpz_ and Tp z
8y is closed for Tpzy and Tpyz
S4 and Sy are open otherwise

FIGURE 7-9. Switching Test Circuit
for All TRI-STATE Output Signals

5600

C,=50pF

:_E
- TL/F/10386-29

FIGURE 7-11. Switching Test Circuit
for All Open Drain Output Signals
(INT, ACK and CR)

Ich=50pF :

TL/F/10386-28
FIGURE 7-10. Switching Test Circuit
for All TTL Output Signals

]

>
3 500

C =50 pF $

F

(]
Vee=2V

TL/F/10386-30

Note: C_ = 30 pF includes scope and all stray capacitance without device in
test fixture

FIGURE 7-12. Switching Test Circuit

for All ECL Input and Output Signals
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Test Waveforms
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TL/F/10386-39
FIGURE 7-13. ECL Output Test Waveform

TL/F/10386-40

Note: All CMOS inputs and outputs are TTL compatible
FIGURE 7-14. TTL Output Test Waveform
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FIGURE 7-15. TRI-STATE Output Test Waveform

TL/F/10386-41
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8.0 Detailed Descriptions

This section describes in detail several functions that had
been discussed previously in Section 3.0, Functional De-
scriptions.

8.1 FRAMING HOLD RULES

DETECTING JK

The JK symbol pair can be used to detect the beginning of a
frame during Active Line State (ALS) and Idle Line State
(ILS).

While the Line State Detector is in the Idle Line State the
PLAYER device “reframes” upon detecting a JK symbol
pair and enters the Active Line State.

During Active Line State, acceptance of a JK symbol (re-
framing) is allowed on any on-boundary JK which is detect-
ed at least 1.5 byte times after the previous JK.

During Active Line State, once reframed on a JK, the subse-
quent off-boundary JK is ignored, even if it is detected be-
yond 1.5 byte times after the previous JK.

During Active Line State, an Idle or Ending Delimiter (T)
symbol will allow reframing on any subsequent JK, if a JK is
detected at least 1.5 bytes times after the previous JK.

DETECTING HALT-HALT & HALT-QUIET

During Idle Line State, the detection of a Halt-Halt, or Halt-
Quiet symbol pair will still allow the reframing of any subse-
quent on-boundary JK.

Once a JK is detected during Active Line State, off-bounda-
ry Halt-Halt, or Halt-Quiet symbol pairs are ignored until the
Elasticity Buffer (EB) has an opportunity to recenter. They
are treated as violations.

After recentering on a Halt-Halt, or Halt-Quiet symbol pair,
all off-boundary Halt-Halt or Halt-Quiet symbol pairs are ig-
nored until the EB has a chance to recenter during a line
state other than Active Line State (which may be as long as
2.8 byte times).

8.2 NOISE EVENTS
A Noise Event is defined as follows:

A noise event is a noise byte, a byte of data which is not in
line with the current line state, indicating error or corruption.

Noise Event = [SD ¢ ~CD] +
[SDeCDePle ~(l + JK + AB)] +
[SDeCDe ~Ple (PB = Il) » AB]

Where:
e = Logical AND
+ = Logical OR
~ = Logical NOT
SD = Signal Detect

CD = Clock Detect

PB = Previous Byte

PLS = Previous Line State

Pl = PHYInvalid=HLS + QLS + MLS +
NLS + {ULS e [PLS =
(ALS + ILS)]}

ILS = Idle Line State

ALS = Active Line State

ULS = Unknown Line State

HLS = Halt Line State

QLS = Quiet Line State

MLS = Master Line State

NLS = Noise Line State

ULS = Unknown Line State

| = |dle symbol

J = First symbol of start delimiter

K = Second symbol of start delimiter

R = Reset symbol

S = Set symbol

T = End delimiter

A =n+R+S+T

B =n+R+S+T+1

n = Any data symbol
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8.0 Detailed Descriptions (continued)

8.3 LINK ERRORS
A Link Error is defined as follows:

Link Error Event = [ALS e (I~] + xV + Vx +
H~H)] + [ALS @ ~SD] + [ILS ®
~(l + JK)] + [ILS ¢ ~SD)] +
[ULS e (PLS = ALS) e Link__Er-
ror_Flage ~SB e ~(HH + HI +
Il + JK)]

Set Link__Error__Flag = [ALS ¢ (HH + NH + RH +
SH + TH)]

Clear Link__Error__Flag = [ALS ¢ JK] + [ILS ¢ JK] +
[ULS e (PLS = ALS e
Link__Error__Flag ® ~SB e
~(HH + HI + 1| + JK)]

Where:
~ = Logical NOT
+ = Logical OR
e = Logical AND
ILS = Idle Line State

ALS = Active Line State
ULS = Unknown Line State

= Any symbol

= |dle symbol

= Halt symbol

= First Symbol of start delimiter

= Second symbol of start delimiter

Violation symbol

= Reset symbol

= Set symbol

= End delimiter symbol

= Data symbol converted to 0000 by the PLAY-
ER device Receiver Block in symbol pairs that
contain a data and a control symbol

PLS = Previous Line State

SD = Signal Detect

SB = Stuff Byte: Byte inserted by EB before a JK

symbol pair for recentering or due to off-axis

JK

ZA0IDI< XTI X
I
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8.0 Detailed Description (continued)

8.4 REPEAT FILTER

The repeat filter prevents the propagation of code violations to the downstream station.

REPEAT END DL
nn ™ R WW JK + TPARITY
n ™ Ww o
Ll o wW R al
JK P JK Wi v
N K
JK L F_IDLE
i (JKW) + TPARITY R ‘_—"
NT R il -
NT i
J K
Tw | -
T i
NI+ IX R
(PHY VALID) 1 i
(V'+1') ALSZILSZ R
1 "
HALT
(HeSHREV)XN(TT) + TPARTY | (FK)X+ TPARITY
HH e HH g
P K CIX R
- K il v
(PHY VALID)
(V'+1') ALSZILSZ R
HH e

TL/F/10386-31

Note: Inputs to the Repeat Filter state machine are shown above the transition lines, while outputs from the state machine are shown below the transition lines.

Note: Abbreviations used in the Repeat Filter State Diagram are shown in Table VIII.

FIGURE 8-1. Repeat Filter State Diagram
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8.0 Detailed Descriptions (continued)

TABLE 8-1. Abreviations used in
the Repeat Filter State Diagram

F__IDLE: Force Idle—True when not in Active
Transmit Mode

Ww: Represents the symbols R, or S, or T

~TPARITY: Parity error

nn: Data symbols (for C = 0 in the PHY-MAC
Interface)

N: Data portion of a control and data symbol
mixture .

X: Any symbol (i.e. don’t care)

Vv Violation symbols or symbols inserted by
the Receiver Block

" Idle symbols or symbols inserted by the
Receiver Block

ALSZILSZ: Active Line State or Idle Line State (i.e.

PHY Invalid)

~ ALSZILSZ: Not in Active Line State nor in Idle Line
State (i.e. PHY Valid)

Halt symbol

Reset symbol

Set symbol

Frame ending delimiter
Frame start delimiter
Idle symbol (Preamble)
Code violations

oo
sTgHeDz

The Repeat Filter complies with the FDDI standard by ob-

serving the following:

1. In Repeat State, violations cause transitions to the Halt
State and two Halt symbol pairs are transmitted (unless
JK or Ix occurs) followed by transition to the Idle State.

2. When Ix is encountered, the Repeat Filter goes to the Idle
State, during which Idle symbol pairs are transmitted until
a JK is encountered.

3. The Repeat Filter goes to the Repeat State following a JK
from any state.

The END State, which is not part of the FDDI standard,

allows an R or S prior to a T within a frame to be recognized

as a violation. It also allows NT to end a frame as opposed
to being treated as a violation.
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8.0 Detailed Descriptions (Gontinued)

8.5 SMOOTHER ‘ ‘
CONTRACT * EXTEND
SE+F_IDLE .
> SE+F_IDLE
I N X g =W
Xn Xn+1
C=C+1 C=C+1
o ‘ b
I =+ = ]
— > (X —q = Il #X,,_ = nn) —
K-c>o0 ¢ x K
n
X, C=C+1 Xn-1
C=C+1
» al
> JKCL 7 Xy =l <
. 0 — >
JKC> 7K _y =1l X, >
X c=0 ~
n KX _ =1l
C=0 n-1
o Xn—l
_ c=0
iKC=0
n a
u
| .
»
Notes:

SE: Smoother Enable

C: Preamble Counter

F__IDLE: Force__ldle (Stop or ATM)
Xp: Current Byte

Xp—1: Previous Byte

FIGURE 8-2. Smoother State Diagram

TL/F/10386-32
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8.0 Detailed Descriptions (continued)

8.6 NATIONAL BYTE-WIDE CODE FOR PHY-MAC IN-
TERFACE

The PLAYER device outputs the National byte-wide code
from its PHY Port Indicate Output to the MAC device. Each
National byte-wide code may contain data or control codes
or the line state information of the connection. Table 8-2
lists all the possible outputs.

During Active Line State all data and control symbols are
being repeated to the PHY Port Indicate Output with the
exception of data in data-control mixture bytes. That data
sybmol is replaced by zero. If only one symbol in a byte is a
control symbol, the data symbol will be replaced by 0000
and the whole byte will be presented as control code. Note
that the Line State Detector recognizes the incoming data
to be in the Active Line State upon reception of the Starting
Delimiter (JK symbol pair).

During Idle Line State any non Idle symbols will be reflected
as the code I'ulLS. If both symbols received during Idle

Line State are Idle symbols, then the Symbol Decoder gen-
erates I’kILS as its output. Note that in this case the coded
byte is represented in the form Receive State (b7-4),
Known/Unknown Bit (b3) and the Last Known Line State
(b2-0). The Receive State is 4 bits long and it represents
either the PHY Invalid (0011) or the Idle Line State (1011)
condition. The Known/Unknown Bit shows if the symbols
received match the line state information in the last 3 bits.

During any line state other than Idle Line State or Active
Line State, the Symbol Decoder generates the code V'kLS
if the incoming symbols match the current line state. The
symbol decoder generates V'uLS if the incoming symbols
do not match the current line state.
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DP83251/DP83255

8.0 Detailed Descriptions (Continued)

Table 8-2.
‘ Symbol 1 Symbol 2 National Code

Current Line State Control Bit Data Control Bit Data Control Bit Data
ALS 0, n 0, n 0, n-n
ALS 0, n 1, o] 1, N-C
ALS 1, o] 0, n 1, C-N
ALS 1, (o] 1, Cc 1, C-C
ILS 1, 1 1, I 1, I'-k-LS
ILS 1, I X, Not | 1, I-u-LS
LS X, Not | 1, | 1, I'-u-LS
ILS X, Not | X, Not| 1, I'-u-LS
Stuff Byte during ILS X, X X, X 1, I-k-ILS
Not ALS and Not ILS 1, M 1, M 1, V'-k-LS
Not ALS and Not ILS 1, M X, Not M 1, V’-u-LS
Not ALS and Not ILS X, Not M 1, M 1, V’-u-LS
Not ALS and Not ILS X, Not M X, NotM 1, V'-u-LS
Stuff Byte during X, X X, X 1, V'-k-LS, V'-u-LS
Not ILS or I-u-ILS
EB Overflow/Underflow 1, 0011 1011
SMT PI Connnection (LSU) 1, 0011 1010

Where:

n = Any data symbol in {0, 1, 2, ... F}

C
N
|

[T

Idle Symbol

M = Any symbol that matches the current line state

Any control symbol in {V, R, S, T, |, H}
0000 = Code for data symbol in a data control mixture byte

I' = 1011 = First symbols of the byte in Idle Line State

V' = 0011 = PHY Invalid

LS = Line State

ALS = 000
ILS =001
NSD = 010
MLS = 100
HLS = 101
QLs = 110
NLS = 111

X x c
o

Don't care

1 = Indicates symbol received does not match current line state
0 = Indicates symbol received matches current line state
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8.0 Detailed Descriptions (continued)

Example:
Incoming 5B Code Decoded 4B Code National Byte-Wide Code (w/o parity)
98765 43210 C3210 C 3210 C 7653 3210

1111111111 (1)

1101011010 (1)

11011 0001 (I'-k-ILS)*

11111 11111 (1)

110101 1010 (ll)

11011 0001 (I'*k-ILS)

11111 11111 (ll)

1101011010 (ll)

11011 0001 (I-k-ILS)

11000 10001 (JK)

11101 1 1101 (JK)

11101 1101 (JK Symbols)

---------- (xx) 0----0----(xx) 0---- ----(Data Symbols)
---------- (xx) 0----0----(xx) 0---- ----(Data Symbols)
---------- (xx) 0----0----(xx) 0---- ----(Data Symbols)
(More data ...)

---------- (xx) 0----0----(xx) 0---- ----(Data Symbols)
---------- (xx) 0----0----(xx) 0---- ----(Data Symbols)
---------- (xx) 0----0----(xx) 0---- ----(Data Symbols)

01101 00111 (TR)

1010110110 (TR)

10101 0110 (T and R Symbols)

00111 00111 (RR)

1011010110 (RR)

101100110 (Two R Symbols)

11111 11111 (1)

1101011010 (Il)

11010 1010 (Idle Symbols)

11111 11111 (ll)

110101 1010 (1)

11010 1010 (Idle Symbols)

11111 11111 (ll)

1101011010 (ll)

11011 0001 (I'-k-ILS)

11111 11111 (1))

1101011010 (1l)

11011 0001 (I'-k-ILS)

11111 11111 (1))

1101011010 (1)

110110001 (I'*k-ILS)

00100 00100 (HH) 10001 10001 (HH) 11011 1001 (I-u-ILS)
00100 00100 (HH) 10001 1 0001 (HH) 11011 1001 (I-u-ILS)
00100 00100 (HH) 10001 1 0001 (HH) 11011 1001 (I-u-ILS)
00100 00100 (HH) 10001 1 0001 (HH) 110111001 (I-u-ILS)
00100 00100 (HH) 10001 1 0001 (HH) 11011 1001 (I-u-ILS)
00100 00100 (HH) 10001 10001 (HH) 11011 1001 (I'-u-ILS)
00100 00100 (HH) 10001 1 0001 (HH) 11011 1001 (I-u-ILS)
00100 00100 (HH) 10001 1 0001 (HH) 100110101 (V'-k-HLS)
00100 00100 (HH) 10001 1 0001 (HH) 100110101 (V’-k-HLS)
00100 00100 (HH) 10001 1 0001 (HH) 100110101 (V’-k-HLS)

11111 11111 (1)

110101 1010 (ll)

10011 1101 (V’-u-HLS)

1111111111 (1)

1101011010 (ll)

11011 0001 (I'-k-ILS)

1111111111 (1)

1101011010 (Il)

11011 0001 (I'-k-ILS)

*Assume the receiver is in the Idle Line State.
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DP83261

@National

Semiconductor

DP83261 BMAC™ Device

(FDDI Media Access Controller)

General Description

The DP83261 BMAC device implements the Media Access
Control (MAC) protocol for operation in an FDDI token ring.
The BMAG device provides a flexible interface to the BSI™
device. The BMAC device offers the capabilities described
in the ANSI X3T9.5 MAC Standard and several functional
enhancements allowed by the Standard.

The BMAC device transmits, receives, repeats, and strips
tokens and frames. It uses a full duplex architecture that
allows diagnostic transmission and self testing for error iso-
lation. The duplex architecture also allows full duplex data
service on point-to-point connections. Management soft-
ware is also aided by an array of on chip statistical counters,
and the ability to internally generate Claim and Beacon
frames without program intervention. A multi-frame stream-
ing interface is provided to the system interface device.

Features

m Full duplex operation with through parity

W Supports all FDDI ring scheduling classes (asynchro-
nous, synchronous, restricted asynchronous, and
immediate)

m Supports individual, group, short, long and external
addressing

m Generates Beacon, Claim and Void frames without
intervention

m Provides extensive ring and station statistics

m Provides extensions for MAC level bridging

® Provides separate management interface

m Uses low power microCMOS

y
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\ 4

A 4
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(SYSTEM INTERFACE)

CONTROL BUS

DP83251/55
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FIGURE 1-1. FDDI Chip Set Block Diagram
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1.0 FDDI Chip Set Overview

National Semiconductor’'s DP83200 FDDI chip set consists
of five components as shown in Figure 1-1. For more infor-
mation on the other devices of the chip set, consult the
appropriate datasheets and application notes.

DP83231 CRDT™ Device

Clock Recovery Device

The Clock Recovery Device extracts a 125 MHz clock from
the incoming bit stream.

Features

e PHY Layer loopback test

e Crystal controlled

e Clock locks in less than 85 us

DP83241 CDDT™™ Device
Clock Distribution Device

The Clock Distribution Device generates the clocks required
by the FDDI Devices on a board.

Features o
e Utilizes a 12.5 MHz crystal or reference

e Generates the 125 MHz, 25 MHz, and 12.5 MHz clock
required by the BMAC, PLAYER, and BSI devices

e Generates 5 phases of the 12.5 MHz clock for use by
external system logic

DP83251/55 PLAYER™ Devnce

Physical Layer Controller

The PLAYER device implements the Physical Layer (PHY)
protocol as defined by the ANSI FDDI PHY X3T9.5 Stan-
dard.

Features

e 4B/5B encoders and decoders

® Framing logic

o Elasticity Buffer, Repeat Filter and Smoother
e Line state detector/generator

e Link error detector

e Configuration switch

e Full duplex operation

e Separate management port that is used to configure and
control operation

In addition, the DP83255 contains an additional PHY__

Data.request and PHY__Data.indicate port required for con-

centrators and dual attach stations.

DP83261 BMACT™ Device

Media Access Controller

The BMAC device implements the Timed Token Media Ac-
cess Control protocol defined by the ANSI X3T9.5 FDDI
MAC Standard.

Features
e All of the standard defined ring service options . -
® Full duplex operation with through parity

e Supports all FDDI Ring Scheduling Classes (Synchro-
nous, Asynchronous, etc.)

e Supports Individual, Group, Short, Long, and External
Addressing

® Generates Beacon, Claim, and Void frames internally
e Extensive ring and station statistic gathering
e Extensions for MAC level bridging

® Separate management port that is used to configure and
control operation

® Multi-frame streaming interface

DP83265 BSI™ Device
System Interface

The BSI device implements the interface between the
BMAC device and a host system

Features

32-bit wide Address/Data path with byte parlty
Programmable transfer burst sizes of 4 or 8 32-bit words
Interfaces to low cost DRAMSs or directly to system bus
Provides 2 Output and 3 Input Channels

Supports Header/Info splitting

Operates from 12.5 MHz to 25 MHz synchronously with
the host system

Efficient data structures

Programmable Big or Little Endian alignment
Full duplex data path allows transmission to self
Confirmation status batching services

Receive frame filtering services

e o o o
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2.0 Architectural Description

The BMAC device receivers, transmits, and strips or repeats
Protocol Data Units (PDUs, i.e., Tokens and Frames) and
handles the token management functions required by the
timed token protocol in accordance with the FDDI MAC
Standard.

The BMAC device is comprised of the Ring Engine (RE) and
interfaces to the Control Bus (Control Interface), the
PLAYER device (PHY Interface) and a System Interface
such as the BSI device (MAC Interface) as shown in
Figure 2-1.

On transmission, the system interface prepares one or more
frames for transmission and requests a service opportunity.
Based on the requested service class and requested token
type, the Ring Engine waits for a token meeting the request-
ed criteria. When a token is captured, the Ring Engine sig-
nals the interface and soon thereafter transmission begins.
After traversing the ring, frames are stripped based on the

Source Address. Frames with a Source Address matching
one of the station individual addresses are stripped by the
Ring Engine. Status is available at the MAC interface for
every transmitted frame.

For reception, the Ring Engine sequences through the in-
coming byte stream, comparing received destination ad-
dresses against the station’s short or long address. The re-
sults of these comparisons are made available at the MAC
interface. The System Interface then decides how to handle
the frame. In the normal case, a frame with a Destination
Address matching one of the station addresses is copied
and passed to the system.

The BMAC device utilizes a full duplex, byte-wide (symbol
pair) architecture. There are two bytes of delay in the Trans-
mit path, three bytes of delay in Receive and Repeat paths,
and two bytes of delay in the Loopback path.

To HOST SYSTEM

Transmit
i I I R
MA_INDICATE PARITY Signals Hanglshakle

gnals

MAC INTERFACE

RING ENGINE

3OVAYILNI SNE TO¥LNOD
SNE 04INOD o)

PHY INTERFACE

PH_INDICATE (7:0)
PH_INDICATE CONTROL
PH_INDICATE PARITY

PH_REQUEST (7:0)
PH_REQUEST CONTROL
PH_REQUEST PARITY

To PLAYER DEVICE

TL/F/10387-2

FIGURE 2-1. BMAC Device Interfaces
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2.0 Architectural Description (continued)

2.1 RING ENGINE ,

The BMAC device is operated by the Ring Engine which is
comprised of four blocks: Receiver, Transmitter, MAC Pa-
rameter RAM, and Counters/Timers as shown in Figure 2-2.

2.1.1 Receiver

The Receiver Block accepts data from the PLAYER device

in the byte stream format (PH__Indicate).

Upon ‘receiving the data, the Flece_iver Block performs the

following functions:

e Determines the beginning and ending of a Protocol Data
Unit (PDU) . .

e Decodes the Frame Control field to determine the PDU
type (frame or token)

® Compares the received Destination and Source Address-
es with the internal addresses

® Processes data within the frame

e Calculates and checks the Frame Check Sequence at
the end of the frame

e Checks the Frame Status field
And finally, the Receiver Block presents the data to the

MAC Interface along with the appropriate control signals
(MA__Indicate).

2.1.2 Transmitter

The Transmitter Block inserts frames from this station into
the ring in accordance with the FDDI Timed Token MAC
protocol. It also repeats frames from other stations in the
ring. The Transmitter block multiplexes data from the MA__
Request Interface and data from the Receiver Block. During
Frame Transmission, data from the Request Interface is se-

lected. During Frame Repeating, data from the Receiver
Block is selected. i

During Frame Transmission, the '_I'féhsmitter Block performs
the following functions:

¢ Captures a token to gain the right to transmit

® Transmits one or more frames |

e Generates the Frame Check Sequence during transmis-
sion and appends it at the end of the frame

* Generates the Frame Status field that is transmitted at
the end of the frame ’

o Issues the token at the end of frame transmission'

During Frame Repeating, the Transmitter Block performs

the following functions: .

® Repeats the received frame and modifies the Frame
Status field at the end of the frame as specified by the
standard

Whether transmitting or repeating frames, the Transmitter

Block also performs the following functions:

® Strips the frame(s) that are transmitted by this station

e Generates Idle symbols between frames

Data is presented from the Transmitter Block to the

PLAYER device in the byte stream format (PH_Request).

2.1.3 MAC Parameter RAM

The MAC Parameter RAM block is a dual port RAM that
contains MAC parameters such as the station’s short and
long addresses. These parameters are initiallzed via the
Control Interface. Both the Receiver and Transmitter Blocks
may access the RAM.

To MAC INTERFACE

PH_Indicate

- Transmit &4 MA_Request
MA_Indicate Flags &  Parameters & A-Reque l s
Control o al Handshake Signals =]
Signals < Internal Control Bus g > e
A 3 =
o
-
. 2
| Rogisters @ >
z
5
5
Parameter ™
> RAM -
L ]
1 Count )/
Timers Fes 1S
_~ Generator X
Repeat Path

PH_Request @

To PHY INTERFACE

TL/F/10387-4
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2.0 Architectural Description (continued)

The Receiver uses these parameters to compare addresses
in incoming frames with its addresses stored in the Parame-
ter RAM.

The Transmitter uses the Parameter RAM for generating the
Source Address for all frames (except when Source Ad-
dress Transparency is enabled) and for the Destination Ad-
dress and Information fields in Claim and Beacon frames.

The MAC Parameter RAM block is described in greater de-
tails in Section 6.5.

2.1.4 Counter/Timer

The Counter/Timer block maintains all of the Counters and
Timers required by the Standard.

Events which occur too rapidly for software to count, such
as the various Frame Counts, are included in the Event
Counters. The size of the wrap around counters has been
chosen to require minimal software intervention even under
marginal operating conditions. Most of the Counters incre-
ment in response to events detected by the Receiver. The
Counters are readable via the Control Interface.

The Token Rotation and Token Holding Timers which are
used to implement the Timed Token Protocol are contained
within the Timer Block.

The Counters and Timers are described in detail in Sections
6.6 and 6.7.

2.2 INTERFACES

2.2.1 PHY Interface

The PHY Intreface is a synchronous interface that provides
an encoded byte stream to the PLAYER device (the PHY
Request byte stream), and receives an encoded byte
stream from the PLAYER device (the PHY Indication byte
stream).

The BMAC device connects to one or two PLAYER devices
via the PH__Indicate and PH__Request Interfaces.

Data is transferred from the PLAYER device to the Ring
Engine via the PH__Indicate Interface. Data is transferred
from the Ring Engine to the PLAYER device via the PH__
Request Interface.

The 10-bit byte transferred in both directions across the
PH__Indicate and PH__Request interfaces consists of one
parity bit (Odd parity), one Control bit, and 8 bits of data.
The Control Bit determines if the 8 data bits are a data
symbol pair or a control symbol pair.

2.2.2 MAC Interface

The MAC Interface provides the required information and
handshakes to allow a system interface (such as the
DP83265 BSI) to exploit the capabilities of the Ring Engine.

The MAC Interface is synchronous and is divided into sepa-
rate MAC Request and MAC Indication interfaces.

Data is transferred from the system interface to the Ring
Engine via the MAC Request Interface. The MA__Request
Interface consists of a parity bit (Odd parity) and byte-wide
data along with the transmit parameters and handshake sig-
nals. The MAC Request Interface utilizes a handshake that
separates token capture from data transmisson. A captured
token may be held until it is no longer usable. Void frames
are automatically generated to allow data interface logic as
much time as it needs to prepare a transmission.

Data is transferred from the Ring Engine to the system inter-
face via the MAC Indication Interface. The MA__Indicate
Interface consists of a parity bit (Odd parity) and byte-wide
data along with Addressing Flags and Frame Sequencing
signals. The Addressing Flags give the result of the address
comparisons performed by the Ring Engine. These are used
to decide whether to continue to copy or to reject frames.
The MAC Indication Interface also accepts inputs to deter-
mine how to set the control indicators and increment the
statistical counters based on external address comparison
logic and frame copying logic. Frames may also be stripped
based on external comparisons.

2.2.3 Control Bus Interface

The Control Interface implements the interface to the Con-
trol Bus by which to initialize, monitor and diagnose the op-
eration of the BMAC device. The Control Interface is an
8-bit asynchronous interface in order to minimize pinout and
layout. All information that must be synchronized with the
data stream crosses the MAC Interface.

The Control bus is separated completely from the MAC and
PHY Interfaces in order to allow independent operation of
the processor on the Control Bus. The Control Interface
provides the synchronization between the Control Bus and
the Ring Engine.

3.0 Feature Overview

The BMAC device implements the standard FDDI MAC pro-
tocol. It also provides additional addressing, bridging, and
service class functions to allow maximal flexibility in design-
ing an FDDI station.

The BMAC device offers extensive diagnostic features in-
cluding a number of diagnostic counters, a dedicated inter-
face for control and configuration, and a capability to per-
form Self Testing. Furthermore, the BMAC device allows the
tuning of certain parameters to increase the performance of
the network.
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3.0 Feature Overview (Continued)

3.1 FDDI MAC SUPPORT

The BMAC device implements the Standard ANSI X3T9.5
FDDI MAC protocol for transmitting, receiving, repeating
and stripping frames. Many of the capabilities defined in
MAC-2 are included in the BMAC device such as bridging
end station support for setting the control indicators, and
the statistic counters. The BMAC device provides all of the
information necessary to implement the service primitives
defined in the standard.

The BMAC device also implements many of the permitted
extensions to the FDDI-MAC standard as captured in the
FDDI MAC-2 document. These include the extensions for
MAC level bridging, Group Addressing support that can be
used for SMT, reporting of additional events to aid the ring
management processes and enhanced versions of the state
machines.

3.2 MAC ADDRESSING SUPPORT

Both long (48-bit) and short (16-bit) addressing are support-
ed simultaneously, for both Individual and Group addresses.
Up to 128 contiguous programmable group addresses and
up to 15 Fixed Group Addresses plus the universal/broad-
cast address are recognized. Limited operation with null ad-
dresses is supported. An interface to external address
matching logic is provided to augment the ng Engine’s
addressing capabilities.

3.3 MAC BRIDGING SUPPORT

Several features are provided to aid in Bridging applications.
On the receive side, external address matching logic can be
used to examine the PH__Indicate byte stream to decide
whether to copy a frame, how to set the control indicators
and how to increment the counters.

On the transmit side, transparency options are provided on
the Source Address, the most significant bit of the Source
Address, and the FCS.

In addition, support for an alternate Void stripping mecha-
nism provides maximal flexibility in the generation of frames.

3.4 MAC SERVICE CLASS SUPPORT

All of the FDDI MAC service classes are supported by the
BMAC device. These include the Synchronous, Asynchro-
nous, Restricted Asynchronous, and Immediate service
classes. }

For Synchronous transmission, one or more frames are
transmitted in accordance with the station’s synchronous
bandwidth allocation.

For Asynchronous transmission, one programmable asyn-
chronous priority threshold is supported in addition to the
threshold at the Negotiated Target Token Rotation time.
For Restricted Asynchronous transmission, support is pro-
vided to begin, continue and end restricted dialogues.

For Immediate transmissions, support is provided to send
frames from either the Data, Beacon or Claim states and
either ignore or respond to the received byte stream. After
an immediate transmission a token may optionally be is-
sued.

3.5 DIAGNOSTIC COUNTERS

The BMAC device includes a number of diagnostic counters
that monitor ring and station performance.

These counters allow measurement of the following:

e Number of frames transmitted and received by the sta-
tion

e Number of frames copied as well as frames not copied
because of insufficient buffering

® Frame error rate of an incoming physical connection to
the MAC

® Load on the ring based on the number of tokens re-
ceived and the ring latency

® Ring latency

® Lost frames

The size of these counters has been selected to keep the

frequency of overflow small, even under.worst case operat-

ing conditions.

3.6 MANAGEMENT SERVICES

The BMAC device provides management services to the
Host System via the Control Bus Interface. This interface
allows access to internal registers to control and configure
the BMAC device.

3.7 RING PARAMETER TUNING

The BMAC device includes settable parameters to allow
tuning of the network to increase performance over a large
range of network sizes.

The BMAC device supports systems of two stations with
little cable between them to ring configurations much larger
than the 1000 physical attachments and/or 200 km dis-
tance that are specified as the default values in the stan-
dard.

The BMAC device also handles frames larger than the 4500
byte default maximum frame size as specified in the Stan-
dard.

3.8 MULTI-FRAME STREAMING INTERFACE

The BMAC device provides an interface to support a multi-
frame streaming interface. Multiple frames can be transmit-
ted after a token is captured within the limits of the token
timer thresholds.

3.9 GENERATES BEACON, CLAIM,

AND VOID FRAMES INTERNALLY

For purposes of transient token and ring recovery, no proc-
essor intervention is required. The BMAC device automati-
cally generates the appropriate MAC frames.

3.10 SELF TESTING

Because the BMAC device is full duplex, loopback testing is
possible before entering the ring and during normal ring op-
eration.

There are several posible loopback paths:
e internal to the BMAC device

e through the PLAYER device(s) using the PLAYER device
configuration switch

¢ through the CRD device.
These paths allow error isolation down to the device level.
The BMAC device also supports through parity.
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4.0 FDDI MAC Facilities

4.1 SYMBOL SET

The Ring Engine recognizes and generates a set of sym-
bols. These symbols are used to convey Line States (such
as the Idle Line State), Control Sequences (such as the
Starting and Ending Delimiters) and Data.

Additional information regarding the symbol set can be
found in the FDDI PHY Standard.

The Ring Engine expects that the Starting Delimiter will al-
ways be conveyed on an even symbol pair boundary. Fol-
lowing the starting delimiter, data symbols should always
come in matched pairs. Similarly the Ending Delimiter
should always come in one or more matched symbol pairs.
The symbol pairs conveyed at the PHY Interface are shown
in Table 4-1.

4.2 PROTOCOL DATA UNITS

The Ring Engine recognizes and generates two types of
Protocol Data Units (PDUs): Tokens and Frames.

The Token is used to control access to the ring. Only the
station that has captured the token has the right to transmit
new information. The format of a token is shown in Figure
4-1.

SFS EFS
PA | SD | FC | ED

FIGURE 4-1. Token Format

Frames are used to pass information between stations. The
format of a frame is shown in Figure 4-2 with the field defini-
tions in Table 4-2.

SFS Protected by PCS EFS
pa|so|Fc|palsa|inFo|Fos|ep]|rs
FIGURE 4-2. Frame Format
TABLE 4-1. Symbol Pair Sét
Type Symbols

Starting Delimiter JK

Ending Delimiter TTorTRorTSornT

Frame Status RR or RS or SR or SS

Idle llornl

Data Pair nn

Note : n represents any data symbol (0-F).

Symbol pairs others than the defined symbols are treated as code violations.
Section 7.2 has additional information on the symbol pairs generated and interpreted by the Ring Engine.

TABLE 4-2. PDU Fields

Name Description Size
SFS Start of Frame Sequence
PA Preamble 8 or More Idle Symbol Pairs
SD Starting Delimiter JK Symbol Pair
FC Frame Control Field 1 Data Symbol Pair
DA Destination Address 20r6 Symbdl Pairs
SA Source Address 2 or 6 Symbol Pairs
INFO Information Field
FCS Frame Check Sequence 4 Symbol Pairs
EFS End of Frame Sequence
ED Ending Delimiter At Least 1T Symbol for Frames;
At Least 2T Symbols for Tokens
FS Frame Status 3 or More R or S Symbols

2-137

L9zesdd




DP83261

4.0 FDDI MAC Facilities (continued)
4.2.1 PDU Fields o

Start of Frame Sequence

The Start of Frame Sequence (SFS) consists of the Pream-
ble (PA) followed by the Starting Delimiter (SD).

The Preamble is.a sequence of zero or more Idle symbols
that is used to separate the PDUs. The Ring Engine Receiv-
er can process and repeat a frame or token with no pream-
ble. The Ring Engine Transmitter generates frames with at
least 8 bytes of preamble. The Ring Engine Transmitter also
guarantees that valid FDDI frames will never be transmitted
with more than 40 bytes of preamble.

The Starting Delimiter is used to indicate the start of a new
PDU. The Starting Delimiter is the JK symbol pair.

The Ring Engine expects the Starting Delimiter to be con-
veyed across the PH__Indication Interface as a single byte.
Similarly, the Ring Engine only generates Starting Delimiters
aligned to the byte boundary. N

Frame Control

The Frame Control (FC) field is used to discriminate PDUs.
For tokens, the FC field identifies Restricted and Non-re-
stricted tokens. For frames, the FC field identifies the frame
types and format and how the frame is to be processed.

The one byte FC field is formatted as shown in Figure 4-3.

BNREERER
FIGURE 4-3. Frame Control Field
The C (Class) bit specifies the MAC Service Class as Asyn-
chronous (C = 0) or Synchronous (C = 1).
The L (Length) bit specifies the length of the MAC Address
as Short (L = 0) or Long (L = 1). A Short Address is a 16-
bit address. A Long Address is a 48-bit address.

The FF (Format) bits specify the PDU types as shown in ‘

Table 4-3.

The r (Reserved) bit is currently not specified and should
always be transmitted as Zero (Exception: SMT NSA
Frames).

The ZZZ (Control) bits are used in conjunction with the C
and FF bits to specify the type of PDUs. These bits may be
used to affect protocol processing criteria such as the Priori-
ty, Protocol Class, Status Handling, etc.

TABLE 4-3. Frame Control Format Bits

FC.FF PDU Types
0 0 SMT/MAC
0 1 LLC
1 0 Reserved for Implementer
1 1 Reserved for Future Standardization

When the Frame Control Format bits (FC.FF) indicate a
SMT or MAC PDU, the frame type is identified as shown in
Table 4-4. ’

TABLE 4-4. MAC/SMT Frames Types

CLFF rZZZ PDU Type
1000 0000 Non-Restricted Token
1100 0000 Restricted Token
0L0O 0000 Void Frame
0L00 0001 to SMT Frame -
1110
0LOO 1111 SMT Next Station
Addressing Frame
1L00 '0001 Other MAC Frame
1L00 0010 MAC Beacon Frame
1L00 0011 MAC Claim Frame
1L00 0100 to Other MAC Frame
1111
Destination Address

The Destination Address (DA) field is used to specify the
station(s) that should receive and process the frame.

The DA can be an Individual or Group address. This is de-
termined by the Most Significant Bit of the DA (DA.IG).
When DA.IG is 0 the DA is an Individual Address, when
DA.IG is 1 the DA is a Group Address. The Broadcast/Uni-
versal address is a Group Address.

The DA field can be a Long or Short Address. This is deter-
mined by the L bit in the FC field (FC.L). If FC.L is 1, the DA
is a 48-bit Long Address. If FC.L is 0, the DA is a 16-bit
Short Address.

The Ring Engine maintains both a 16-bit Individual Address,
My Short Address (MSA) and a 48-bit Individual Address,
My Long Address (MLA).

On the receive side, if DA.IG is 0 the incoming DA is com-
pared with MLA (if FC.L = 1) or MSA (if FC.L = 0). If the
received DA matches MLA or MSA the frame is intended for
this station and the address recognized flag (A_Flag) is set.
If DA.IG is 1, the DA is a Group Address and is compared
with the set of Group Addresses recognized by the Ring
Engine. If a match occurs the address recognized flag
(A_Flag) is set. The A_Flag is used by system inter-
face logic as part of the criteria (with FC.L, DA.IG and
M__Flag) to determine whether or not to copy the frame. If
the A__flag is set, the system interface will normally attempt
to copy the frame. -

On the transmit side, the DA is provided by the system inter-
face logic as part of the data stream. The length of the
address to be transmitted is determined by the L bit of the

'FC field. (The FC field is also passed in the data stream.)

The Destination Address can be an Individual, Group, or
Broadcast Address.
Source Address

The Source Address (SA) field is used to specify the ad-
dress of the station that originally transmitted the frame.
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The Source Address has the same length as the Destination
Address (i.e., if the DA is a 16-bit Address, the SA is a 16-bit
Address; if the DA is a 48-bit Address, the SA is a 48-bit
Address).

On the receive side, the incoming SA is compared with ei-
ther MSA or MLA. If a match occurs between the incoming
SA and this station’s MLA or MSA, the M__Flag is set. This
flag is used to indicate that the frame is recognized as hav-
ing been transmitted by this station and is stripped. The
most significant bit of the SA (SA.IG) is not evaluated in the
comparison.

On the transmit side, the station's individual address is
transmitted as the SA. Since the SA field is normally used
for stripping frames from the ring, the SA stored by the Ring
Engine normally replaces the SA from the data stream. The
length of the address to be transmitted is determined by the
L bit of the FC field. (The FC field is passed in the data
stream.) The most significant bit of the SA (SA.IG) is nor-
mally transmitted as 0, independent of the value passed
through the data stream.

As a transmission option, the SA may also be transmitted
transparently from the data stream. When the SA Transpar-
ency option is used, an alternate stripping mechanism is
necessary to remove these frames from the ring. (The Ring
Engine provides a Void Stripping Option. See Section
7.4.2.4 for futher information.)

As a separate and independent transmission option, the
MSB of the SA may also be transmitted transparently from
the data stream. This is useful for end stations participating
in the Source Routing protocol.

Information

The Information field (Info) contains the Service Data Unit
(SDU). A SDU is the unit of data transfer between peer us-
ers of the MAC data service (SMT, LLC, etc). There is no
INFO field in a Token.

The INFO field contains zero or more bytes.

On the receive side, the INFO field is checked to ensure
that it has at least the minimum length for the frame type
and contains an even number of symbols, as required by the
Standard.

The first 4 bytes of the INFO field of MAC frames (e.g., MAC
Beacon or MAC Claim) are stored in an internal register and
compared against the INFO field of the next MAC frame. If
the data of the two frames match, the Samelnfo signal is
generated. This signal may be used to copy MAC frames
only when new information is present.

On the transmit side, the Ring Engine does not limit the
maximum size of the INFO field, but it does insure that
frames are transmitted with a valid DA and SA.

Frame Check Sequence

The Frame Check Sequence (FCS) is a 32-bit Cyclic Redun-
dancy Check that is used to check for data corruption in
frames. There is no FCS field in a Token.

On the receive side, the Ring Engine checks the FCS to
determine whether the frame is valid or corrupted.

On the transmit side, the FCS field is appended to the end
of the INFO field. As a transmission option, appending the
FCS to the frame can be inhibited (FCS Transparency).

End of Frame Sequence

The End of Frame Sequence (EFS) always begins with a T
symbol and should always contain an even number of sym-
bols. For Tokens an additional T symbol is added. For
frames the Ending Delimiter (ED) is followed by one or more
Frame Status Indicators (FS).

The Frame Status (FS) field is used to indicate the status of
the frame. The FS field consists of three Indicators: Error
Detected (E), Address Recognized (A), and Frame Copied
(C). These Indicators are created and modified as specified
in the Standard.

For frames transmitted by the Ring Engine, the E, A and C
Indicators are appended to all frames and are transmitted
as R symbols. No provisions are made to generate addition-
al trailing control indicators.

For frames repeated by the Ring Engine, the E, A and C
Indicators are handled as specified in the Standard. Addi-
tional trailing control indicators are repeated unmodified
provided they are properly aligned. See Section 5.5 for de-
tails on Frame Status Processing.

4.2.2 Token Formats

The Ring Engine supports non-restricted and restricted To-
kens. See Figures 4-4 and 4-5.

SFS FC EFS
SD 80 ED
FIGURE 4-4. Non-Restricted Token Format
SFS FC ED
SD Cco ED
FIGURE 4-5. Restricted Token Format

Non-Restricted

A non-restricted token is used for synchronous and non-re-
stricted asynchronous transmissions.

Each time the non-restricted token arrives, a station is per-
mitted to transmit one or more frames in accordance with its
synchronous bandwidth allocation regardless of the status
of the token (late or early).

Asynchronous transmissions occur only if the token is early
(usable token) and the Token Holding Timer has not
reached the selected threshold.

Restricted

A restricted token is used for synchronous and restricted
asynchronous transmissions only.

A station which initiates the restricted dialogue captures a
non-restricted token and releases a restricted token. Sta-
tions that participate in the restricted dialogue are allowed
to capture the restricted token. A station ends the restricted
dialogue by capturing the restricted token and releasing a
non-restricted token.

4.2.3 Frame Formats

The Ring Engine supports all of the frame formats permitted
by the FDDI standard. All frame types may be created exter-
nal to the BMAC device and be passed through the MAC
Request Interface to the Ring. The BMAC device also has
the ability to generate Void, Beacon and Claim frames inter-
nally.
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4.0 FDDI MAC Facilities (continued)

Frames Generated Externally

The Ring Engine transmits frames passed to it from the Sys-
tem Interface. The data portion of the frame is created by
the System Interface. This begins with the FC field and ends
with the last byte of the INFO field. The FC field is passed
transparently to the ring. The length bit in the FC field is
used to determine the length of the transmitted addresses.
The data is passed as a byte stream across the MAC Re-
quest Interface as shown in Table 4-5.

Before the frame is transmitted, the Ring Engine inserts the
Start of Frame Sequence with at least 8 bytes of Preamble
but no more than 40 bytes of Preamble. The starting delimi-
ter is transmitted as a JK symbol pair. The Source Address
is normally transmitted by the Ring Engine since it uses the
Source Address to strip the frame from the ring. This can be
overridden by using the Source Address transparency capa-
bility. Similarly, the Frame Check Sequence (4 bytes) is nor-
mally transmitted by the Ring Engine. This can be overrid-
den with the FCS transparency capability. With FCS trans-
parency, the FCS is transmitted from the data stream. The
End of Frame Sequence is always transmitted by the Ring
Engine as TR RR.

Frames transmitted by the Ring Engine must have a valid
DA and SA field. If the end of a frame is reached before a
valid length is transmitted, the frame will be aborted and a
Void frame will be transmitted.

TABLE 4-5. Frame Formats

Frames Generated by the Ring Engine

The Ring Engine generates and. detects several frames in
order to attain and maintain an operational ring.

Void Frames

Void frames are used during normal operation. The Ring

Engine generates two types of void frames: regular Void

frames and My__Void frames. See Table 4-6.

If short addressing is enabled, Void frames with the short

address are transmitted, otherwise Void frames with the

long address are transmitted.

Void frames are transmitted in order to reset the Valid

Transmission timers (TVX) in other stations in order to elimi-

nate an unnecessary entry to the Claim state. Stations are

not required to copy Void frames. Void frames are transmit-

ted by the Ring Engine in two situations:

1. While holding a token when no data is ready to be trans-
mitted.

2. After a frame transmission is aborted.

My__Void frames are transmitted by the Ring Engine in

three situations:

1. After a request to measure the Ring Latency has been:
made when the next early token is captured.

2. After this station wins the Claim Process before the token
is issued.

3. After a frame has been transmitted with the STRIP option
before the token for that service opportunity is issued.

Field Size MA_Request | PH_Request Void frames are also detected by the Ring Engine. A Void
PA >8: <40 \dle Pairs frame with a Source Address other than MSA or MLA is
’ considered an Other__Void frame.
SD 1 JK .
Claim Frames
FC 1 FC FGC Claim frames are generated continuously with minimum pre-
DA 20r6 DA DA amble while the Ring Engine is in the Transmit Claim state.
The format of Claim frames generated by the Ring Engine is
SA 20r6 SA MSA'&LA' shown in Table 4-7. When long addressing is enabled,
or frames with the long address are transmitted, otherwise
INFO >0 INFO INFO frames with the short address are transmitted.
; The Ring Engine detects reception of valid Claim frames. A
FCS | 4it Present FCS FCS comparison is performed between the (first) four bytes of
ED 1 TR the received INFO field and TREQ in order to distinguish
ES 1 RR Higher__Claim, Lower__Claim, and My__Claim. Details are
given in Appendix A.
TABLE 4-6. Void Frames
Type Enable Size SFS FC DA SA FCS EFS
Void ESA Short PA sD 40 Null MSA FCS TRRR
Void Not ESA Long PA SD '00 Null MLA FCS TRRR
My__Void ESA Short PA SD 40 MSA MSA FCS TRRR
My.__Void Not ESA Long PA SD 00 MLA MLA FCS TRRR
TABLE 4-7. Claim Frames
Type Enable Size SFS FC DA SA INFO FCS EFS
My__Claim Not ELA Short PA sD 83 MSA MSA TREQ FCS TRRR
My__Claim ELA Long PA SD C3 MLA MLA TREQ FCS TRRR
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Beacon Frames

Beacon frames are transmitted continuously with minimum
preamble when the Ring Engine is in the Transmit Beacon
state. The format of Beacon frames generated by the Ring
Engine is shown in Table 4-8. When long addressing is en-
abled, frames with the long address are transmitted, other-
wise frames with the short address are transmitted.

When the Transmit Beacon State is entered from the Trans-
mit Claim State the first byte of the 4 byte TBT Field is
transmitted as Zero.

Beacon frames that require alternative formats such as Di-
rected Beacons must be generated externally.

The Ring Engine detects reception of valid Beacon frames
and distinguishes between Beacon frames transmitted by
this MAC (My_Beacon) and Beacon frames transmitted by
other stations (Other__Beacon). Details are given in Appen-
dix A.

4.3 FRAME COUNTS

To aid in fault isolation and to enhance the management
capabilities of a ring, the Ring Engine maintains several
frame counts. The Error and Isolated frame counts incre-
ment when a frame is received with one or more errors that
were previously undetected. The Ring Engine then corrects
the error such that a downstream station will not increment
its count.

The size of the counters has been chosen such that minimal
software intervention is required, even under marginal oper-
ating conditions.

The following counts are maintained by the Ring Engine:

FRCT Frame Received
EICT Error Isolated

LFCT Lost Frame

FCCT Frames Copied
FNCT Frames Not Copied
FTCT Frames Transmitted

4.3.1 Frame Received Count

The Frame Received Count (FRCT) is specified in the FDDI
MAC Standard, and is the count of all complete frames re-
ceived. This count includes frames stripped by this station.

4.3.2 Error Isolated Count

The Error Isolated Count (EICT) is specified in the FDDI

MAC Standard, and is the count of error frames detected by

this station and no previous station. It increments when:

1. An FCS error is detected and the received Error Indicator
(Er) is not equal to S.

2. A frame of invalid length (i.e., off boundary T) is received
and Er is not equal to S.

3.ErisnotRorS.

4.3.3 Lost Frame Count

The Lost Frame Count (LFCT) is specified in the FDDI MAC
Standard, and is the count of all instances where a format
error is detected in a frame or token such that the credibility
of PDU reception is placed in doubt. The Lost Frame Count
is incremented when any symbol other than data or Idle
symbols are received between the Starting and Ending Del-
imiters of a PDU (this includes parity errors).

4.3.4 Frame Copled Count

The Frames Copied Count (FCCT) is specified in the FDDI
MAC-2 Standard, and is the count of the number of frames
copied by this station. The count is incremented when an
internal or external match occurs (when Option.EMIND is
enabled) on the Destination Address, no errors were detect-
ed in the frame and the frame was successfully copied
(VCOPY = 1). This can be used to accumulate station per-
formance statistics. Frames copied promiscuously, MAC
frames, Void frames and NSA frames received with the A
indicator set are not included in this count.

4.3.5 Frames Not Copied Count

The Frames Not Copied Count (FNCT) is specified in the
FDDI MAC-2 Standard, and is the count of frames intended
for this station that were not successfully copied by this
station. The count is incremented when an internal or exter-
nal (when Option.EMIND is enabled) Destination Address
match occurs, no errors were detected in the frame, and the
frame was not successfully copied (VCOPY = 0). This
count is an indication of insufficient buffering or frame pro-
cessing capability for frames addressed to the station. MAC
frames, Void frames and NSA frames received with the A
indicator set are not included in this count.

4.3.6 Frames Transmitted Count

The Frames Transmitted Count (FTCT) is specified in the
FDDI MAC-2 Standard, and is incremented every time a
complete frame is transmitted from the MAC Request Inter-
face. The count is provided as an aid to accumulate station
performance statistics. Void and MAC frames generated by
the Ring Engine are not included in the count.

4.4 TIMERS

4.4.1 Token Rotation Timer

The Token Rotation Timer (TRT) times token rotations from
arrival to arrival. TRT is used to control ring scheduling dur-
ing normal operation and to detect and recover from serious
ring error situations.

TRT is loaded with the maximum token rotation time, TMAX,
when the ring is not operational. TRT is loaded with the
negotiated Target Token Rotation Time, TNEG, when the
ring is operational.

TABLE 4-8. Beacon Frames

Type Enable Size SFS FC DA SA INFO FCS EFS
My._Beacon Not ELA Short PA SD 82 Null MSA TBT FCS TRRR
My__Beacon ELA Long ' PA SD c2 Null MLA TBT FCS TRRR
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4.0 FDDI MAC Facilities (continued)

4.4.2 Token Holding Timer

The Token Holding timer (THT) is used to limit the amount
of ring bandwidth used by a station for asynchronous traffic
once the token is captured. THT is used to determine if the
captured token is (still) usable for asynchronous transmis-
sion. A token is usable for asynchronous traffic if THT has
not reached the selected threshold. Two asynchronous
thresholds are supported; one that is fixed at the Negotiated
Target Token Rotation Time (TNEG), and one that is pro-
grammable at one of 16 Asynchronous Priority Thresholds.
Requests to transmit frames at one of the priority thresholds
are serviced when the Token Holding Timer (THT) has not
reached the selected threshold.

4.4.3 Late Count

The Late Count (LTCT) is implemented differently than sug-
gested by the Standard, but provides similar information.
The function of the Late Count is divided beween the Late__
Flag that is equivalent to the standard Late Count with a
non-zero value and a separate counter. Late Flag is main-
tained by the Ring Engine to indicate if it is possible to send
asynchronous traffic. When the ring is operational, Late
Count indicates the time it took the ring to recover the last
time the ring went non-operational. When the ring is non-op-
erational, Late Count indicates the time it has taken (so far)
to recover the ring.

The Late Count is incremented every time TRT expires
while the ring is non-operational and Late__Flag is set (once
every TMAX).

The Late Count is provided to assist Station Management,
SMT, in the isolation of serious ring errors. In many situa-
tions the ring will recover very quickly and late count will be
of marginal utility. However in the case of serious ring er-
rors, it is helpful for SMT to know how long it has been since
the ring went non-operational (with TMAX resolution) in or-
der to determine if it is necessary to invoke recovery proce-
dures. When the ring goes no operational there is no way to
know how long it will stay non-operational, therefore a timer
is necessary. If the Late Count were not provided, SMT
would be forced to start a timer every time the ring goes
non-operational even though it may seldom be used. By us-
ing the provided Late Count, an SMT implementation may
be able to alleviate this additional overhead.

4.4.4 Valid Transmission Timer

The Valid Transmission Timer (TVX) is reset every time a
valid PDU is received. TVX is used to increase the respon-
siveness of the ring to errors. Expiration of the TVX indi-
cates that no PDU has been received within the timeout
period and causes the Transmitter to invoke the recovery
Claim Process.

4.4.5 Token Received Count

The Token Received Count (TKCT) is incremented every
time a valid token arrives. The Token Count can be used
with the Ring Latency Count to calculate the average net-
work load over a period of time. The frequency of token
arrival is inversely related to the network load.

4.4.6 Ring Latency Count

The Ring Laiency Count (RLCT) is a measurement of time
for PDUs to propagate around the ring. This counter con-
tains the last measured ring latency whenever the Ring La-
tency Valid bit of the Token Event Register (TELR.RLVLD)
is one.

The Latency Counter increments every 16 byte times
(1.28 us) and is used to measure ring latencies up to
1.3421772 seconds directly with an accuracy of 1.2 us. No
overflow or increment event is provided with this counter.

4.5 RING SCHEDULING

FDDI uses a timed token protocol to schedule the use of the
ring. The protocol measures load on the network by timing
the rotation of the token. The longer the token rotation time
the greater the instantaneous load on the network. By limit-
ing the transmission of data when the token rotation time
exceeds a target rotation time, a maximum average token
rotation time is realized. The protocol is used to provide
different classes of service.

Multiple classes of service can be accommodated by setting
different target token rotation times for each class of serv-
ice.

The Ring Engine supports Synchronous, Non-Restricted
Asynchronous, Restricted Asynchronous, and Immediate
service classes. The Immediate service class is supported
when the ring is non-operational; the other classes are sup-
ported when the ring is operational.

4.5.1 Synchronous Service Class

The Synchronous service class may be used to guarantee a
maximum response time (2 times TTRT), minimum band-
width, or both.

Each time the token arrives, a station is permitted to trans-
mit one or more frames in accordance with its synchronous
bandwidth allocation regardless of the status of the token
(late or early; Restricted or-Non-Restricted).

Since the Ring Engine does not provide a mechanism for
monitoring a station’s synchronous bandwidth utilization,
the user must insure that no synchronous request requires
more than the allocated bandwidth.

To help ensure that synchronous bandwidth is properly allo-
cated after ring configuration, synchronous requests are not
serviced after a Beacon frame is received. After a major
reconfiguration has occurred, management software must
intervene to verify or modify the current synchronous band-
width allocation.

4.5.2 Non-Restricted Asynchronous Service Class

The Non-Restricted Asynchronous service class is typically
used with interactive and background traffic. Non-restricted
Asynchronous requests are serviced only if the token is ear-
ly and the Token Holding Timer has not reached the select-
ed threshold.

Asynchronous service is available at two priority thresholds,
the Negotiated Target Token Rotation Time plus one pro-
grammable threshold. Management software may use the
priority thresholds to discriminate additional classes of traf-
fic based on current loading characteristics of the ring. The
priority thresholds may be determined using the current
TTRT and the Ring Latency. In this case, application soft-
ware is only concerned with the priority level of a request.
As an option, Asynchronous Requests may be serviced with
THT disabled. This is useful when it is necessary to guaran-
tee that a multi-frame request will be serviced on a single
tokens, this capability should be used with caution, and
should only be allowed when absolutely necessary.
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4.5.3 Restricted Asynchronous Service Class

The Restricted Asynchronous service class is useful for
large transfers requiring all of the available Asynchronous
bandwidth. The Restricted Token service is useful for large
transfers requiring all of the available (remaining) asynchro-
nous bandwidth.

The Restricted Token service may also be used for opera-
tions requiring instantaneous allocation of the remaining
synchronous bandwidth when Restricted Requests are
serviced with THT disabled. This is useful when it is neces-
sary to guarantee atomicity, i.e., that a multi-frame request
will be serviced on a single token opportunity.

A Restricted dialogue consists of three phases:
. Initiation of a Restricted dialogue:
o Capture a Non-Restricted Token

° Transmit zero or more frames to establish a Restricted
dialogue with other stations

o Issue a Restricted Token to allow other stations in the
dialogue to transmit frames

2. Continuation of a Restricted dialogue:
o Capture a Restricted Token
° Transmit zero or more frames to continue the Restrict-
ed dialogue
o |ssue a Restricted Token to allow other stations in the
dialogue to transmit frames

. Termination of a Restricted dialogue:
o Capture a Restricted Token
° Transmit zero or more frames to continue the Restrict-
ed dialogue
o Issue a Non-restricted Token to return to the Non-re-
stricted service class

Initiation of a Restricted dialogue will prevent all Non-re-
stricted Asynchronous traffic throughout the ring for the du-
ration of the dialogue, but will not affect Synchronous traffic.

To ensure that the Restricted traffic is operating properly, it
is possible to monitor the use of Restricted Tokens on the
ring. When a Restricted Token is received, the event is
latched and under program control may generate an inter-
rupt. In addition, a request to begin a Restricted dialogue
will only be honored if both the previous transmitted Token
and the current received Token were Non-restricted tokens.
This is to ensure that the upper bound on the presence of a
Restricted dialogue in the ring is limited to a single dialogue.
As suggested by the MAC-2 Draft standard, to help ensure
that only one Restricted dialogue will be in progress at any
given time, Restricted Requests are not serviced after a
MAC frame is received until Restricted Requests are explic-
itly enabled by management software. Since the Claim Pro-
cess results in the generation of a Non-restricted Token,
this prevents stations from initiating another restricted dia-
logue without the intervention of management software.

e

w

4.5.4 Immediate Service Class

The Immediate service class facilitates several non-stan-
dard applications and is useful in ring failure recovery (e.g.,
Transmission of Directed Beacons). Certain ring failures
may cause the ring to be unusable for normal traffic, until
the failure is remedied.

Immediate requests are only serviced when the ring is non-
operational. Immediate requests may be serviced from the
Transmitter Data, Claim, and Beacon states Options are
available to force the Ring Engine to enter the Claim or
Beacon state, to prohibit it from entering the Claim state, or
to remain in the Claim state when receiving My__Claim.

On the completion of an Immediate request, a Token (Non-
restricted or Restricted) may optionally be issued. Immedi-
ate requests may also be used in non-standard applications
such as a full duplex point to point link.

5.0 Functional Description
5.1 TOKEN HANDLING

5.1.1 Token Timing Logic

The FDDI Ring operates based on the Timed Token Rota-
tion protocol where all stations on the ring negotiate on the
maximum time that the stations have to wait before being
able to transmit frames. This value is termed the Negotiated
Target Token Rotation Time (TTRT). The TTRT value is
stored in the TNEG Register.

Stations negotiate for TTRT based on their TREQ that is
assigned to them upon initialization.

Each station keeps track of the token arrival by setting the
Token Rotation Timer (TRT) to the TTRT value. If the token
is not received within TTRT (the token is late), the event is
recorded by setting the Late__Flag. If the token is not re-
ceived within twice TTRT (TRT expires and Late__Flag is
set), there is a potential problem in the ring and the recovery
process is invoked.

Furthermore, the Token Holding Timer (THT) is used to limit
the amount of ring bandwidth used by a station for Asyn-
chronous traffic once the token is captured. Asynchronous
traffic is prioritized based on the Late__Flag which denotes
a threshold at TTRT and an additional Asynchronous Priori-
ty Threshold (THSH). The Asynchronous Threshold com-
parison (Apri 1) is pipelined, so a threshold crossing may not
be detected immediately; however, the possible error is a
fraction of the precision of the threshold values.

The Token Timing Logic consists of two Timers, TRT and
THT, in addition to the TMAX and TNEG values loaded into
these counters (See Figure 5-1).

The Timers are implemented as count-up counters that in-
crement every 80 ns. The Timers are reset by loading TNEG
or TMAX into the counters where TNEG and TMAX are un-
signed twos complement numbers. This allows a Carry flag
to denote timer expiration.

On an early token arrival (Late__Flag is not set), TRT is
loaded with TNEG and counts up. On a late token arrival
(Late__Flag is set), Late__Flag is cleared and TRT contin-
ues to count. When TRT expires and Late__Flag is not set,
Late__Flag is set and TRT is loaded with TNEG.

THT follows the value of TRT until a token is captured.
When a token is captured, TRT may be reloaded with TNEG
while THT continues to count from its previous value (THT
does not wrap around). THT increments when enabled. THT
is disabled during synchronous transmission and a special
class of asynchronous transmission. THT is used to deter-
mine if the token is usable for asynchronous requests.
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5.0 Functional Description (continued)
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FIGURE 5-1. Token Timing Logic

It TRT expires while Late__Flag is set, TRT is loaded with
TMAX and the recovery process (Claim) is invoked. When
TRT expires and the ring is not operational, TRT is loaded
with TMAX. TRT is also loaded with TMAX on a MAC Reset.

5.1.2 Token Recovery

While the ring is operational, every station in the ring uses
the Negotiated Target Token Rotation Time, TNEG. The
MAC implements the protocol for negotiation of this target
token rotation time (TTRT) through the Claim Process. The
shortest requested Token Rotation Time is used by all of
the stations in the ring as the TNEG.

If TRT expires with Late__Flag set, a token has not been
received within twice TTRT (Target Token Rotation Time). If
TVX (Valid Transmission Timer) expires, the station has not
received a valid token within TVX Max. Both these events
require token recovery and cause the Ring Engine to enter
the Claim Process.

In the Claim Process a MAC continuously transmits Claim
frames containing TREQ. Should the MAC receive a Claim
frame with a shorter TREQ (larger value—Higher__Claim) it
leaves the Claim State. A station that receives its own Claim
frame gains the right to send the first token and make the
ring operational again. If the Claim Process does not com-
plete successfully, TRT will expire and the Beacon Process
is invoked.

The Beacon Process is used for fault isolation. A station
may invoke the Beacon Process through an SM__
Control.request(Beacon). When a station enters the Beacon
Process, it continuously sends out Beacon frames. The
Beacon Process is complete when a station receives its

own Beacon frame. That station then enters the Claim Pro-
cess, to re-initialize the ring.

5.2 SERVICING TRANSMISSION REQUESTS

A Request to transmit one or more frames is serviced by the
Ring Engine. After a Request is submitted to the Ring En-
gine, the Ring Engine awaits an appropriate Service Oppor-
tunity in which to service the Request. Frames associated
with the Request are transmitted during the Service Oppor-
tunity. The definition of a Service Opportunity is different
depending on the operational state of the ring.

A Service Opportunity begins when the criteria presented to
the Ring Engine are met. This criteria contains the request-
ed service class (synch, asynch, asynch priority, immediate)
and the type of token to capture (restricted, non-restricted,
any, none).

During a service opportunity, the Ring Engine guarantees
that a valid frame is sent with at most 40 bytes of preamble.
When data is not ready to be transmitted, Void frames are
transmitted to reset the TVX timers in all stations. During an
immediate request while in the Claim or Beacon States,
when no Claim or Beacon frames are ready to be transmit-
ted, the internally generated Claim or Beacon frames are
transmitted.

5.2.1 Service Opportunity While Ring Operational

Beginning of Service Opportunity

Table 5-1 shows the conditions that must be true when a
valid token is received in order to begin a Service Opportu-
nity when the ring is operational.

TABLE 5-1. Beginning of Service Opportunity

Requested Requested Token Criteria Received
Service Class Capture Class Token Class
Asynchronous Priority non-restricted THT > THSH non-restricted
Late__Flag = 0
Ring_Op = 1
Asynchronous non-restricted Late__Flag = 0 non-restricted
Ring_Op = 1
Asynchronous restricted Late_Flag = 0 restricted
Ring_Op = 1
Synchronous any Ring_Op = 1 any
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In addition to the criteria mentioned above, additional crite-
ria apply to the servicing of Synchronous and Restricted
Requests.

® Synchronous Requests are not serviced if RELR.BCNR
is set (See Section 4.5.1).

@ Restricted requests are not serviced when RELR.BCNR,
RELR.CLMR, or RELR.OTRMAC are set. (See Section
4.5.3).

e Restricted Dialogues may only begin when a non-restrict-
ed token has been received and transmitted (See Sec-
tion 4.5.3).

End of Service Opportunity

The Service Opportunity continues until either a token is

issued or the ring becomes non-operational.

A token is issued after the current frame, if any, is transmit-

ted when:

1. It is no longer necessary to hold the token

* All frames of all active requests have been transmitted

2. The token became unusable while servicing a request

© Asynchronous Priority threshold reached (If an Asynch
Priority Request is being serviced)

e THT expired (if enabled)

When the ring becomes non-operational the current frame

transmission is aborted. The ring may go non-operational

while holding a token as a result of any one of the following

conditions:

* A MAC Reset

e Reception of a valid MAC frame

® TRT expiration, (TRT was reset when the token was cap-
tured)

Issue Token Type

The criteria presented to the Ring Engine to begin a Service
Opportunity, also contains the Issue Token Class. The Issue
Token Class is used if servicing of that request was com-
pleted (the last frame of that request was transmitted), oth-
erwise a token of the Capture Token Class is issued.
When servicing multiple requests on a single service oppor-
tunity, the Issue Token Class of the previous class becomes
the capture class for the next request for purposes of deter-
mining usability.

The type of token issued depends on the service class and
the type of token captured as shown in Table 5-2.

5.2.2 Service Opportunity while
Ring Not Operational

While the ring is not operational, a service opportunity oc-
curs if an immediate transmission is requested from the

transmitter Data, Claim or Beacon State, and the transmitter
is in the appropriate state.

The service opportunity continues until any one of the fol-
lowing conditions exist:

1. No (additional) frames are to be sent
2. TMAX of time elapses on this request
3. The transmitter exits the requested state

4. The ring becomes operational while servicing an immedi-
ate request

5.2.3 Frame Transmission

Frames associated with the current request may be trans-
mitted at any time during a Service Opportunity. In many
applications, data is ready to be transmitted when the re-
quest is presented to the interface. Soon after the Service
Opportunity begins, frame transmission begins. In other ap-
plications in order to minimize the effects of ring latency it is
desirable to capture the token when no data is ready to be
transmitted. This capability results in wasted ring bandwidth
and should be used judiciously.

During transmission, a byte stream is passed from the Sys-
tem Interface to the MAC Request Interface. The data is
passed through the Ring Engine and appears at the PHY
Request Interface two byte times later.

While a frame is being transmitted, the request parameters
for the next request (if different) may be presented to the
interface. At the end of the current frame transmission, a
decision is made to continue or cancel the current service
opportunity based on the new request parameters.

During a transmission several errors can occur. A transmis-
sion may be terminated unsuccessfully because of external
buffering or interface parity errors, internal Ring Engine er-
rors, a MAC reset, or reception of a MAC frame. When a
transmission is aborted due to an external error (and
Option.IRPT is not set), a Void frame is transmitted to reset
the TVX timers in all stations in the ring. When a frame is
aborted due to a transmission error, the Service Opportunity
is not automatically ended.

5.3 REQUEST SERVICE PARAMETERS

5.3.1 Request Service Class

The Request Service corresponds to the Request
Service Class and the token class parameters of the
(SM_)MA_DATA.request and (SM_)MA__Token.request
primitives as specified in the Standard.

14 useful combinations of the Requested Service Class
(Non-Restricted Asynchronous, Restricted Asynchronous,
Synchronous, Immediate), the Token Capture and Issue
Class, and THT Enable are supported by the Ring Engine as
shown in Table 5-3.

TABLE 5-2. Token Transmission Type

Service Class Token Captured Token Issued
Non-Restricted Non-Restricted Non-Restricted
Begin Restricted Non-Restricted Restricted
Continue Restricted Restricted Restricted
End Restricted Restricted Non-Restricted
Immediate None None
Immediate Non-Restricted None Non-Restricted
Immediate Restricted None Restricted
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5.0 Functional Description (continued)

TABLE 5-3. Request Service Classes

RQRCLS Name Class THT c‘:::::_‘e ':':::: Notes
0000 None None
0001 Apri_1 _?: é:; Enabled Non-rstr Non-rstr
0010 Reserved Reserved
0011 Reserved Reserved
0100 Syn Synch Disabled Any Captured 1
0101 Imm Immediate Disabled None None 4
0110 ImmN Immediate Disabled None Non-rstr 4
0111 ImmR Immediate Disabled None Rstr 4
1000 Asyn Asynch Enabled Non-rstr Non-rstr
1001 Rbeg Restricted Enabled Non-rstr Rstr 2,3
1010 Rend Restricted Enabled Rstr Non-rstr 2
1011 Rent Restricted Enabled Rstr Rstr 2
1100 AsynD Asynch Disabled Non-rstr Non-rstr
1101 RbeginD Restricted Disabled Non-rstr ‘Rstr 2,3
1110 RenD Restricted Disabled Rstr Non-rstr 2
1111 RentD Restricted Disabled Rstr Rstr 2

Note 1: Synchronous Requests are not serviced when bit BCNR of the Ring Event Latch Register is set.
Note 2: Restricted Requests are not serviced when bit BCNR, CLMR, or OTRMAC of the Ring Event Latch Register is set.
Note 3: Restricted Dialogues only begin when a Non-Restricted token has been received and transmitted.

Note 4: Immediate Requests are serviced when the ring is Non-Operational. These requests are serviced from the Data state if neither signal RQCLM nor RQBCN
is asserted. If signal RQCLM is asserted, Immediate Requests are serviced from the Claim State. If signal RQBCN is asserted, Immediate Requests are serviced
from the Beacon State. RQCLM and RQBCN do not cause transitions to the Claim and Beacon States.

Requests are serviced on a Service Opportunity meeting
the requested criteria.

External support is required to limit the requests presented
to the MAC Interface by different MAC Users (SMT, LLC,
etc.).

A Token Capture Class of non-rstr indicates that the Trans-
mitter Token Class must be Non-Restricted to begin servic-
ing the request. A Token Capture Class of rstr indicates
that the Transmitter Token Class must be Restricted to be-
gin servicing the Request. A Token Issue Class of non-rstr
means that the Transmitter Token Class will be Non-Re-
stricted upon completion of the request. A Token Issue
Class of rstr means that the Transmitter Token Class will be
Restricted upon completion of the request.

5.3.2 Request Options

The Request Options provide the ability for Source Address
Transparency (SAT) and FCS Transparency (FCST). In both
cases, data from the request stream is transmitted in place
of data from either the Ring Engine. The use of Source Ad-
dress transparency has no effect on the sequencing of the
interface. When Source Address transparency is not used,
the SA from the internal parameter RAM is substituted for
the SA bytes in the request stream, which must still be pres-
ent. Since the FCS is appended to the frame, when FCS
transparency is not used, no FCS bytes are present in the
request stream.

Source Address Transparency

Normally the SA field in a frame is generated by the BMAC
device, using either the MSA or MLA. When the SA Trans-
parency option is selected, the SA from the data stream is
transmitted in place of the MSA or MLA. The SAT option
can be invoked on a per frame basis upon the assertion of
the SAT signal (Pin 12).

When the SA Transparency option is selected, it is neces-
sary to rely on an alternate stripping mechanism because
stripping based on the returning SA only guarantees that
frames with MSA or MLA will be stripped. Either the Void
Stripping option (described below) may be invoked, or exter-
nal hardware that forces stripping using the EM (External
M__Flag) signal is required.

The MSB of the SA is not controlled by this option. It is
normally forced to Zero. It can be controlled using the
Source Address MSB Transparency option described be-
low.

SA Transparency is possible for all frames (including MAC
frames). External support is required to limit the use of SA
Transparency to certain MAC Users. SA Transparency
should not be used with externally generated MAC Frames
in order to maintain accountability, but this is not enforced
by the Ring Engine.
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SA Transparency also overrides the Long and Short Ad-
dressing enables. For example, if Long Addressing is not
enabled, it is still possible to transmit frames with Long Ad-
dresses. Similarly, if Short Addressing is not enabled, it is
still possible to transmit Frames with Short Addresses. This
may be useful in full duplex point to point applications and
for diagnostic purposes.

Source Address Most Significant Bit Transparency

With the Source Address MSB Transparency option, the
MSB of the SA is sourced from the data stream, as opposed
to being transmitted as Zero. The SA MSB Transparency
option is selected by asserting signal SAIGT (Pin 11).
Unless the Source Address Transparency option is also se-
lected, the rest of the SA is generated by the Ring Engine.
The MSB of the SA is used to denote the presence of the
Routing Information Field used in Source Routing algo-
rithms (as in the |IEEE 802.5 protocol). This option is useful
for stations that utilize Source Routing. In these applica-
tions, the SA can still be generated by the Ring Engine,
even when routing information is inserted into the data
stream.

Void Stripping

This option is useful for removing bridged and ownerless

frames and remnants (fragments) from the ring.

In the Void Stripping protocol, two My__Void frames are

transmitted at the end of a service opportunity. Stripping

continues until one of the following conditions occur:

® One My__Void frames returns (The Second My__Void
will be stripped on the basis of the SA)

e A Token is received

® An Other__Void is received

® A MAC frame other than My__Claim is received

® A MAC Reset occurs

If any frame of a Service Opportunity requests this option,

then all frames on that service opportunity will be stripped

using this method. Void Stripping is invoked upon the asser-

tion of the STRIP signal (Pin 13) at the beginning of a frame

transmission.

Void Stripping is also automatically invoked by this station if
it wins the Claim Process before the initial token is issued.
This removes all fragments and ownerless frames from the
ring when the ring becomes operational.

FCS Transparency

Normally, the BMAC device generates and transmits the
FCS. When the Frame Check Sequence Transparency op-
tion is selected, the Ring Engine device does not append
the FCS to the end of the Information field. This option is
selected by asserting signal FCST (Pin 14).

The receiving stations treat the last four bytes of the data
stream as the FCS.

This option may be useful for end to end FCS coverage
when crossing FDDI bridges, for diagnostic purposes, or in
Implementer frames.

5.4 FRAME VALIDITY PROCESSING

A valid frame is a frame that meets the minimum length
criteria and contains an integral number of data symbol
pairs between the Starting and Ending Delimiters as shown
in Table 5-4.

On the Transmit side, frames are checked to see that they
are of a minimum length. If the end of a frame is reached
before a valid length is transmitted, the frame will be abort-
ed and a Void frame will be transmitted (as with all aborted
frames). A MAC frame with a zero length INFO field will not
be aborted even though the Receiver will not recognize it as
a valid frame. Frame lengths are not checked for the maxi-
mum allowable length (4500 bytes).

Also on the Transmit side, the L bit in the FC field is
checked against the ESA and ELA bits in the Option Regis-
ter (if the SA Transparency option is not selected) to insure
that a frame of that address length can be transmitted. If the
selected address length is not enabled, the frame is aborted
at the beginning of the SA field. If SA Transparency is se-
lected, the frame is not aborted.

TABLE 5-4. Valid Frame Length

Short Address Long Address
Frame Types Notes
(Minimum Number of Bytes)
Void 9 17
MAC 13 21 Including a 4 Byte
INFO Field
Non-MAC 9 17 Including a 0 Byte
INFO Field
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5.0 Functional Description (continued)

5.5 FRAME STATUS PROCESSING

Each frame contains three or more Control Indicators. The
FDDI Standard specifies three: the E, A, and C Indicators.

When a frame is transmitted, the Control Indicators are
transmitted as R (Reset) symbols. If an error is detected by
a station that receives the frame, the E Indicator is changed
to an S (Set) symbol. If a station recognizes the DA of a
frame as its own address (Individual, Group or Broadcast),
the A Indicator is changed to an S symbol. If that station
then copies the frame, the C Indicator is changed to an S
symbol.

The received value of the Control Indicators for every frame
received is reported at the MAC Indicate Interface on sig-
nals MID(7-0). On a frame transmitted by this station, the
returning Control Indicators give the transmission status.

The Ending Delimiter followed by the Frame Status Indica-
tors should begin and end on byte boundaries. Control Indi-
cators are repeated until the first non R, S, or T is received.

The processing of properly aligned E, A, and C indicators by
the Ring Engine is detailed in Table 5-5. Given the shown
received Control Indicator values and the settings of the
internal flags, the noted control indicator values will be
transmitted.

TABLE 5-5. Control Indicators Processing

Received Indicators

Flags

Transmitted Indicators

A

Copy

A

X

V| VDNV X|DV|D|D|IX|JV| V|V |D|JV|X|DV|JD|JV(X|D|D|(W|mM
—A|HA|A|A|A[A|A]| A O || DD DD O|O|ON|D|T|D|(D|O
o|lo|lo|jlo|=|Oo|O|O|=|O|OC|O|O|O|=|O|O|O|=]|O|OC|OM
w2 jo|l2|X|=[=2|loX|X|Oo|=2|X|X|X|=2|=|O|X|[=|=|O|>

NNV |T|(D|ID|(T|O|OICIOG|IO|O|D|I|(D|D|D|(J|(D|DT

=2 lO|IX|=|X|=|O|X|X|[X|X|=|Oo|X|X|=|Oo|X|X|=|O
2 IX|IX|OIX|X|X|X|X|X|X|o|lo|=|X|X|X|X|X|X|X|X]|Z2

X S T 1 X

NID|D|D|D|O|D|DV|DV|O|JDV|(DDV[(D|O|J|JV|V|O|D(D|(D|mM
Nl |T|O|lV|(D|O|OO|O|O|(O|D|O|O|DT|T|(O|(N|DT
H|D|D|HA| 0| A || D|H|O|O(DDIOID|D|O|O|T| O[T |DN|O

X X

E_Flag is set when the local FCS check fails or when the E Indicator is received as anything other than R.
A__Flag is the internal _Flag or the external A Flag (pin EA) when Option.Emind is set.

The Copy Flag is a one cycle delayed version of the VCOPY input.

N__Flag indicates that an NSA frame is being received. This signal is sampled at the same time that the received A indicator is being investigated.

X Represents a Don't Care Condition.
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5.5.1 0dd Symbols Handling

When the first T symbol of a frame is received as the sec-
ond symbol of a symbol pair (the T symbol is received off-
boundary), the Ring Engine corrects this condition by send-
ing out the symbol sequence TSIl. This symbol sequence
indicates the end of the frame and that an error has been
detected in the frame. Note that this is a low probability
error event.

Reception of symbols other than R, S, and T during the
Frame Status processing is also a low probability event.
This event is handled slightly differently on the first byte of
the Ending Frame Status.

On the first byte of the Ending Frame Status, if the symbol
following the T symbol is not [R or S], the symbol sequence
TSIl is transmitted and the error and frame counts are incre-
mented.

After the first byte of the Ending Frame Status, if either the
first symbol is not [R or S] or the second symbol is not [R or
S or T}, an Idle symbol pair (ll) is transmitted.

5.6 SMT FRAME PROCESSING

All SMT frames are handled as all other frames with the
exception of the SMT Next Station Addressing (SMT NSA)
frame. NSA frames are used to announce this station’s ad-
dress to the next addressed station. The current SMT proto-
col requires stations to periodically (at least once every 30
seconds) transmit an NSA frame. Since the Broadcast ad-
dress is used, and every station is required to recognize the
broadcast address, the downstream neighbor will set the A
Indicator. A station can determine its upstream neighbor by
finding NSA frames received with the A Indicator received
as R. By collecting this information from all stations, a map
of the logical ring can be built.

Additionally, only the station that sets the A Indicator is per-
mitted to set the C Indicator on such frames. In this way, the
station that sends out the NSA frame can determine if the
next addressed station copied the frame by examining the
returning C Indicator.

5.7 MAC FRAME PROCESSING

Upon the reception of a valid MAC frame (Claim, Beacon, or
Other), the Ring_Operational flag is reset and the Ring En-
gine enters the Idle, Claim or Beacon State. Received Claim
and Beacon frames are processed as defined in the Stan-
dard (See Appendix A), unless inhibited by the bits in the
Option Register.

5.7.1 Claim Token Process

Receive

When a Claim frame is received, its Frame Type is reported
(Claim frame) along with the type of Claim frame.

There are three types of Claim frames: My__Claim,
Higher__Claim, and Lower__Claim.

A My__Claim frame is a Claim frame with a Source Address
that matches this station address and the T_Bid__Rc in the
INFO field is equal to this station’s TREQ.

A Higher__Claim frame is a Claim frame with a Source Ad-
dress that does not match this station address and the
T_Bid__Rc in the INFO field is greater than this station’s
TREQ.

A Lower__Claim frame is a Claim frame with a Source Ad-
dress that does not match this station address and the
T_Bid_Rc in the INFO field is less than this station’s
TREQ.

Transmit

Claim frames are transmitted continuously while in the

Claim State.

Claim frames are generated by the Ring Engine, unless an

Immediate Claim Request is present at the MAC Request

Interface. Even if an Immediate Claim Request is present at

the MAC Request Interface, at least one Claim frame must

be generated by the Ring Engine before Claim frames from
the Interface are transmitted.

For internally generated Claim frames, the Information field

is transmitted as the 4-byte Requested Target Token Rota-

tion Time.

The Information field of a Claim frame consists of the sta-

tion’s Requested Target Token Rotation Time. In the Ring

Engine implementation, TREQ is programmable with

20.48 ps resolution and a maximum value of 1.34 seconds.

Claim Protocol

Entry to the Claim state occurs whenever token recovery is

required. The Recovery Required condition occurs when:

o TRT expires and Late__Flag is set

© TVX expires

o A Lower Claim frame or My__Beacon frame is received

Entry to the Claim state may be blocked by enabling the

Inhibit Recovery Required option (bit Option.ITR).

The Claim state is entered (even if Option.IRR = 1) with a

SM__MA__Control.request (Claim) (Set Function.CLM to 1).

While in the Claim state:

o Claim frames are transmitted continuously

o [f a Higher Claim frame is received, the station exits the
Claim state and enters the IDLE state. In this state it then
repeats additional Higher Claim frames.

o |f a Lower Claim frame is received, this station continues
to send its own Claim frames and remains in the Claim
state.

Eventually, if a logical ring exists, the station with the short-

est TREQ on the ring should receive its own Claim frames,

the My Claim frame. This completes the Claim Token Pro-
cess. This one station then earns the right to issue a token
to establish an Operational ring.

An option is provided to remain in the Claim state if this

station won the Claim Token Process by enabling the Inhibit

Token Release Option (bit Option.ITR).
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5.0 Functional Description (continued)
5.7.2 Beacon Process

Receive
When a Beacon frame is received, its Frame Type is report-
ed (Beacon frame) along with the type of Beacon frame.

There are two types of Beacon frames: My__Beacon and
Other__Beacon.

A Beacon frame is considered a My__Beacon if its Source
Address matches this station’s address (long or short).

A Beacon frame is marked as Other__Beacon if its Source
Address does not match this station’s address.

Transmit

Beacon frames are transmitted continuously while in the
Beacon state.

Beacon frames are generated by the Ring Engine, unless an
Immediate Beacon Request is present at the MAC Request
Interface. Even if an Immediate Beacon Request is present
at the MAC Request Interface, at least one Beacon frame
must be generated by the Ring Engine before Beacon
frames from the Interface are transmitted.

For internally generated Beacon frames, the Ring Engine
uses the TBT in the Information field.

Beacon Protocol

Entry to the Beacon state occurs under two conditions:

o A failed Claim Process (TRT expires during the Claim
process)

® An SM__MA__Control.request (Beacon)
(Set Function.BCN to 1).

Beacon frames are then transmitted until the Beacon pro-
cess is completed.

If an Other__Beacon frame is received, this station exits the
Beacon state, stops sending its own Beacon frames, and
repeats the incoming Beacon frames..

If a My__Beacon frame is received, the station has received
back its own Beacon frame; thus successfully completing
the Beacon process. The station then enters the Claim Pro-
cess.

5.7.3 Handling Reserved MAC Frames

A Reserved MAC frame is any MAC frame aside from the
Claim and Beacon frame. Tokens are not considered MAC
frames even though Format bit (FC.FF) are the same as for
MAC frames.

When a Reserved MAC frame (Other__MAC) is received, it
is treated as a Higher Claim. If the Transmitter is in the
Claim state when a Reserved MAC frame is received, the
Transmitter returns to the Idle state and then repeats the
next Reserved MAC frame received. If the Transmitter is in
the Beacon state and a Reserved MAC frame is received,
the Transmitter continues to transmit Beacon frames. If the
Transmitter is in the Idle state, the Reserved MAC frame is
repeated.

5.8 RECEIVE BATCHING SUPPORT

The Ring Engine stores each received SA and compares
the incoming SA with the previous SA. This may be used to
batch status on frames received from the same station.

The SameSA signal is asserted when:

1. The curent and previous non-Void frames were not MAC
frames

2. The size of the address of the current frame is the same
as the size of the address of the previous non-Void frame

3. The SA of the current frame is the same as the SA of the
previous non-Void frame.

On MAC frames, the Information fields are compared. This
information may be useful to inhibit copying MAC frames
with identical information. This is particularly useful for copy-
ing Claim and Beacon frames when new information is pres-
ent.

The Same INFO signal is asserted when:

1. The current and previous non-Void frames were both
MAC frames (not necessarily the same FC value).

2. The first four bytes of the INFO field of the current frame
is the same as the first four bytes of the INFO field of the
previous non-Void frame.

The size of the address of MAC frames is not checked.

5.9 IMMEDIATE FRAME TRANSMISSION

Immediate requests are used when it is desirable to send
frames without first capturing a token. Immediate requests
are typically used as part of management processes for er-
ror isolation and recovery. Immediate requests are also use-
ful in full duplex applications. Immediate requests are serv-
iced only when the station’s Ring__Operational flag is not
set (CTSR.ROP = 0).

To transmit an Immediate request, the request must first be
queued at the MA_Request Interface. If the Ring is not
operational (Ring_Operational flag is not set), the request
will be serviced immediately. If the Ring is operational
(Ring__Operational flag is set), the request will be serviced
when the Ring becomes non-operational. The Ring be-
comes non-operational as a result of a MAC Reset
(Function.MCRST is set to One) or any of the conditions
causing the Reset or Recovery Actions are performed.

In addition to servicing an Immediate request from the
Tx__Data State, it is also possible to service Immediate re-
quests from the Claim or Beacon State. When transmitting
from the Claim or Beacon state, in addition to requesting an
Immediate Transmission Service Class, the RQCLM or
RQBCN signals (pins 15 and 16) must be asserted to indi-
cate an Immediate Claim or Immediate Beacon request.
These requests will only be serviced when in the Claim or
Beacon state. Entry to the Beacon State can be forced
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by setting bit Function.BCN to One. Entry to the Claim State
can be forced by setting bit Function.CLM to One.

While in the Claim or Beacon state, the Ring Engine will
transmit internally generated Claim or Beacon frames ex-
cept when an Immediate Claim or Beacon request is pres-
ent at the MA__Request Interface, signal RQCLM or
RQBCN is asserted, and a frame is ready to be transmitted.
At least one internally generated Claim or Beacon frame
must be transmitted before an Immediate Claim or Beacon
request is serviced. It is possible for the internally generated
frame to return before the end of the requested frame has
been transmitted. To allow time for the requested frame(s)
to be transmitted before leaving the Claim or Beacon state,
bit ITR (for Claim) or bit IRR (for Beacon) of the Option
Register should be set to One.

While an Immediate request is being serviced (from any
state), if bit IRPT of the Option Register is set to One (Inhibit
Repeat option), all received frames (except Lower__Claim
and My__Beacon frames) are ignored and the Immediate
request continues. Lower__Claim and My__Beacon frames
can also be ignored by setting bit IRR of the Option Regis-
ter.

5.10 FULL DUPLEX OPERATION

The BMAC device supports full duplex operation by

1. Suspending the Token Management and Token Recov-
ery protocols (set Option.IRR)

2. Inhibiting the repetition of all PDUs (set Option.IRPT)

3. Using the Immediate Service Class

Frames of any size may be transmitted or received, subject
to the minimum length specified in Section 5.4.

5.11 PARITY PROCESSING

The BMAC device contains five data interfaces as shown in
Table 5-6.

Through Parity is supported on the internal data paths be-
tween any Request interface and any Indicate interface.

Odd Parity is provided every clock on all data outputs and is
checked every clock on all data inputs. Parity errors are not
propagated through the BMAC device (from the MAC Re-
quest and PHY Indication interface to the PHY Request in-
terface or from the PHY Indication interface to the MAC
Indication interface). Parity errors are isolated and resolved.

When parity is not used on an Interface, the parity provided
by the BMAC device for its outputs may be ignored. For the
BMAC device’s inputs, the result of the parity check is used
only if parity on that Interface is enabled.

Interface parity is enabled by setting the appropriate bit in
the Mode register: Mode.CBP for Control Bus Parity,
Mode.PIP for PHY Indication parity and Mode.MRP for MAC
Request Parity. A Master Reset (Function. MARST) disables
parity on all interfaces.

On the PHY Request interface, parity is generated for inter-
nally sourced fields (such as the SA or FCS on frames when
not using SA or FCS transparency, and internally generated
Beacon, Claim and Void frames). In REV 1 of the BMAC
device, MRP is passed transparently to PRP for externally
sourced fields independent of the value of the Mode.MRP.
In all later revisions, correct Odd parity is always generated
for PRP. This allows through parity support at the PHY inter-
face even if parity is not used at the MAC interface. This is
very desirable since every byte of data that traverses the
ring travels across the PHY Interface which is actually part
of the ring.

Through parity is not supported in the Control Interface Reg-
isters and the Parameter RAM. Parity is generated and
stripped at the Control Interface.

Handling Parity Errors

Parity errors are reported in the Exception Status Register
when parity on that interface is enabled.

A parity error at the PHY interface (when Mode.PIP is set) is
treated as a code violation and ESR.PPE is set. If the parity
error occurs in the middle of a PDU (token or frame) recep-
tion, the PDU is stripped, a Format Error is signaled
(FOERROR) and the Lost Count is incremented.

A parity error at the MAC Interface (when Mode.MRP is set)
during a frame transmission from the MAC interface (while
TXACK is asserted) causes the frame transmission to be
aborted. When a frame is aborted, a Void frame is transmit-
ted to reset every station’s TVX timer. A parity error (when
enabled) causes ESR.MPE to be set.

A parity error at the Control Interface (when Mode.CBP is
set) will cancel the current write access. ESR.CPE is set to
indicate that a parity error occurred and ESR.CCE is set to
indicate that the write was not performed.

TABLE 5-6. BMAC Device Parity

Interface Parity Direction
MAC Request Interface MRD(7:0) MRP |
MAC Indication Interface MID(7:0) MIP o}
PHY Request Interface PRD(7:0), PRP o
PHY Indication Interface PID(7:0), PIP |
Control Interface CBD(7:0) CBP 1/0
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6.0 Control Information

The Control Information includes Operation, Event, Status
and Parameter Registers that are used to manage and op-
erate the Ring Engine. A processor on the external Control
Bus gains access to read and write these parameters via
the Control Interface.

The Control Information Address Space is divided into 4
groups as shown in Table 6-1. An information summary is
given for each group (see Tables 6-2 through 6-5) followed
by a detailed description of all registers.

6.1 CONVENTIONS

When referring to multi-byte fields, byte 0 is always the most
significant byte. When referring to bits within a byte, bit (7) is
the most significant bit and bit (0) is the least significant bit.
When referring to the contents of a byte, the most signficant
bit is always referred to first.

When referring to a bit within a byte the notation

register__name.bit__name is used. For example, Mode.RUN
references the RUN bit in the Mode Register.

6.2 ACCESS RULES

All parameters are accessible in Diagnose Mode. Reserved
address space is not accessible in any mode. Certain Status
and Parameter Registers are not accessible while in Run
mode.

All Control Interface accesses are checked against the cur-
rent operational mode to determine if the register is current-
ly accessible. If not currently accessible, the Control Bus
Interface access is rejected (and reported in an Event Reg-
ister). This means that all Control Bus Interface accesses
complete in a deterministic amount of time.

The Exceptional Status Register can be checked to verify
that the operation terminated normally.

TABLE 6-1. Control Information Address Space

Address Range Description Read Conditions Write Conditions
00-07 Operation Registers Always (Note 2) Always (Note 2)
08-2F Event Registers Always (Note 2) Always (Cond) (Note 2)
30-3F Reserved N/A N/A
40-7F MAC Parameters Stop Mode Stop Mode

(Notes 1, 3) (Notes 1, 3)
80-BF Counters/Timers Always Stop Mode
(Note 1)
CO-FF Reserved N/A N/A

Note 1: An attempt to access a currently inaccessible location because of the current mode or because it is in a reserved address space will cause a command

error (bit CCE of the Exception Status Register is set to One).

Note 2: Read and write accesses to reserved location within the Operation and Event Address ranges cause a command error (bit CCE of the Exception Status

Register is set to One).

Note 3: The MAC Parameter RAM is also accessible when conditions a, b, and ¢ are true. Otherwise accesses will cause a command error (ESR.CEE set to One)

and the access will not be performed.
a. The MAC Transmitter is in states TO, T1 or T3;
b. Bits ITC and IRR of the Option Register are set to One.
c. Bits CLM and BCN of the Function Register are not set to One.

Note 4: Reserved bits in registers are always read as 0 and are not writable.

TABLE 6-2. Operation Registers

Addr Name D7 D6 D5 D4 D3 D2 D1 DO Read Write
0 Mode DIAG ILB RES RES PIP MRP CBP RUN Always Always
1 Option ITC EMIND IFCS IRPT IRR ITR ELA ESA Always | Always
2 Function RES RES RES CLM BCN MCRST | RES MARST | Always | Always

3-6 Reserved RES RES RES RES RES RES RES RES N/A N/A
7 Revision REV(7-0) Always Always

Note: Attempts to access reserved locations will result in Command Rejects (ESR.CCE set to ONE).
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L9zesda

TABLE 6-3. Event Registers

Addr | Name | D7 | Ds | D5 p4 | p3 | b2 | b1 | Do | Read | write
8 CMP CMP(7-0) Always | Always
9-B |Reserved | RES | REs | mes | mes | mes | mes | Res | Res | WA | /A
o] CRS0 RFLG RS2 RS1 RSO RES RTS2 RTS1 RTSO | Always | Ignore
D |Reserved| RES | RES | mes | mes | mes | mes | mes | RmEs | NA | N/A
E | crso | mop | Ts2 | Tst | Tso | 7Trss | Trs2 | TTst | T7Tso | Aways| Ignore
F |Reserved| REs | Res | mes | mes | mes | Res | Res | REs | N/A | N/A
10 | RELRO | RES | DUP | PINV | OTR | CLMR | BCNR | RNOP | ROP | Aways | Condiion
ADD MAC
11 | Remro | mes | PSP | Pnv | OB 1 clvr | BoNR | RNOP | ROP | Aways | Aways
12 | RELR1 |LoctM | HicM | Myolm | Res | Res | RES | MYBCN | OTRBON | Aiways | Condition

13 REMR1 [ LOCLM | HICLM [ MYCLM | RES RES RES MYBCN | OTRBCN | Always | Always

14 TELRO RLVD | TKPASS | TKCAPT | CBERR | DUPTKR | TRTEXP | TVXEXP | ENTRMD | Always | Condition

15 TEMRO | RLVD | TKPASS | TKCAPT | CBERR | DUPTKR | TRTEXP | TVXEXP | ENTRMD | Always | Always

16-17 | Reserved | RES RES RES RES RES RES RES RES N/A N/A
18 CILR RES TK FR FR FR FR FREI FR Always | Condition
RCVD TRX NCOP COP LST RCV
19 CIMR RES TK FR FR FR FR FREI FR Always | Always
RCVD TRX NCOP COP LST RCV
1A-1B | Reserved | RES RES RES RES RES RES RES RES N/A N/A
1C COLR RES TK FR FR FR FR FRE! FR Always | Condition
RCVD TRX NCOP COP LST RCV
1D COMR RES TK FR FR FR FR FREI FR Always | Always
RCVD TRX NCOP CoP LST RCV
1E-27 | Reserved | RES RES RES RES RES RES RES RES N/A N/A
28 IELR RES RES RES RES 'El'gl\R/I E;’: RES MPE Always | Condition
29-2B | Reserved | RES RES RES RES RES RES RES RES N/A N/A
2C ESR Cwi CCE CPE RES RES RES RES PPE Always | Condition
2D EMR ZERO CCE CPE RES RES RES RES PPE Always | Always
2E ICR ESE IERR RES RES COE CIE TTE RNG Always | Ignore
2F IMR ESE IER RES RES COE CIE TTE RNG Always | Always

Note 1: Attempts to access reserved locations will result in Command Rejects (ESR.CCE set to ONE).

Note 2: Bits in the conditional write registers are only written when the corresponding bit in the Compare Register is equal to the bit to be overwritten and the bit is
not changing in that cycle.
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6.0 Control Information (continued)
TABLE 6-4. MAC Parameter RAM

TABLE 6-4. MAC Parameter RAM (Continued)

Address Name ::r?ti:;et; Address Name g:g::::;
40 MLAO MLA(47-40) 60 PGM10 PGM(87-80)
41 MLA1 MLA(39-32) 61 PGM11 PGM(8F-88)
42 MLA2 MLA(31-24) 62 PGM12 PGM(97-90)
43 MLA3 MLA(23-16) 63 PGM13 PGM(9F-98)
44 MLA4 MLA(15-8) 64 PGM14 PGM(A7-A0)
45 MLA5 MLA(7-0) 65 PGM15 PGM(AF-A8)
46 MSAO0 MSA(15-8) 66 PGM16 PGM(B7-B0)
47 MSA1 MSA(7-0) 67 PGM17 PGM(BF-B8)
48 GLAO GLA(47-40) 68 PGM18 PGM(C7-C0)
49 GLA1 GLA(39-32) 69 PGM19 PGM(CF-C8)
4A GLA2 GLA(31-24) 6A PGM1A PGM(D7-D0)
4B GLA3 GLA(23-16) 6B PGM1B PGM(DF-D8)
4C GLA4 . GLA(15-8) 6C PGM1C PGM(E7-E0)
4D Reserved 6D PGM1D PGM(EF-E8)
4E GSA0 GSA(15-8) 6E PGM1E PGM(F7-F0)
4F Reserved 6F PGM1F PGM(FF-F8)
50 TREQO TREQ(31-24) 70 PGMO PGM(7-0)
51 TREQ1 TREQ(23-16) 71 PGM1 PGM(F-8)
52 TREQ2 TREQ(15-8) 72 PGM2 PGM(17-10)
53 TREQ3 TREQ(7-0) 73 PGM3 PGM(1F-18)
54 TBTO TBT(31-24) 74 PGM4 PGM(27-20)
55 TBT1 TBT(23-16) 75 PGM5 PGM(2F-28)
56 TBT2 TBT(15-8) 76 PGM6 PGM(37-30)
57 TBT3 TBT(7-0) 77 PGM7 PGM(3F-38)
58 FGMO FGM(7-0) 78 PGM8 PGM(47-40)
59 FGM1 FGM(F-8) 79 PGM9 PGM(4F-48)
5A-5F RES Reserved 7A PGMA PGM(57-50)
Note: The MAC Parameter RAM is accessible in Stop mode and in RUN 7B PGMB PGM(5F-58)
mode while the MAC Transmitter is in the states T0,T1 or T3; Option.ITC and
Option.IRR are set; and Function.BCN and Function.CLM are not set. Other- 7GC PGMC PGM(67-60)
wise a command reject is given (ESR.CCE) and the Parameter RAM will not
be read or written. 7D PGMD PGM(6F-68)
7E PGME PGM(77-70)
7F PGMF PGM(7F-78)
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TABLE 6-5. MAC Counters and Timer Thresholds

TABLE 6-5. MAC Counters and Timer Thresholds

(Continued)
Address Name Register
Contents Register
Address Name Contents
80-86 Reserved
— BO FNCTO Zero(31-24)
& H Tz;'::g'_’b) B1 FNCT1 Null(7-4),
FNCT(19-16)
88-92 Reserved B2 FNCT2 FNCT(15-8)
93 TMAX Null(7-4), B3 FNCT3 FNCT(7-0)
TMAX(3-0) B4 FTCTO Zero(31-24)
94-96 Reserved B5 FTCT1 Null(7-4),
97 TVX Null(7-4), FTCT(19-16)
TVX(3-0) B6 FTCT2 FTCT(15-8)
98 TNEGO TNEG(31-24) B7 FTCT3 FTCT(7-0)
99 TNEG1 TNEG(23-16) B8 TKCTO Zero(31-24)
9A TNEG2 TNEG(15-8) B9 TKCT1 Null(7-4),
9B TNEG3 TNEG(7-0) TKCT(19-16)
BA TKCT2 TKCT(15-8;
9C-9E Reserved { )
oF LToT Nul7—4) BB TKCT3 TKCT(7-0)
uli(7-4),
LTCT(3-0) BC RLCTO Zero(31-24)
BD RLCT1 Null(7-4),
A0 FRCTO Zero(31-24) . RLCT(19-16)
Al FRCT1 Null(7-4), BE RLCT2 RLCT(15-8)
FRCT(19-16)
BF RLCT3 RLCT(7-0)
A2 FRCT2 FRCT“ 5_8) Note: The MAC event counters and timer thresholds are always readable,
A3 FRCT3 FRCT(7-0) and are writable in Stop mode.
Note: Null(7-4) indicates that these bits are forced to zero on reads, and are
A4 EICTO Zero(31-24) ignored on writes.
A5 EICT1 NuII(7- 4), Note: The value obtained on reads from reserved locations is not specified.
EICT(19-16) The Event Counters are 20-bit counters and are read
A6 EICT2 EICT(15-8) throt{gh three control accesses. In order to guarantee a
consistent snapshot, whenever byte 3 of an event counter is
A7 EICT3 EICT(7-0) read, byte 1 and byte 2 of the counters are loaded into a
holding register. Byte 1 and byte 2 may then be read from
AS LFCTO Zero(31-24) the holding register. A single holding register is shared by all
A9 LFCTO Null(7-4), of the counters but (for convenience) is accessible at sever-
LFCT(19-16) al places within the address space. Consistent readings
across counters can be accomplished using the Counter
AA LFCT1 LFCT(15-8) Increment Latch Register (CILR).
AB LFCT2 LFCT(7-0) The Event Counters are not reset as a result of a Master
Reset. This may be done by either reading the counters out
AC FCCTO Zero(31-24) and keeping track relative to the initial value read, or by
AD FCCT1 Null(7-4), writing a value to all of the counters in stop mode. The
FCCT(19-16) counters may be written in any order. With some excep-
tions, interrupts are available when the counters increment
AE FCCT2 FCCT(15-8) or wraparound.
AF FCCT3 FCCT(7-0) 6.3 OPERATION REGISTERS

The Operation Registers are used to control the operation
of the BMAC device. The Operation Registers include the
following registers.

* Mode Register (Mode)

e Option Register (Option)

® Function Register (Function)
® Revision Register (REV)

2-155

l9zesdd




DP83261

6.0 Control Information (continued)

Mode Register (Mode)
The Mode Register (Mode) contains the current mode of the BMAC device.

ACCESS RULES
Address Read Write
l 00h | Always | Always |
REGISTER BITS
D7 D6 D5 D4 D3 D2 DI DO
| onc | s | res | res | P | mrp | cep | Run |

Bit

Symbol

Description

DO

RUN

RUN/Stop:
0: Stop Mode

All state machines return to and remain in their zero state. All counters and timers are dlsabled The Ring
Engine transmits Idle symbols.

1: Run Mode. Must be in Run Mode to achieve an operational Ring.

D1

CBP

Control Bus Parity: Enables Odd Parity checking on the Control Bus Data pins (CBD7-0) during write
accesses.

If a parity error occurs, the CPE bit of the Exception Status Register is set to One and an interrupt is
generated. The write data will not be deposited in the register. Parity is always generated on CBD7-0 during
read accesses

D2

MRP

MAC Request Parity: Enables Odd Parity checking on the MAC Request Data pins (MRD7-0). A parity
error causes the transmission to be aborted. In REV 1 of the BMAC device MIP is always passed
transparently from PIP. In all later revisions correct Odd parity is always generated on MIP.

D3

PIP

PHY Indicate Parity: Enables Odd Parity checking on the PHY Indicate Data pins (PID7-0). Parity errors
are treated as code violations and cause the byte in error to be replaced with Idle symbols. In REV 1 of the
BMAC device Parity is passed transparently between MRP and PRP during transmission. When repeating,
Parity is passed transparently from PIP to PRP. Odd Parity is generated for all internally generated fields. In
all later revisions correct Odd Parity is always generated on the PHY Request Data pins (PRD7-0).

D4-5

‘RES

Reserved

D6

ILB

Internal Loopback: Enables the internal loopback that connects PRP, PRC, and PRD7-0 to PIP, PIC, and
PID7-0 respectively. When enabled, the PHY Indicate Interface is ignored.

Since the Ring Engine Transmitter and Receiver work as independent processes, a ring can be made
operational in this mode, albeit consisting only of a single MAC. With an operational ring many diagnostic
tests can be performed to test out MAC level and system level diagnostics including: the Beacon Process,
the Claim Process, Ring Engine frame generation, token timers, event counters, transmission options, test
of event detection capabilities, test of addressing modes, test of state machine sequencing options, etc. In
addition, a large portion of the system interface logic can be tested, such as full duplex transmission to self
within the limits of the system interface performance constraints, status handling and generation, etc.

The same system tests can also be performed at different levels of loopback including through the various
paths within a station: through the PMD interface of the PLAYER device, and through the CRD device.
System level tests can also be performed through the ring during normal operation.

D7

DIAG

Diagnose Mode: Enables access to all BMAC device registers. When set, interoperability is not
guaranteed. This bit should only be set when the BMAC device is not inserted in a ring.

In diagnose mode, should an internal error occur the Current Receive and Transmit Status Registers are
frozen with the errored state until the internal state machine error condition is cleared (IELR.RSMERR
and/or IELR.TSMERR).
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Option Register (Option)
The Ring Engine supports several options. These options are typically static during operation but may be altered during
operation. This register is initialized to Zero after a master reset.

192€8dd

ACCESS RULES
Address Read Write
| 01h | Always I Always —l
REGISTER BITS
D7 Dé D5 D4 D3 D2 D1 DO

| mc | emno | Fcs | meT | mR | mR | ELA | EsA |

Bit | Symbol Description

DO | ESA Enable Short Addressing: Enables the setting of A__Flag on matches of received Short Destination
Addresses with MSA. Enables the setting of M__Flag and stripping on matches of received Short Source
Addresses with MSA.

Permits transmission of frames with Short Addresses. Frames with Short Addresses can be transmitted when
Short Addressing is not enabled if the SA Transparency option is selected.

Void frames are sent with the Short Address if ESA is set to One. If ESA is Zero and ELA is One, Void frames
are sent with the Long Address.

When both the ESA and ELA bits are Zero, the ring is effectively interrupted at this station. The token capture
process and Error Recovery logic are suspended and no frames are repeated. Immediate requests are
serviced if the SA Transparency option is selected.

D1 ELA Enable Long Addressing: Enables the setting of A_Flag on matches of received Long Destination
Addresses with MLA. Enables the setting of M__Flag and stripping on matches of received Long Source
Address with MLA.

Permits transmission of frames with Long Addresses. Frames with long addresses can be transmitted when
long addressing is not enabled if the SA transparency option is selected.

Claim and Beacon frames are sent with the Long Address if ELA is One. If ELA is Zero and ESA is One, Claim
and Beacon frames are sent with the Short Address.

When both ESA and ELA are Zero, the ring is effectively interrupted at this station. The token capture process
and Error Recovery logic are suspended and no frames are repeated. Immediate requests are serviced if the
SA Transparency option is selected.

D2 ITR Inhibit Token Release: When bit ITR is set to One, the station will not issue a token after winning the Claim
Process. The station remains in the Claim state while the station’s Claim frames are returning to the station
and it has won the Claim Process. At this point the station is in control of the ring as long as no Higher__Claim
or Beacon frames are received.

While in control of the ring, the station may transmit special Claim or Management frames for a variety of
implementation specific purposes. For example, the station might send out a Claim frame with a unique
identifier to make sure that another station with its address and TREQ is not also Claiming.

D3 | IRR Inhibit Recovery Required: When bit IRR is set to One, the Ring Engine does not take the transitions into the
Claim state (T4). This option inhibits all the recovery required transitions as defined in the FDDI MAC Standard.
This bit does not inhibit entry to the Claim state on a Claim Request generated at the MAC Request Interface
via the Function Register.

This option can be used to guarantee that implementation specific Beacon frames will be transmitted from the
Beacon state. It is also useful in systems where Local Address Administration is used, to prohibit stations with
the Null Address (or any address) from Claiming. The option could also be used to enable the use of the Ring
Engine in full duplex applications (in conjunction with the Inhibit Repeat option) to disable the recovery timers.
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6.0 Control Information (continued)
Option Register (Continued)

Bit

Symbol

Description

D4

IRPT

Inhibit Repeat: When enabled,

1. the Ring Engine cannot enter the Transmitter Repeat and Issue__Token states. This causes all received
PDUs to be stripped and prevents tokens from being issued. .

2. Void frames are not transmitted during a service opportunity.

3. Idle to Repeat transition is inhibited and all received tokens and MAC frames except Lower__Claim and
My_Beacon frames are ignored (Lower__Claim and My__Beacon frames may be ignored by setting
Option.IRR).

When the ring is operational, enabling this option causes the Reset actions to occur upon the completion of

the Service Opportunity, if any. When the ring is not operational, Inmediate Requests are serviced and

continue to completion. )

The Inhibit Repeat option can be used to scrub the ring for a period longer than the Ring Latency. The option is

also useful in full duplex applications.

D5

IFCS

Implementer FCS: Enables use of the standard CRC as the FCS on Implementer frames (FC.FF = 10). When
enabled, Implementer frames are treated like all other frames. When Implementer frames are received with
bad FCS and Er=R, the E Indicator is transmitted as S and EICT is incremented.

On Implementer frames, the Standard does not mandate the setting of the E Indicator on the result of the FCS
check. This allows Implementers to use alternate Frame Check Sequences aside from the standard 32-bit
CRC. Implementers may also choose not to use any FCS in applications such as packet voice.

If other stations in the ring are using Implementer frames with a non-standard FCS, if used, this option may
cause an interoperability problem.

D6

EMIND

External Matching Indicators: Enables the setting of the transmitted A Indicator (Ax) as an S symbol when
the EA pin is set. Also enables the setting of the transmitted C Indicator (Cx) as an S symbol when the VCOPY
pin is set if the A Indicator is set as a result of an external match. The Copied/Not Copied Frame Counters are
also incremented as a result of external comparisons when this option is enabled.

D7

ITC

Inhibit Token Capture: When enabled, the Ring Engine is prohibited from transmitting any (more) frames.
This option prohibits entry to the Transmit Void and Data states from the Idle state, and causes exit from the
Data state after the current frame has been transmitted. -

When enabled, it is still possible to perform Immediate transmissions from the transmitter Claim and Beacon
states, but not from the Data state.

This option can be used to temporarily block normal data service. It can also be used in conjunction with the
Inhibit Recovery Required option to permlt access via the Control Interface to the MAC Parameter RAM during
MAGC operation. :
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Function Register (Function)

The Ring Engine performs the MAC Reset, Claim Request, and Beacon Request using the Function Register. The Register is
initialized to Zero after a master reset. A function is performed by setting the appropriate bit to One. When the function is
complete, the bit is cleared by the Ring Engine.

ACCESS RULES

Address Read Write
, 02h ’ Always l Always |
REGISTER BITS
D7 D6 D5 D4 D3 D2 D1 DO

| res | mres | mes | oM | Bon | mcrsT | Res | mamsT

Bit Symbol Description

DO MARST Master Reset: Produces the functions of an SM_CONTROL(MAC Reset) as specified by the FDDI MAC
Standard. Sets all internal state machines and registers to known values.

Master Reset causes the MCRST bit to be set. It also clears the Mode, Option, Event and Mask Registers.
The Timers are set to their defaults. The Event Counters are not cleared.

When the Master Reset function is complete, MARST is cleared. At this time, all bits in the Function
Register should be Zero.

D1 RES Reserved

D2 MCRST MAC Reset: Forces the Receiver to state RO (Listen) and the Transmitter to state TO (Idle).

TNEG (Registers 98-9B) is not loaded with TMAX (this operation can be performed as part of the MAC
Reset Request actions by writing to TNEG before the MAC Reset is initiated).

MCRST takes precedence over bits D3 (BCN) and D4 (CLM), but does not clear these bits.

A MAC Reset that occurs while a frame is being transmitted will cause the frame to be aborted. Frames
without the Frame Status are not transmitted by the Ring Engine. Whenever the byte with the Ending
Delimiter is transmitted, valid frame status is transmitted as well. If a MAC Reset occurs during the byte
where the Ending Delimiter and E Indicator should be transmitted, it will not be transmitted. If a MAC Reset
occurs on the cycle where the A and C Indicators are transmitted, they will still be transmitted.

D3 BCN Beacon Request: Produces the functions of an SM_CONTROL.request (Beacon) as required by the FDDI
MAC Standard. The Ring Engine Transmitter is forced to enter the Beacon State. Beacon frames are then
transmitted until the Beacon Process completes. The Beacon Process will not complete if Option.IRR=1.
Beacon frames are generated by the Ring Engine unless an Immediate Beacon Request is present at the
MAC Request Interface and a frame is ready to be transmitted. Even with an External Immediate Beacon
Request the Ring Engine transmits at least one Beacon frame before the Beacon frames from the MAC
Request Interface are transmitted.

If an external Beacon frame is to be transmitted, the Beacon frame should first be set up, then the request
should be given to the MAC Request Interface and then bit BCN should be set to One.

Writing to this bit also sets bit D2 (MCRST). This bit is cleared on entry to the Beacon state. If both bits D3
(BCN) and D4 (CLM) are set, bit D3 takes precedence.

D4 CLM Claim Request: Produces the functions equivalent to an SM_CONTROL.request (Claim) and causes entry
to the Claim State. The Ring Engine Transmitter is forced to enter the Claim State unless the Transmitter is
in the Beacon State or bit BCN is set to One. Claim frames are then transmitted until the Claim Process
completes. The Claim Process will not complete if Option.ITR=1.

A Claim Request is honored immediately from any state except the Beacon state. It is honored in the
Beacon state when a My__Beacon returns. Claim requests are honored even when Option.IRR=1.

Claim frames are generated by the Ring Engine unless an Immediate Claim Request is available at the MAC
Request Interface. Even with an Immediate Claim Request at the interface, the Ring Engine transmits at
least one Claim frame before the Claim frames from the MAC Request Interface are transmitted.

If an external Claim frames is to be transmitted, the Claim frame should first be set up, then the request
should be given to the MAC Request Interface before the CLM bit is set to One.

The Claim bit is reset upon entry to the Claim or Beacon state.

D5-7 RES Reserved
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6.0 Control Information (continued)

Revision Register (Rev)
The Revision Register (Rev) contains the revision number of the BMAC device.
ACCESS RULES
Address Read Write
| 02h | Always I Data Ignored |
REGISTER BITS
D7 D6 D5 D4 D3 D2 D1 DO

| revz | reve | Revs | reva | mevs | revz | mevt | Rmevo |

Bit Symbol Description

D0-7 | REV Revision Number: Bits DO-7 contain the version ID of the BMAC device.
Software should consult this register for any software-specific issues related to the current version.

00h reserved

01h Initial Release

02h First Revision

® Programmable Group Address Modification

* Not copied count does not increment on reception of NSA frames with Ar=S8
® Detection of Idle on reception of nl

® Generation of ODD Parity at all times

® Reset of Latency Count on initiation of new measurement
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6.0 Control Information (continued)
6.4 EVENT REGISTERS

The Event Registers record the occurrence of events or )

series of events. Events are recorded and contribute to gen-
erating the Interrupt signal. There is a two-level hierarchy in
generating this signal. )

At the first level of the hierarchy, events are recorded as bits
in the Latch Registers (e.g., Ring Event Latch Registers,
Counter Increment Latch Register). Each Latch Register
has a corresponding Mask Register (e.g., Ring Event Mask
Registers, Counter Increment Mask Register). When a bit in
the Latch Register is set to One and its corresponding bit in
the Mask Register is also set to One, a bit in the Interrupt
Condition Register is set to One.

At the second level of the hierarchy, if a bit in the Interrupt
Condition Register is set to One and the corresponding bit
in the Interrupt Mask Register is set to One, the Interrupt
signal is asserted.

Bits in Conditional Write Registers (e.g., Ring Event Latch
Registers) are only written when the corresponding bits in
the Compare Register are equal to bits to be overwritten.

Servicing Interrupts

In the process of servicing an interrupt, a Management Enti-
ty may use one or both levels of condition masks to disable
new interrupts while one is being serviced. Soon after the
Management Entity has processed the interrupt to some ex-
tent, it is ready to rearm the interrupt in order to be notified
of the next condition.

The Interrupt Control Register always contains the merged
output of the masked Condition Registers as shown in Fig-
ure 6-1. It is only possible to remove a condition by setting
the corresponding Condition Latch Register bit to Zero. By
storing the events on-chip, and having the ability to selec-
tively set bits to Zero, the need for the software to maintain
a copy of the Event Registers is alleviated.

To prevent the overwriting and consequent missing of
events, an interlock mechanism is used. In the period be-
tween the Read of a Condition Latch Register, and the cor-
responding Write to reset the condition, additional events
can occur.

In order to prevent software from overwriting bits which
have changed since the last read and losing interrupt
events a conditional write mechanism is employed. Only bits

Events

Latch Mask
Registars Registers

that have not changed since the last read can be written to
a new value.

Whenever a Condition Latch Register is read, its contents
are stored in the Compare Register. Each bit of the Com-
pare Register is compared with the current contents of the
Register that is to be written. Writing a bit with a new value
to a Condition Register is only possible when the corre-
sponding bit in the Compare Register matches the bit in the
Condition Register. For any bit that has not changed, the
new value of the bit is written into the Register. For any bit
that has changed, the writing of the bit is inhibited. The fact
that an attempt was made to change a modified bit in the
Register is latched in the Condition Write Inhibit bit in the
Exception Status Register (ESR.CWI).

In the BMAC device, the Compare Register is shared by all
of the Condition Latch Registers and always reflects the
most recent read of one of these registers. (In the
DP83251/5 PLAYER Device, there is a Compare Register
for every Event Register.) For the cases where more than
one register must be read before writing a new value, the
software may write the Compare Register with the most re-
cently read value before writing the register again. Alterna-
tively, the register may be read again before being written.
The Event Registers include the following registers as:

e Compare Register (CMP)

e Current Receiver Status Register (CRS0)

e Current Transmitter Status Register (CTS0)

© Ring Event Latch Registers (RELRO-1)

® Ring Event Mask Registers (REMR0-1)

® Token and Timer Event Latch Register (TELRO)

Token and Timer Event Mask Register (TEMRO)
Counter Increment Latch Register (CILR)

Counter Increment Mask Register (CIMR)

Counter Overflow Latch Register (COLR)

Counter Overflow Mask Register (COMR)

Internal Event Latch Register (IELR)

Exception Status Register (ESR)

Exception Mask Register (EMR)

Interrupt Condition Register (ICR)

Interrupt Mask Register (IMR)
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FIGURE 6-1. Event Registers Hierarchy
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6.0 Control Information (continued)

Compare Register (CMP)

The Compare Register (CMP) is written with the contents of a conditional event latch registers when it is read. The Compare
Register may also be written to directly. During a write to any of the conditional write registers, the contents of the Compare
Register (CMP) is compared with bits DO-7 of the accessed register. Only bits for which the comparison matches can be written
to a new value.

ACCESS RULES
Address Read Write
I 08h I Always | . Always I
REGISTER BITS
D7 D6 D5 D4 D3 D2 DI DO

| cvp7 | omps | omps | omps | cwes | cMP2 | oMP1 | oMPo |
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6.0 Control Information (continued)

Current Receiver Status Register (CRS0)

The Current Receiver Status Register (CRS0) records the status of the Receiver state machine. It is continuously updated. It
remains stable when accessed. ‘

When in Diagnose Mode, this register is frozen on an internal error until the internal error event is cleared by resetting the
RSMERR bit in the Internal Event Latch Register.

ACCESS RULES

Address Read Write
| 0Ch | Always | Data Ignored |
REGISTER BITS
D7 D6 D5 D4 D3 D2 D1 DO

| RriG | ms2 | mst | mso | Res | mvs2 | mrst | m7so |

Bit Symbol Description
D0-2 RTS(0-2) Recelve Timing State: RTS(0-2) represent the current state of the Receiver Timing state
machine. The encoding is shown below.
RTS2 RTS1 RTSO Receive Timing State
0 0 1 Await_SD
0 0 1 Check__FC
0 1 0 Check_SA
0 1 1 Check__DA
1 0 [¢] Check_INFO
1 0 1 Check_MAC
1 1 X Reserved
D3 RES Reserved
D4-6 RS(0-2) Recelve State: RS(0-2) represent the current state of the Receive state machine that
implements the ANSI standard MAC Receive Functions. The encoding is shown below.
RS2 RS1 RSO Receive State
0 0 0 Listen
0 0 1 Await_SD
0 1 0 RC__FR_CTRL (Receive FC)
0 1 1 RC__FR_BODY (Rec FR Body)
1 0 0 RC_FR_STATUS (A & C Ind)
1 0 1 CHECK__TOKEN (Check Token)
1 1 0 RC__FR__STATUS (Optional Ind)
1 1 1 Reserved
D7 RFLG R_Flag: Current value of the Restricted Flag. When not holding the token indicates the type of
the last valid token received. When holding the token indicates the type of token that will be
issued at the end of the current service opportunity.
0: Non-restricted
1: Restricted
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6.0 Control Information (continued)

Current Transmitter Status Register (CTS0)

The Current Transmitter Status Register (CTS0) records the status of the Transmitter state machme It is continuously updated.
It remains stable when accessed. When in Diagnose Mode, this register is frozen on an internal error until the internal error
event is cleared by resetting the TSMERR bit of the Internal Event Latch Register. .

ACCESS RULES
Address Read Write
[ OEh l Always ’ Data Ignored I
REGISTER BITS
D7 Dé D5 D4 D3 D2 D1 DO
[ rop | 7s2 | 7s1 | 1s0 | T7ss [ 'T7s2 | Trst | T7so |
Bit ] Symbol Description
D0-3 TTS(0-3) TRANSMIT. TIMING STATE: TTS(0-3) represent the current state of the Transmitter
Timing state machine. The encoding is shown below.
TTS3 TTS2 - TTS1 TTSO Transmit Timing State
0 0 0 0 Idle
0 0 0 1 Transmit Preamble
0 0 1 0 Wait for Data (FIFO)
0 0 1 1 Transmit SD & FC Fields
0 1 0 0 Transmit DA
0 1 0 1 Transmit SA
0 1 1 0 Transmit INFO
0 1 1 1 Transmit FCS
1 0 0 0 Transmit ED & FS
9h-Fh Reserved
D4-6 TS(0-2) Transmit State: TS(0-2) represent the current state of the Transmit state machine that
implements the ANSI standard MAC Transmit Functions. The encoding is shown below.
TS2 TS1 TS0 Transmit State
0 0 0 Idle
0 1 Repeat
0 1 0 Data
0 1 1 Issue Token
1 0 0 Claim
1 0 1 Beacon
1 1 0 Reserved
1 1 1 Void
D7 ROP Ring Operational Flag: Indicates the current value of the local Ring Operational Flag.
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6.0 Control Information (continued)

Ring Event Latch Register (RELRO)
The Ring Event Latch Register 0 (RELRO) captures conditions that occur on the Ring including the receipt of Beacon and Claim
frames, transitions in the Ring Operational flag, and the receipt of duplicate addresses. Each bit may be masked via the Ring

Event Mask Register 0 (REMRO).

ACCESS RULES
Address Read Write
| 10h |  Aways |  condiion |
REGISTER BITS
D7 D6 D5 D4 D3 D2 D1 DO

| Res | purapp | Pinv | oTRmac | cumr | Bonk | ANoP [ RoP |

Bit Symbol Description

DO | ROP Ring Operational Set: Is set when the Local Ring Operational flag transitions from 0 to 1.

D1 RNOP Ring Non-Operational Set: Is set when the Local Ring Operational flag transitions from 1 to 0.

D2 BCNR Beacon Frame Received: Indicates that a valid Beacon frame was received. When set, restricted and
synchronous requests are not serviced. The type of Beacon frame received is given in Register RELR1.

D3 | CLMR Claim Frame Received: Indicates that a valid Claim frame was received. When set, restricted requests are

not serviced. The type of Claim frame received is given in Register RELR1.

D4 OTRMAC | Other MAC Frame Received: Indicates that a MAC frame other than a Beacon or Claim frame was received.
When set, restricted requests are not serviced.

D5 | PINV PHY__Invalid Received: Indicates that a PHY__Invalid was received. This could be the result of a PLAYER
device Reset operation.
PHY__Invalid causes the MAC Receiver to enter state RO (Listen).

D6 | DUPADD Duplicate Address Received: Indicates that a valid individual frame addressed to this station was received
with the A indicator set. This could be caused by either a MAC using the same address (duplicate address) or
a strip error at the Source (the frame was received twice).

D7 RES Reserved
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6.0 Control Information (continued)

Ring Event Mask Register 0 (REMRO0)
The Ring Event Mask Register 0 (REMRO) is used to mask bits in Register RELRO. If a bit in Register REMRO is set to One, the
corresponding bit in Register RELRO will be applied to the Interrupt Condition Register, which can then be used to generate an

interrupt.

ACCESS RULES
Address Read Write
| 11h | Always | Always I
REGISTER BITS
D7 Dé D5 D4 D3 D2 D1 DO

| res | pupabp | pinv | oTRmAc | cuvr | Bong | RNOP | RoP |

Bit Symbol Description

Do | ROP Ring Operational Mask: This bit is used to mask RELR0.ROP.

D1 RNOP Ring Non-Operational Mask: This bit is used to mask RELRO.RNOP.
D2 | BCNR Beacon Frame Mask: This bit is used to mask RELRO.BCNR.

D3 CLMR Claim Frame Mask: This bit is used to mask RELRO.CLMR.

D4 | OTRMAC | Other MAC Frame Mask: This bit is used to mask RELRO.OTRMAC.

D5 | PINV PHY__Invalid Mask: This bit is used to mask RELRO.PINV.

D6 | DUPADD Duplicate Address Mask: This bit is used to mask RELR0.DUPADD.
D7 | RES Reserved
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6.0 Control Information (continued)

Ring Event Latch Register 1 (RELR1)

The Ring Event Latch Register 1 (RELR1) captures the progress of the Beacon and.Claim Processes. During the Beacon
Process, it records reception of an Other__Beacon or a My__Beacon. It also identifies Claim frames as Higher, Lower, or My
Claim. Each bit may be masked via the Ring Event Mask Register 1 (REMR1).

ACCESS RULES
Address Read Write
| 12h | Always | Condition I
REGISTER BITS
D7 D6 D5 D4 D3 D2 D1 Do

| Locim | Hicwm | myoum | Res | res | res | mveen | oTReon

Bit Symbol Description
DO OTRBCN | Other_Beacon Received: Indicates that an Other__Beacon frame was received.
D1 MYBCN My__Beacon Received: Indicates that a My__Beacon frame was received.
D2-4 RES Reserved ’
D5 MYCLM My__Claim Received: Indicates that a My__Claim frame was received. (This includes the comparison
between the T__Bid__Rec and TREQ as specified in the standard).
Dé HICLM Higher_Claim Received: Indicates that a Higher__Claim frame was received.
D7 LOCLM Lower__Claim Received: Indicates that a Lower__Claim frame was received.
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6.0 Control Information (continued)

Ring Event Mask Register 1 (REMR1)

The Ring Event Mask Register 1 (REMR1) is used to mask bits in Register RELR1. If a bit in Register REMR1 is set to One, the
‘corresponding bit in Register RELR1 will be applied to the Interrupt Condition Register, which can then be used to generate an
interrupt to the CPU.

All bits in this register are set to Zero upon reset.

ACCESS RULES
Address Read Write
I 13h | Always | Always —l
REGISTER BITS
D7 D6 D5 D4 D3 D2 D1 DO

| Locm | Hicwm | mveum | res | res | res | myveon | otrecn |

Bit Symbol Description
Do OTRBCN | Other_Beacon Mask: This bit is used to mask RELR1.OTRBCN.
D1 MYBCN My__Beacon Mask: This bit is used to mask RELR1.MYBCN.
D2-4 | RES Reserved
D5 MYCLM My__Claim Mask: This bit is used to mask RELR1.MYCLM.
D6 HICLM Higher__Claim Mask: This bit is used to mask RELR1.HICLM.
D7 LOCLM Lower__Claim Mask: This bit is used to mask RELR1.LOCLM.
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6.0 Control Information (continued)

Token and Timer Event Latch Register 0 (TELRO)

The Token and Timer Event Latch Register 0 (TELRO) informs software of expirations of the Token Rotation Timer (TRT) and
Valid Transmission Timer (TVX). The TELRO Register also reports token events such as duplicat