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INTRODUCTION :'

Advanced Micro Devices was the first company in the industry to offer a complete 802.3/Ethernet
chip set in 1985. Today, AMD is a leading supplier of integrated circuits to the local area network
and the wide area marketplace. Our total portfolio includes products for 802.3/Ethernet, Fiber Dis-
tributed Data Interface (FDDI) and ISDN applications. This rich mix of products reflects AMD’s
commitment to your needs and insures leadership in this exciting marketplace.

This handbook includes a complete offering of solutions for the systems architect/designer of
802.3/Ethernet local area network (LAN) applications.

AMD Value Proposition
AMD provides products that accelerate your products’ time-to-market.

Our products are supported with software and board level solutions to accelerate the design cy-
cle. A great emphasis is placed in standards compliance, interoperability testing and systems veri-
fication of our integrated circuits.

Many of AMD’s products result from joint development programs with premier networking systems
corporations. This ensures optimal product definition and system verification. Examples of joint
development efforts include Digital Equipment Corporation, Hewlett-Packard Corporation, 3COM
Corporation, and SynOptics Communications, Inc.

Ethernet Media Access Controllers

AMD is the leading supplier of 802.3/Ethernet ICs. This market includes engineering workstations,
personal computer platforms and embedded applications. AMD offers solutions for both 16-bit
and 32-bit microprocessor busses. The industry’s most widely designed Ethernet controller, the
NMOS Am7930 LANCE, defined the industry preferred architecture for efficient software interface
in high-performance applications. From the LANCE, the Am79C90 C-LANCE was developed, an-
swering the need for Ethernet Controllers in low power applications. The Am79C940 Media Ac-
cess Controller for Ethernet (MACE) is a 16-bit controller with a superior modular architecture and
versatile system interface that allow it to be configured as a stand-alone device or as a connec-
tivity cell incorporated into a larger, integrated system. The MACE is specifically designed to ad-
dress applications where multiple /O peripherals are present, and a centralized or system specific
DMA is required.

Complementing the controller offering are a Manchester encoder/decoder (Am7992B) and several
physical layer devices for either thick coax Ethernet/IEEE 802.3 (I0BASES), thin coax Cheapernet/
IEEE 802.3 (10BASE2), or twisted pair Ethernet/IEEE 802.3 (10BASE-T).

Medium Attachment Units

For medium attachment units (MAUSs), also known as stand-alone transceivers, AMD offers three
products. The original Ethernet/802.3 10BASE5 and 10BASE2 transceiver, the Am7996, is a
proven industry solution used extensively in all markets. An evaluation board, the Am7996EVAL-
HW, facilitates rapid design and production of Am7996 based MAUs.

The Am79C98 Twisted Pair Ethernet Transceiver (TPEX) and Am79C100 Twisted Pair Ethernet
Transceiver Plus (TPEX+), are AMD’s offerings for the 802.3 10BASE-T market. The Am79C98
and Am79C100 are highly Integrated devices that allow for a very cost effective LAN system im-
plementation using 10BASE-T medium attachment units.




Highly Integrated Single-Chip Controllers

Since 1992, AMD has been offering a complete family of single-chip 802.3/Ethernet controllers
that integrate a complete 802.3/Ethernet node into a single VLSI device. The PCnet™ family of
highly-integrated bus-mastering controllers are binary code compatible. This family of 16-bit and
32-bit devices have glueless interfaces to some of the most popular platforms, including ISA
(Am79C960/61), EISA (Am79C960/61), VL (Am79C965), and PCI (Am79C970), that help system
designers to reduce board space requirements. In addition, AMD is the first to offer a single-chip
802.3/Ethernetcontroller that conforms to Microsoft’'s Plug and Play Specifications for ISA
(Am79C961). These controllers’ unique architecture and features also makes them well suited for
internetworking systems and network peripherals.

Multiport Repeaters

Multiport repeaters, hubs and concentrators have been used in the industry for many years in
coaxal cable networks. With the emergence of 10BASE-T and its structured cabling system or
physical star configuration, the multiport repeater has become an essential part of a local area
network. Without a IOBASE-T multiport repeater there is no 10BASE-T network.

The principal value of a 10BASE-T local area network is that it allows the network manager to
build, reconfigure and maintain a larger and reliable network with a low cost of ownership. To im-
prove reliability, reduce system cost, and allow for effective LAN management in a 10BASE-T
multiport repeater implementation, AMD has introduced the Am79C981 Integrated Multiport Re-
peater Plus (IMR+). The Am79C987 Hardware Implemented Management Information Base™
(HIMIB™) provides repeater management functions, complying to all options detailed in the Layer
Management for 10 Mb/s Baseband Repeaters (IEEE 802.3k) Standard. The HIMIB™ device is
designed to be used in conjunction with AMD’s IMR+ device. These devices allow the system de-
signer to easily develop reliable, maintainable 10BASE-T multiport repeaters of various complex-
ity and functionality. The ISA-HUB-KT is designed to serve as a repeater application example as
well as an evaluation vehicle for the AMD IMR+ (Am79C981) and HIMIB™ (Am79C987) devices.

Evaluation Platforms

AMD also has design evaluation vehicles to assist system designers gain a detailed and thorough
understanding of the inner working of our Ethernet chips. Evaluation kits are available for media
access controllers, transceivers, multiport repeaters, and highly-integrated single chip controllers.
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Am79C90 Advanced
CMOS Local Area Network Controller for Ethernet (C-LANCE) Devices

DISTINCTIVE CHARACTERISTICS

B Compatible with Ethernet and IEEE 802.3
10BASE 5 Type A, and 10BASE 2 Type B,
“Cheapernet,” 10BASE-T

W Easily interfaced with 80x86, 680x0, Am29000°,
28000™, LSI-I™ microprocessors

N On-board DMA and buffer management,
64-byte Receive, 48-byte Transmit FIFOs

B 24-bit wide linear addressing (Bus Master
Mode)

W Network and packet error reporting

W Back-to-back packet reception with as little as
0.5 us interframe spacing

W Diagnostic Routines
— Internal/external loop back
— CRC logic check
— Time domain reflectometer

B Low power consumption for power sensitive
applications

B Completely software and hardware compatible
to AMD’s LANCE device (Am7990)
(see Appendix B)

GENERAL DESCRIPTION

The Am79C90 CMOS Local Area Network Controller for
Ethernet (C-LANCE) is a 48-pin VLSI device designed
to greatly simplify interfacing a microcomputer or mini-
computer to an IEEE 802.3/Ethernet Local Area Net-
work. The C-LANCE, in conjunction with the Am7992B
Serial Interface Adapter (SIA), Am7996 or Am79C98
Transceiver, and closely coupled local memory and

microprocessor, is intended to provide the user with a
complete interface module for an Ethernet network. The
Am79C90 is designed using a scalable CMOS technol-
ogy and is compatible with a variety of microprocessors.
On-board DMA, advanced buffer management, and ex-
tensive error reporting and diagnostics facilitate design
and improve system performance.

Publication# 17881
Issue Date: May 1994
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RELATED AMD PRODUCTS
Part/No. Description
Am7996 |IEEE 802.3/Ethernet/Cheapernet Tap Transceiver
Am79C100 Twisted-Pair Ethernet Transceiver Plus (TPEX+)
Am79C900 Integrated Local Area Communications Controller™ (ILACC™)
Am79C940 Media Access Controller for Ethernet (MACE™)
Am79C960 PCnet-ISA Single-Chip Ethernet Controller (for ISA bus)
Am79C961 PCnet-ISA Single-Chip Ethernet Controller (with Microsoft® Plug n’ Play support)
Am79C965 PCnet-32 Single-Chip 32-Bit Ethernet Controller (for 386DX, 486 and VL buses)
Am79C970 PCnet-PCl Single-Chip Ethernet Controller (for PCl bus)
Am79C974 PCnet-SCSI Combination Ethernet and SCSI Controller for PCI Systems
Am79C98 Twisted-Pair Ethernet Transceiver (TPEX)
Am79C981 Integrated Multiport Repeater Plus™ (IMR+™)
Am79C987 Hardware Implemented Management Information Base™ (HIMIB™)
CONNECTION DIAGRAMS
DIP PLCC
VssLy1 ® ~ 48] vpp
pAL7[] 2 47| ] DALS o lg
pALs[] 3 46 [J pALo £ § 2 o
pALs[] 4 45 [ ] DAL10 59 Q59 S LBl <
paLs[] s 44| DAL11 B‘gﬁg‘glg%%lglg %IEIQI;I;%
DAL3[] 6 «3 [ oaL12 /55 T 65 43 7 168676 6564636261
DAL2[} 7 42 ] DAL13
pALI[] 8 41 -] DAL14
DALO[] o 40 g DAL15
READ[] 10 39| ] Ate
INTR[] 11 sg[1A17.
BAL[] 12 37 a1s
DALO[] 13 36 [ A19
DAS[] 14 35 [ A20
BMoBYTE[] 15 34 [ A21
BM1/BUSARO L] 16 33| A2z
HOLD/BUSRQA[] 17 32 [ A23
ALE/AS[] 18 31 [] RX
HIDA[] 19 30 [ ] RENA
Cs[] 20 29 [ ] TX
ADR[T] 21 28 [ ] CLSN
READY [] 22 27 |7 ReLk
RESET[] 23 26 | ] TENA
Vss [] 24 25 [ ] TCLK
17881B-3
Note: 17881B-2

Pin 1 is marked for orientation.

14

Am79C90



PRELIMINARY

TYPICAL ETHERNET/CHEAPERNET NODE
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AUI - Attachment Unit Interface 17881B-4
DTE - Data Terminal Equipment
MAU - Medium Attachment Unit
Am79C90 1-5
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ORDERING INFORMATION
Standard Products

AMD standard products are available in several packages and operating ranges. The order number (Valid Combination) is

formed by a combination of:

AM79C90

19

L OPTIONAL PROCESSING

Blank = Standard Processing
TR = Tape and Reel Packaging

TEMPERATURE RANGE
C = Commercial (0°C to +70°C)

PACKAGE TYPE
P = 48-Pin Plastic DIP (PD 048)

J = 68-Pin Plastic Leaded Chip Carrier (PL 068)

SPEED OPTION

Am79C90

DEVICE NUMBER/DESCRIPTION

Not Applicable

CMOS Local Area Network Controller for Ethernet

Valid Combinations

AM79C%0 |  PC,JC,JCTR

Valid Combinations

Valid Combinations list configurations planned to be
supported in volume for this device. Consult the lo-
cal AMD sales office to confirm availability of specific
valid combinations and to check on newly released
combinations.

Am79C90
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PIN DESCRIPTION

A16 - A23
High Order Address Bus (Output Three State)

Additional address bits to access a 24-bit address.
These lines are driven as a Bus Master only.

ADR
Register Address Port Select (Input)

When the C-LANCE is a slave, ADR indicates which of
the two register ports is selected. ADR LOW selects reg-
ister data port; ADR HIGH selects register address port.
ADR must be valid throughout the data portion of the
bus cycle and is only used by the C-LANCE when TS is
LOW.

ALE/AS
Address Latch Enable (Output, Three-State)

Used to demuitiplex the DAL lines and define the ad-
dress portion of the bus cycle. This I/O pin is program-
mable through bit (01) of CSR3.

As ALE (CSR3 (01), ACON = 0), the signal transitions
from a HIGH to a LOW during the address portion of the
transfer and remains LOW during the data portion. ALE
can be used by a Slave device to control a latch on the
bus address lines. When ALE is HIGH, the latchis open,
and when ALE goes LOW, the latch Is closed.

As AS (CSR3 (01), ACON = 1), the signal pulses LOW
during the address portion of the bus transaction. The
LOW-to-HIGH transition of AS can be used by a Slave
device to strobe the address into a register.

The C-LANCE drives the ALE/AS line only as a Bus
Master.

‘BMO/BYTE, BM1/BUSAKO
(Output, Three-State)

The two pins are programmable through bit (00) of
CSR3

BMO, BM1 1 —If CSR3 (00) BCON =0
PIN 15 = BMO (Output Three-state) (48-Pin DIPs)
PIN 16 = BM1 (Output Three-state) (48-Pin DIPs)

BMO, BM1 (Byte Mask). This indicates the byte(s) onthe
DAL are to be read or written during this bus transaction.
The C-LANCE drives these lines only as a Bus Master. It
ignores the Byte Mask lines when it is a Bus Slave and
assumes word transfers.

Byte selection using Byte Mask is done as described by
the foliowing table:

BM1 BMO Selection
LOW LOW Whole Word
LOW HIGH Upper Byte
HIGH LOW Lower Byte
HIGH HIGH None

BYTE, BUSAKO - If CSR3 (00) BCON =1
PIN 15 = BYTE (Output Three-state) (48-Pin DIPs)
PIN 16 = BUSAKO (Output) (48-Pin DIPs)

Byte selection may also be done using the BYTE line
and DALOO line, latched during the address portion of
the bus cycle. The C-LANCE drives BYTE only as a Bus
Master and ignores it when a Bus Slave selection is
done (similar to BM0, BM1). Byte selection is done as
outlined in the following table:

BYTE DALOO Selection

LOW LOW Whole Word
LOW HIGH lllegal Condition
HIGH LOW Lower Byte
HIGH HIGH Upper Byte

BUSAKO is a bus request daisy chain output. If the chip
is not requesting the bus and it receives HLDA,
BUSAKO will be driven LOW. If the C-LANCE is re-
questing the bus when it receives HLDA, BUSAKO willl
remain HIGH.

Byte Swapping

Inorder to be compatible with the variety of 16-bit micro-
processors available to the designer, the C-LANCE may
be programmed to swap the position of the upper and
lower order bytes on data involved in transfers with the
internal FIFOs.

Byte swapping is done when BSWP = 1. The most sig-
nificant byte of the word in this case will appear on DAL
lines 7-0 and the least significant byte on DAL lines
15-8.

When BYTE = H (indicating a byte transfer) the table in-
dicates on which part of the 16-bit data bus the actual
data will appear.

Whenever byte swap is activated, the only data that is
swapped is data traveling to and from the Transmit/
Receive FIFOs.

Am79C90 ‘ 17
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Mode Bits
BSWP =0 BSWP =1

Signal Line and BCON = 1 and BCON =1
BYTE = L and Word Word
DALOO = L
BYTE =L and llegal lllegal
DALOO = H
BYTE = H and Upper Byte Lower Byte
DALO00 = H
BYTE=Hand Lower Byte Upper Byte
DALOO = L

CLSN

Collision (Input)

A logical input that indicates that a collision is occurring
on the channel.

[

Chip Select (Input)

Indicates, when asserted, thatthe C-LANCE is the slave
device of the data transfer. €S must be valid throughout
the data portion of the bus cycle. TS must not be as-
serted when HLDA is LOW.

DALOO - DAL15 .
Data/Address Lines (Input/Output, Three-State)

The time multiplexed Address/Data bus. During the ad-
dress portion of a memory transfer, DALOO — DAL15
contains the lower 16 bits of the memory address. The
upper 8 bits of address are contained in A16 — A23.

During the data portion of a memory transfer, DALOO —
DAL 15 contains the read or write data, depending on the
type of transfer.

The C-LANCE drives these lines as a Bus Master and as
a Bus Slave.

DALI
Data/Address Line In (Output, Three-State)

An external bus transceiver control line. DALI is as-
serted when the C-LANCE reads from the DAL lines. It
will be LOW during the data portion of a READ transfer
and remain HIGH for the entire transfer if it is a WRITE.
DALI is driven only when C-LANCE is a Bus Master.

DALO
Data/Address Line Out (Output, Three-State)

An external bus transceiver control line. DALO is as-
serted when the C-LANCE drives the DAL lines. DALO
will be LOW only during the address portion if the trans-
feris a READ. It will be LOW for the entire transfer if the
transfer is a WRITE. DALO is driven only when
C-LANCE is a Bus Master.

DAS
Data Strobe (Input/Output, Three-State)

Defines the data portion of the bus transaction. DAS is
high during the address portion of a bus transaction and

" low during the data portion. The LOW-to-HIGH transi-

tion can be used by a Slave device to strobe bus data
into a register. DAS is driven only as a Bus Master.

HLDA
Bus Hold Acknowledge (Input)

A response to HOLD. When HLDA is LOW in response
to the chip’s assertion of HOLD, the chip is the Bus
Master.

During bus master operation the C-LANCE waits for
HLDA to be deasserted HIGH before reasserting HOLD
LOW. This insures proper bus handshake under all
situations.

HOLD/BUSRQ
Bus Hold Request (Output, Open Drain)

Asserted by the C-LANCE when it requires access to
memory. HOLD is held LOW for the entire ensuing bus
transaction. The function of this pin is programmed
through bit (00) of CSR3. Bit (00) of CSR3 is cleared
when RESET is asserted.

When CSR3 (00) BCON= 0

PIN 17 = HOLD
(Output Open Drain and input sense) (48-Pin DIPs)

When CSR3 (00) BCON = 1
PIN 17 = BUSRQ (I/0 Sense, Open Drain) (48-Pin DIPs)

If the C-LANCE wants to use the bus, it looks at
HOLD/BUSRAQ; if it is HIGH the C-LANCE can pull it
LOW and request the bus. If it is already LOW, the
C-LANCE waits for it to go inactive-HIGH before re-
questing the bus.

INTR
Interrupt (Output, Open Drain)

An attention signal that indicates, when active, that one
or more of the following CSRO status flags is set: BABL,
MERR, MISS, RINT, TINT or IDON. INTR is enabled by
bit 06 of CSRO (INEA = 1). INTR remains asserted until
the source of Interrupt is removed.

RCLK
Receive Clock (Input)

A 10 MHz square wave synchronized to the Receive
data and only active while receiving an Input Bit Stream.

1-8 ) Am79C90
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READ
(Input/Output, Three-State)

Indicates the type of operation to be performed in the
current bus cycle. This signal is an output when the
C-LANCE is a Bus Master.

High - Data is taken off the DAL lines by the
C-LANCE.

Low - Datais placed on the DAL lines by the
C-LANCE.

The signal is an input when the C-LANCE is a Bus
Slave.

High - Data is placed on the DAL lines by the

C-LANCE.

Low - Datais taken off the DAL lines by the
C-LANCE.

READY

(Input/Output, Open Drain)

When the C-LANCE is a Bus Master, READY is an
asynchronous acknowledgment from the bus memory
that it will accept data in a WRITE cycle or that it has put
data on the DAL lines in a READ cycle.

As a Bus Slave, the C-LANCE asserts READY when it
has put data on the DAL lines during a READ cycle or is
about to take data off the DAL lines during a write cycle.
READY is a response to DAS and will return High after
DAS has gone High. READY is an input when the
C-LANCE is a Bus Master and an output when the
C-LANCE is a Bus Slave.

RENA
Receive Enable (Input)

A logical input that indicates the presence of carrier on
the channel.

RESET
Reset (Input)

Reset causes the C-LANCE to cease operation, clear its
internal logic, force all three-state buffers to the highim-
pedance state, and enter anidle state with the stop bit of
CSRO set. Itis recommended that a 3.3 kQ pullup resis-
tor be connected to this pin.

RX
Receive (Input)

Receive Input Bit Stream.

TCLK
Transmit Clock (Input)

10 MHz clock.

TENA
Transmit Enable (Output)

Transmit Output Bit Stream enable. When asserted, it
enables valid transmit output (TX).

TX
Transmlit (Output)

Transmit Output Bit Stream.

Voo
Power Supply Pin +5 V 5%

Itis recommended that 0.1 uF and 10 pF decoupling ca-
pacitors be used between Vpp and Vss.

Vss
Ground

Pin 1 and 24 (48-Pin DIPs) should be connected to-
gether externally, as close to the chip as possible.

Am79C90 19
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FUNCTIONAL DESCRIPTION

The parallel interface of the CMOS Local Area Network
Controller for Ethernet (C-LANCE) has been designed
to be “friendly” or easy to interface to a variety of popular
microprocessors. These microprocessors include the
Am29000, 80x86, 680x0, Z8000 and LSI-11. The
C-LANCE has a 24-bit wide linear address space when
it is in the Bus Master Mode. A programmable mode of
operation allows byte addressing in one of two ways:
aByte/Word control signal compatible with the 80x86
and Z8000 or an Upper Data Strobe and Lower Data

Strobe signal compatible with microprocessors such as
the 68000. A programmable polarity on the Address
Strobe signal eliminates the need for external logic. The
C-LANCE interfaces with both multiplexed and de-
multiplexed data busses and features control signals for
address/databustransceivers. The C-LANCE is pin-for-
pin compatible with AMD’s LANCE device (Am7990).
Please refer to Appendix B for a complete comparison
between the C-LANCE and LANCE devices.

Data and Address
Address Bits
Bits 0-15

DALO-DAL15

A16-A23 > Buffer
CPU
@ Buffer :>

ALE

16-23  Control

A16-A23

C-LANCE

U

DALO — DAL15
> Buffer G >
ALE
ADR
N Latch
»
ALE ' Decoder *JCs
A16-A23 >

DALO-DAL15 A16-A23 Control

17881B-5

Figure 1. C-LANCE/CPU Interfacing Multiplexed Bus

1-10 Am79C90
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Address
Data Bus Bus
< > Data/Address
Bits 0-15
AO0-A15 <—,—
Latch '
ALE
A16-A23
Buffer Address
Bits 16-23
C-LANCE
A0-A23
M Decode Cs

Vv

17881B-6

Figure 2. C-LANCE/CPU Interfacing Demuitiplexed Bus

During initialization, the CPU loads the starting address
of the initialization block into two internal control regis-
ters. The C-LANCE has four internal control and status
registers (CSRO, 1, 2, 3) which are used for various
functions, such as the loading of the initialization block
address, and programming different modes and status
conditions. The host processor communicates with the
C-LANCE during the initialization phase, for demand
transmission, and periodically to read the status bits fol-
lowing interrupts. All other transfers to and from the
memory are automatically handled as DMA.

Interrupts to the microprocessor are generated by the
C-LANCE upon:

B completion of its initialization routine

the reception of a packet

the transmission of a packet

transmitter timeout error

a missed packet

B memory error

The cause of the interrupt is ascertained by reading
CSRO. Bit (06) of CSRO0, (INEA), enables or disables
interrupts to the microprocessor. In systems where poll-
ing is used in place of interrupts, bit (07) of CSRO,
(INTR), indicates an interrupt condition.

The basic operation of the C-LANCE consists of two dis-
tinct modes: transmit and receive. In the transmit mode,
the C-LANCE chip directly accesses data (in a transmit
buffer) in memory. It prefaces the data with a preamble,
start frame delimiter (SFD), and calculates and appends
a 32-bit CRC. On transmission, the first byte of data

loads into the 48-byte Transmit FIFO; the C-LANCE
then begins to transmit preamble while simultaneously
loading the rest of the packet into Transmit FIFO for
transmission.

Inthe receive mode, packets are sent via the Am7992B
SIA to the C-LANCE. The packets are loaded into the
64-byte Receive FIFO for preparation of automatic
downloading into buffer memory. A CRC is calculated
and compared with the CRC appended to the data pack-
et. If the calculated CRC does not agree with the packet
CRC, an error bit is set.

Addressing

Packets can be received using three different destina-
tion addressing schemes: physical, logical and
promiscuous.

The first type is a full comparison of the 48-bit destina-
tion address in the packet with the node address that
was programmed into the C-LANCE during an initializa-
tion cycle. There are two types of logical addresses.
One is group type mask where the 48-bit address in the
packet is put through a hash filter to map the 48-bit
physical addresses into 1 of 64 logical groups. If any of
these 64 groups have been preselected as the logical
address, then the 48-bit address is stored in main mem-
ory. At this time, a look up is performed by the host com-
puter comparing the 48-bit incoming address with the
pre-stored 48-bit logical address. This mode can be
useful if sending packets to all of a particular type of de-
vice simultaneously (i.e., send apacket to allfile servers
or all printer servers). Additional details on logical ad-
dressing can be found in the INITIALIZATION section

Am79C90

1-1



l"l AMD

PRELIMINARY

under “Logical Address Filter.” The 'second logical ad-
dress is a broadcast address where all nodes on the net-
work receive the packet. The last receive mode of
operation s referred to as “promiscuous mode” in which
anode will accept all packets on the medium regardless
of their destination address.

Collision Detection and Implementation

The Ethernet and IEEE 802.3 CSMA/CD network ac-
cess algorithms are implemented completely within the
C-LANCE. In addition to listening for a clear mediumbe-
fore transmitting, Ethernet handles collisions in a prede-
termined way. Should two transmitters attempt to seize
the medium at the same time, they will collide and the
data on the medium will be garbled. The transmitting
nodes listen while they transmit, detect the collision,
then continue to transmit for a predetermined length of
time to “jam” the network and ensure that all nodes have
recognized the collision. The transmitting nodes then
delay a random amount of time according to the Ether-
net “truncated binary backoff” algorithm in order that the
colliding nodes do not try to repeatedly access the net-
work at the same time. The C-LANCE also offers a se-
lectable Modified Backoff Algorithm for better
performance on busy networks. Up to 16 attempts to ac-
cess the network are made by the C-LANCE before re-
porting an error due to excessive collisions.

Error Reporting and Diagnostics
Extensive error reporting is provided by the C-LANCE.

Error conditions reported relate either to the network as

a whole or to individual data packets. Network-related
errors are recorded as flags in the CSRs and are exam-
ined by the CPU following interrupt. Packet-related er-
rors are written into descriptor entries corresponding to
the packet.

System errors include:

B Babbling Transmitter

— Transmitter attempting to transmit more than
1518 bytes, excluding preamble and start frame
delimiter

B Collision

— Collision detection circuitry nonfunctional
W Missed Packet

— Insufficient buffer space
B Memory timeout

— Memory response failure

Packet-related errors:

® CRC
— Invalid data
B Framing
— Packet did not end on a byte boundary
Overflow/Underflow
— Indicates abnormal latency in servicing a DMA
request
B Buffer

— Insufficient buffer space available

The C-LANCE performs several diagnostic routines
which enhance the reliability and integrity of the system.
These include a CRC check and two loop back modes
(internal/external). Errors may be introduced into the
system to check error detection logic. A Time Domain
Reflectometer is incorporated into the C-LANCE to aid
system designers in locating faults inthe Ethernet physi-
cal medium. Shorts and opens manifest themselves in
reflections which are sensed by the TDR.

1-12 Am79C90
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Transmit Descriptor for 1st Data Buffer

Transmit Descriptor for 2nd Data Buffer

Transmit Descriptor for 3rd Data Buffer

Transmit Descriptor for Nth Data Buffer

Receive Descriptor for 1st Data Buffer

Receive Descriptor for 2nd Data Buffer

Receive Descriptor for 3rd Data Buffer

Receive Descriptor for Nth Data Buffer

Transmit Data Buffer #1

Transmit Data Buffer #2

Transmit Data Buffer #3

Transmit Data Buffer #N

Receive Data Buffer #1

Receive Data Buffer #2

Receive Data Buffer #3

Receive Data Buffer #N
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Descriptor
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> Data
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17881B-7

Figure 2-1. C-LANCE/Processor Memory Interface
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C-LANCE CSR Registers

Receive Descriptor Ring

Receive Buffer

—1 Pointer to Initialization Block | \/ Data
Address of Receive Buffer 1 Packet
Buffer 1 Status 1
Buffer 1 Byte Count 5
Buffer 1 Message Count ata
> / Pagket
Initialization 2
Block g .
—»| Mode of Operation . M
*
Physical Address ;‘
Logical Address Filter N [ Data
N Packet
Pointer to Receive Ring N N

Number of Receive Entries (N)
Pointer to Transmit Ring

Transmit Descriptor Ring

Transmit Buffer

Number of Transmit Entries (M)

Data
Address of Transmit Buffer 1 / Packet
Buffer 1 Status 1
Buffer 1 Byte Count
Buffer 1 Error Status Data
2 Packet
2
2
2
2 .
: .
®
M
M Data
M Packet
M
M
17881B-8

Figure 2-2. C-LANCE Memory Management

Buffer Management

A key feature of the C-LANCE and its on-board DMA
channel is the flexibility and speed of communication
between the C-LANCE and the host microprocessor
through common memory locations. The basic organi-
zation of the buffer management is a circular queue of
tasks in memory called descriptor rings as shown in
Figures 2-1 and 2-2. There are separate descriptor rings
to describe transmit and receive operations. Up to 128
tasks may be queued up on a descriptor ring awaiting
execution by the C-LANCE. Each entry in a descriptor
ring holds a pointer to a data memory buffer and an entry
for the length of the data buffer. Data buffers can be
chained or cascaded to handle a long packet in multiple
data buffer areas. The C-LANCE searches the descrip-
tor rings in a “lookahead” manner to determine the next
empty buffer in order to chain buffers together or to han-
dle back-to-back packets. As each buffer is filled,

the “own” bit is reset, allowing the host processor to
process the data in the buffer.

C-LANCE Interface

CSRbits such as ACON, BCON and BSWP are used for
programming the pin functions used for different inter-
facing schemes. For example, ACON is used to pro-
gram the polarity of the Address Strobe signal
(ALE/AS).

BCON is used for programming the pins, for handling
either the BY TE/WORD method for addressing word or-
ganized, byte addressable memories where the BYTE
signal is decoded along with the least significant ad-
dress bit to determine upper or lower byte, or an explicit
scheme in which two signals labeled as BYTE MASK
(BMO and BM1) indicate which byte is addressed. When

1-14
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the BYTE scheme is chosen, the BM1 pin can be used
for performing the function BUSAKO.

BCON is also used to program pins for different DMA
modes. In a daisy chain DMA scheme, 3 signals are
used (BUSRQ, HLDA, BUSAKO). In systems using a
DMA controller for arbitration, only HOLD and HLDA are
used.

C-LANCE in Bus Slave Mode

The C-LANCE enters the Bus Slave Mode wheneverCS
becomes active. This mode must be entered whenever
writing or reading the four status control registers
(CSR0, CSR1, CSR2, and CSR3) and the Register Ad-
dress Pointer (RAP). RAP and CSRO may be read or
writtento at anytime, but the C-LANCE must be stopped
(by setting the stop bit in CSR0) for CSR1, CSR2, and
CSR3 access.

Read Sequence (Slave Mode)

At the beginning of a read cycle, CS, READ, and DAS
are asserted. ADR must be valid at thistime. (If ADRis a
“1,” the contents of RAP are placed on the DAL lines.
Otherwise the contents of the CSR register addressed
by RAP are placed on the DAL lines.) After the data on
the DAL lines become valid, the C-LANCE asserts
READY, CS, READ, DAS, and ADR must remain stable
throughout the cycle. Refer to Figure 3.

Write Sequence (Slave Mode)

This cycle is similar to the read cycle, except that during
this cycle, READ is not asserted (READ is LOW). The
DAL buffers are tristated which configures these lines as
inputs. The assertion of READY by C-LANCE indicates
to the memory device that the data on the DAL lines
have been stored by C-LANCE in its appropriate CSR
register. CS, READ, DAS, ADR and DAL 15:00 must re-
main stable throughout the write cycle. Refer to
Figure 4.

Note: Setting the STOP bit in the C-LANCE will gener-
ate a C-LANCE reset, which will cause all bus control
output signals (including READY) to float. To guarantee
slave write timing when the STOP bit is being set in
CSRO, the C-LANCE will latch the STOP bit and will wait
for the slave cycle to complete before resetting itself and
floating the output signals.

C-LANCE in Bus Master Mode

All data transfers from the C-LANCE in the bus Master
mode are timed by ALE, DAS, and READY. The auto-
matic adjustment of the C-LANCE cycle by the READY
signal allows synchronization with variable cycle time
memory due either to memory refresh or to dual port ac-
cess. Transfers are a minimum of 600 ns in length ex-
cept for the first transfer of a bus mastership period in
which the minimum is 700 ns. Transfers can be in-
creased in 100 ns increments.

Am79C90 . 1-15
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DAS

DALO-DAL1S _@XMX) {  ReatData
READY

See
(Output from

Note 1
C-LANCE) o.D.

== __ Q0000000 AR
ADRXXXXXXXXX XXXXXXX

Note: 17881B-9
1. There are two types of delays which depend on which internal register is accessed.

Type 1 refers to access of CSR0, CSR3 and RAP.

Type 2 refers to access of CSR1 and CSR2 which are longer than Type 1 delay.
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Figure 3. Bus Slave Read Timing
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Figure 4. Bus Slave Write Timing

Read Sequence (Master Mode)

A read cycle is begun by placing a valid address on
DALOO — DAL15 and A16 — A23. The BYTE MASK sig-
nals are asserted to indicate a word, upper byte or lower
byte memory reference. READ indicates the type of cy-
cle. ALE or AS is pulsed, and the trailing edge of either
canbe usedto latch addresses. DAL0O0 - DAL15 go into
a 3-state mode, and DAS falls LOW to signal the begin-
ning of the memory access. The memory responds by
placing READY LOW to indicate that the DAL lines have
valid data. The C-LANCE then latches memory data on
the rising edge of DAS, which in turn ends the memory
cycle and READY returns HIGH. Refer to Figure 5-1.

The bus transceiver controls, DALI and DALO, are used
to control the bus transceivers. DALI directs data toward
the C-LANCE, and DALO directs data or addresses
away from the C-LANCE. During a read cycle, DALO
goes inactive before DALI becomes active to avoid
“spiking” of the bus transceivers.

Write Sequence (Master Mode)

The write cycle is similarto the read cycle except that the
DALOO — DAL15 lines change from containing ad-
dresses to data after either ALE or AS goes inactive.
After data is valid on the bus, DAS goes active. Data to
memory is held valid after DAS goes inactive. Refer to
Figure 5-2.

Am79C90
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Figure 5-1. Bus Master Read Timing (Single DMA Cycle)
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Figure 5-2. Bus Master Write Timing (Single DMA Cycle)
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Differences Between Ethernet Versions 1 A list of significant differences between Ethernet and
and 2 IEEE 802.3 at the physical layer include the following:
a. tVersion. 2 speciftie: tha:.th? %ogisipn ?ﬁtepttof the IEEE 802.3 Ethernet
ransceiver must be activated during the inter- —
packet gap time. g)ac: :f Transmission Half Step | Full Stegr(Rev 1)
b. Version 2 specifies some network management Half Step (Rev 2)

functions, such as reporting the occurrence of colli-
sions, retries and deferrals.

¢. Version 2 specifies that when transmission is ter-
minated, the differential transmit lines are driven to

Common Mode Voltage 55V 0-4+5V
Common Mode Current|Less than 1 mA| 1.6 mA +40%
Receivet, Collisiont

0 volt ditferentially (half step). . Input Threshold +160 mV +175 mV
Differences Between IEEE 802.3 and Fault Protection 16V ov
Ethernet

a. |EEE 802.3 specifies a 2-byte length field rather
than a type field. The length field (802.3) describes
the actual amount of data in the frame.

b. IEEE 802.3 allows the use of a PAD field in the
data section of a frame, while Ethernet specifies
the minimum packet size at 64 bytes. The use of a
PAD allows the user to send and receive packets
which have less than 46 bytes of data.

120 Am79C90
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PROGRAMMING

This section defines the Control and Status Registers
and the memory data structures required to programthe
Am79C90 (C-LANCE).

Programming the Am79C90 (C-LANCE)

The Am79C90 (C-LANCE) is designed to operate in an
environment that includes close coupling with local
memory and microprocessor (HOST). The Am79C90
C-LANCE is programmed by a combination of registers
and data structures resident within the C-LANCE and
memory registers. There are four Control and Status
Registers (CSRs) within the C-LANCE which are pro-
grammed by the HOST device. Once enabled, the
C-LANCE has the ability to access memory locations to
acquire additional operating parameters.

The Am79C90 has the ability to do independent buffer
management as well as transfer data packets to and
from the Ethernet. There are three memory structures
accessed by the Chip:

B Initialization Block—12 words in contiguous mem-
ory starting on a word boundary. It also contains
the operating parameters necessary for device op-
eration. The initialization block is comprised of:

— Mode of Operation

— Physical Address

— Logical Address Mask

— Location to Receive and Transmit Descriptor
Rings

— Number of Entries in Receive and Transmit
Descriptor Rings

B Receive and Transmit Descriptor Rings—Two ring
structures, one for incoming and outgoing packets.
Each entry in the rings is 4 words long and each
entry must start on a quadword boundary. The De-
scriptor Rings are comprised of:

— The address of a data buffer
— The length of that data buffer
— Status information associated with the buffer

B Data Buffers—Contiguous portions of memory
reserved for packet buffering. Data buffers may
begin on arbitrary byte boundaries.

In general, the programming sequence of the C-LANCE
may be summarized as:

® Program the C-LANCE’s CSRs by a host device to
locate an initialization block in memory. The byte
control, byte address, and address latch enable
modes are also defined here.

B The C-LANCE loads itself with the information con-
tained within the initialization block.

B The C-LANCE accesses the descriptor rings for
packet handling.

CONTROL AND STATUS REGISTERS

There are four Control and Status Registers (CSRs) on
the chip. The CSRs are accessed through two bus ad-
dressable ports, an address port (RAP) and a data port
(RDP).

Accessing the Control and Status
Registers

The CSRs are read (or written) in a two step operation.
The address of the CSR to be accessed is written into
the RAP during a bus slave transaction. During a subse-
quent bus slave transaction, the data being read from
(or written into) the RDP is read from (or written into) the
CSR selected in the RAP.

Once written, the address in RAP remains unchanged
until rewritten.

To distinguish the data port from the address port, a dis-
crete input pin is provided.

ADR Input Pin Port

L Register Data Port (RDP)
H Register Address Port (RAP)
Register Data Port (RDP)
15 0
CSR DATA
17881B-13
Bit Name Description

15:00 CSR Data  Writing data into RDP writes the data
intothe CSR selected in RAP. Read-
ing the data from the RDP reads the
data from the CSR selected in RAP.
CSR1, CSR2 and CSR3 are acces-
sible only when the STOP bit of

CSRO is set.

If the STOP bit is not set while at-
tempting to access CSR1, CSR2 or
CSR3, the C-LANCE will return
READY, but a READ operation will
return undefined data. WRITE op-
eration is ignored.
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Register Address Port (RAP)

I

- A\ )
L— csr 10
RES
17881B-14
Bit Description
15:02 Reserved. Read as zeroes. Write as
zeroes.
01:00 CSR address select. READ/WRITE.

Selects the CSR to be accessed
through the RDP. RAP is cleared by
Bus RESET.

CSR(1 :0) CSR
00 CSRO
01 CSR1
10 CSR2
11 CSR3

Control and Status Register Definition
Control and Status Register 0 (CSRO0)

ERR
BABL
CERR

MISS ———

MERR
RINT
TINT
IDON

ANENERANNN

|_l: INIT
STRT

STOP
‘——— TDMD
TXON
RXON
INEA

INTR

The C-LANCE updates CSRo by logical “ORing” the pre-
vious and present value of CSRo.

17881B-15

Bit

Description

ERROR summary is set by the
“ORing” of BABL, CERR, MISS and
MERR. ERR remains set as long as
any of the error flags are true.

ERR is read only; writing it has no ef-
fect. It is cleared by Bus RESET, set-
ting the STOP bit, or clearing the
individual error flags.

Description

BABBLE is a transmitter timeout er-
ror. It indicates that the transmitter
has been on the channel longer than
the time required to send the maxi-
mum length packet.

BABL is a flag which indicates ex-
cessive length in the transmit buffer.
It will be set after 1519 bytes have
been transmitted, excluding pream-
ble and start frame delimiter; the
C-LANCE will continue to transmit
until the whole packet is transmitted
or until there is a failure before the
whole packet is transmitted. When
BABL error occurs, an interrupt will
be generated if INEA = 1.

BABL is READ/CLEAR ONLY and is
set by the C-LANCE, and cleared by
writing a “1” into the bit. Writing a "0”
has no effect. Itis cleared by RESET
or by setting the STOP bit.

COLLISION ERROR indicates that
the collision input to the C-LANCE
was not asserted during the trans-
mission, nor within 4.0 us after the
transmit completed. The collision af-
ter transmission is a transceiver test
feature. This function is also known
as heartbeat or SQE (Signal Quality
Error) test.

CERR is READ/CLEAR ONLY and
is set by the C-LANCE and cleared
by writing a “1” into the bit. Writing a
“0” has no effect. It is cleared by RE-
SET or by setting the STOP bit.
CERR error will not cause an inter-
rupt to occur (INTR = 0).

MISSED PACKET is set when the
receiver loses a packet because it
does not own any receive buffer, in-
dicating loss of data.

FIFO overflow is not reported be-
cause there is no receive ring entry
in which to write status.

When MISS is set, an interrupt will
be generated if INEA = 1.

MISS is READ/CLEARONLY, and is
set by the C-LANCE and cleared by
writing a “1” into the bit. Writing a “0”
has no effect. It is cleared by RESET
or by setting the STOP bit.

1-22
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Bit

Name

Description

Bit

Name

Description

1

10

09

08

MERR

RINT

TINT

IDON

MEMORY ERROR is set when the
C-LANCE is the Bus Master and has
not received READY within 25.6 is
after asserting the address on the
DAL lines.

When a Memory Error is detected,
the receiver and transmitter are
turned off (CSRO, TXON = 0, RXON
= 0) and an interrupt is generated if
INEA = 1.

MERR is READ/CLEAR ONLY, and
is set by the C-LANCE and cleared
by writing a “1” into the bit. Writing a
‘0" has no effect. It is cleared by

RESET or by setting the STOP bit.

RECEIVER INTERRUPT is set
when the C-LANCE updates an en-
try in the Receive Descriptor Ring for
the last buffer received or reception
is stopped due to a failure.

When RINT is set, an interrupt is
generated if INEA = 1.

RINTis READ/CLEARONLY, and is
set by the C-LANCE and cleared by
writing a “1” into the bit. Writing a “0”
has no effect. It is cleared by RESET
or by setting the STOP bit.

TRANSMITTER INTERRUPT is set
when the C-LANCE updates an en-
try in the transmit descriptor ring for
the last buffer sent or transmission is
stopped due to a failure.

When TINT is set, an interrupt is
generated if INEA = 1.

TINT is READ/CLEAR ONLY and is
set by the C-LANCE and cleared by
writing a “1” into the bit. Writing 2 “0”
has no effect. Itis cleared by RESET
or by setting the STOP bit.

INITIALIZATION DONE indicates
that the C-LANCE has completed
the initialization procedure started
by setting the INIT bit. When IDON is
set, the C-LANCE has read the In-
itialization Block from memory and
stored the new parameters.

When IDON is set, an interrupt is
generated if INEA = 1.

IDONis READ/CLEARONLY, andis
set by the C-LANCE and cleared by
writing a “1” into the bit. Writing a “0”
has no effect. It is cleared by RESET
or by setting the STOP bit.

07

06

05

04

INTR

INEA

RXON

TXON

INTERRUPT FLAG is set by the
“ORing” of BABL, MISS, MERR,
RINT, TINT and IDON. If INEA =1
and INTR = 1, the INTR pin will be
LOW.

INTR is READ ONLY; writing this bit
has no effect. INTR is cleared by
RESET, by setting the STOP bit, or
by clearing the condition causing the
interrupt.

INTERRUPT ENABLE allows the
INTR pin to be driven LOW when the
Interrupt Flag is set. If INEA = 1 and
INTR = 1, the INTR pin will be Low. If
INEA = 0, the INTR pin will be HIGH,
regardless of the state of the Inter-
rupt Flag.

INEA is READ/WRITE and cleared
by RESET or by setting the STOP
bit.

INEA can be set at any time, regard-
less of the state of the STOP bit.
(reference Appendix B).

RECEIVER ON indicates that the re-
ceiver is enabled. RXON is set when
STRT is set if DRX = 0 in the MODE
register in the initialization block and
the initialization block has been read
by the C-LANCE by setting the INIT
bit. RXON is cleared when IDON is
set from setting the INIT bit and DRX
=1 in the MODE register, or a mem-
ory error (MERR) has occurred.
RXON is READ ONLY; writing this
bit has no effect. RXON is cleared by
RESET or by setting the STOP bit.

TRANSMITTER ON indicates that
the transmitter is enabled. TXON is
set when STRT is set if DTX =0 in
the MODE register in the initializa-
tion block and the INIT bit has been
set. TXON is cleared when IDON is
setand DTX = 1 in the MODE regis-
ter, or an error, such as MERR,
UFLO or BUFF, has occurred during
transmission.

TXON is READ ONLY; writing this bit
has no effect. TXON is cleared by
RESET or by setting the STOP bit.

Am79C90
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Description

TRANSMIT DEMAND, when set,
causes the C-LANCE to access the
Transmit Descriptor Ring without
waiting for the politime interval to
elapse. TDMD need not be set to
transmit a packet; it merely hastens
the C-LANCE’s response to a Trans-
mit Descriptor Ring entry insertion by
the host.

TDMD is WRITE WITH ONE ONLY
and is cleared by the microcode after
it is used. It may read as a “1” for a
short time after it is written because
the microcode may have been busy
when TDMD was set. It is also
cleared by RESET or by setting the
STOP bit. Writing a “0” in this bit has
no effect.

STOP disables the C-LANCE from
all external activity when set and
clears the internal logic. Setting
STOP is the equivalent of asserting
RESET. The C-LANCE remains in-
active and STOP remains set until
the STRT or INIT bit is set. If STRT,
INIT and STOP are all set together,
STOP will override the other bits and
only STOP will be set.

STOP is READ/WRITE WITH ONE
ONLY and set by RESET. Writing a
“0” to this bit has no effect. STOP is

_ cleared by setting either INIT or

STRT. CSR3 must be reloaded
when the STOP bit is set.

START enables the C-LANCE to
send and receive packets, perform
direct memory access, and do buffer
management. The STOP bit must be
set prior to setting the STRT bit. Set-
ting STRT clears the STOP bit.

STRT is READ/WRITE and is set
with one only. Writing a “0” into this
bit has no effect. STRT is cleared by
RESET or by setting the STOP bit.

INITIALIZE, when set, causes the
C-LANCE to begin the initialization
procedure and access the Initializa-
tion Block. The STOP bit must be set
prior to setting the INIT bit. Setting
INIT clears the STOP bit.

INIT is READ/WRITE WITH “1”
ONLY. Writing a “0” into this bit has
no effect. INIT is cleared by RESET
or by setting the STOP bit.

The C-LANCE latches CSRO0 during
a slave read; therefore, the CSRO
status bits are guaranteed to be sta-

ble for the duration of the CSR0O
access.

Control and Status Register 1 (CSR1)

READ/WRITE: Accessible only when the STOP bit
of CSRO is a ONE and RAP = 01.
The C-LANCE preserves the con-
tents of CSR1 after STOP.

15 10
- — | o
—_ IADR
(15:01)
17881B-16
Bit Name Description
15:01 IADR The low order 15 bits of the address

of the first word (lowest address) in
the Initialization Block.

00 Must be zero.

Control and Status Register 2 (CSR2)

READ/WRITE: Accessible only when the STOP bit
of CSRO is a ONE and RAP = 10.
The C-LANCE preserves the con-

tents of CSR2 after STOP.
15 8 7 0
(. I J
v I
| L 1ADR (23:16)
RES
17881B-17
Bit Name Description
15:08 RES Reserved. Read as zeroes. Write as
zeroes.
07:00 IADR The high order 8 bits of the address

of the first word (lowest address) in
the initialization Block.

Bit Name

- 03 TDMD
02 STOP
01 STRT
00 INIT
1-24
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Control and Status Register 3 (CSR3)
CSR3 allows redefinition of the Bus Master interface.

READ/WRITE: Accessible only when the STOP bit

of CSRO is ONE and RAP = 11.
CSR3 is cleared by RESET or by
setting the STOP bit in CSRO.

15 3210

~ Y — l_I_L BCON

ACON
BSWP

RES
17881B-18

Bit Name Description

15:03 RES Reserved. Read as zeroes. Write as

zeroes.

BYTE SWAP allows the chip to oper-
ate in systems that consider bits
(15:08) of data to be pointed at an
even address and bits (07:00) to be
pointed at an odd address.

When BSWP = 1, the C-LANCE will
swap the high and low bytes on DMA
data transfers between the Receive
FIFO and bus memory. Only data
from the Receive FIFO transfers is
swapped; the Initialization Block
data and the Descriptor Ring entries
are NOT swapped.

BSWP is READ/WRITE and cleared
by RESET or by setting the STOP bit
in CSRO.
ALE CONTROL defines the asser-
tive state of ALE when the C-LANCE
is a Bus Master. ACON is READ/
WRITE and cleared by RESET and
by setting the STOP bit in CSRO.
ACON ALE
0 Asserted HIGH
1 Asserted LOW

BYTE CONTROL redefines the Byte
Mask and Hold /O pins. BCON is
READ/WRITE and cleared by
RESET or by setting the STOP bit in
CSRO.

BCON Pin16 Pin15 Pin 17

0 BM1 BMO HOLD
1 BUSAKO BYTE BUSRQ

02 BSWP

01 ACON

00 BCON

All data transfers from the C-LANCE in the Bus Master
mode are in words. However, the C-LANCE can handle
odd address boundaries and/or packets with an odd
number of bytes.

Initialization
Initialization Block

Chip initialization includes the reading of the initializa-
tion block in memory to obtain the operating parame-
ters. The following is a definition of the Initialization
Block.

The Initialization Block is read by the C-LANCE when
the INIT bitin CSRO0 is set. The INIT bit should be set be-
fore or concurrent with the STRT bit to insure proper pa-
rameter initialization and chip operation. After the
C-LANCE has read the Initialization Block, IDON is set
in CSRO and an interrupt is generated if INEA = 1.

Higher Address TLEN-TDR (23:16) IADR +22
TDRA (15:00) IADR +20
RLEN-RDRA (23:16) |IADR +18
RDRA (15:00) IADR +16
LADREF (63:48) IADR +14
LADRF (47:32) IADR +12
LADRF (31:16) IADR +10
LADRF (15:00) IADR +08
PADR (47:32) IADR +06
PADR (31:16) IADR +04
PADR (15:00) IADR +02
Base Address of Block MODE IADR +00

Mode

The Mode Register allows alteration of the C-LANCE’s
operating parameters. Normal operation is with the
Mode Register clear.

1514 8765432 0

— l_FrDRX
DTX
LOOP
DTCR
COLL
DRTY
INTL
EMBA
RES
PROM

17881B-19
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Description

Bit

Name

Description

PROMISCUOUS mode. When
PROM = 1, all incoming packets are
accepted.

RESERVED. Read as zeroes. Write
as zeroes.

Enable Modified Back-off Algorithm.
When set (EMBA=1), enables the
modified backoff algorithm. EMBA
is cleared by activation of the RESET
pin or setting the STOP bit.

INTERNAL LOOPBACK is used with
the LOOP bit to determine where the
loopback is to be done. Internal loop-
back allows the chip to receive its
own transmitted packet. Since this
represents full duplex operation, the
packet size is limited to 8-32 bytes.
Internal loopback in the C-LANCE is
operational when the packets are
addressed to the node itself.

The C-LANCE will not receive any
packets externally when it is in inter-
nal loopback mode.

EXTERNAL LOOPBACK allows the
C-LANCE to transmit a packet
through the SIA transceiver cable
out to the Ethernet medium. It is
used to determine the operability of
all circuitry and connections be-
tween the C-LANCE and the physi-
cal medium. Multicast addressing in
external loopback is valid only when
DTCR = 1 (user needs to append the
4 bytes CRC).

In external loopback, the C-LANCE
also receives packets from other
nodes. The FIFOs READ/WRITE
pointers may misalign in the
C-LANCE under heavy traffic. The
packet could then be corrupted or
not received. Therefore, the external
loopback execution may need to be
repeated. See specific discussion
under “Loopback” in later section.

INTL is only valid if LOOP = 1; other-
wise, it is ignored.

LOOP INTL LOOPBACK
0 X No loopback,
normal
1 0 External
1 1 Internal

DISABLE RETRY. When DRTY =1,
the C-LANCE will attempt only one
transmission of a packet. If there is a
collision on the first transmission at-
tempt, a Retry Error (RTRY) will be
reported in Transmit Message De-
scriptor 3 (TMD3).

04

03

02

COLL

DTCR

LOOP

FORCE COLLISION. This bit allows
the collision logic to be tested. The
C-LANCE must be in internal loop-
back mode for COLL to be valid. If
COLL = 1, a coliision will be forced
during the subsequent transmission
attempt. This will result in 16 total
transmission attempts with a retry er-
ror reported in TMD3.

DISABLE TRANSMIT CRC. When
DTCR = 0, the transmitter will gener-
ate and append a CRC to the trans-
mitted packet. When DTCR = 1, the
CRC logic is allocated to the receiver
and no CRC is generated and sent
with the transmitted packet. The
ADD_FCS bit (bit 13, TMD1) can be
used to override a DTCR=1 setting
on a per packet basis.

During loopback, DTCR = 0 will
cause a CRC to be generated on the
transmitted packet, but no CRC
check will be done by the receiver
since the CRC logic is shared and
cannot generate and check CRC at
the same time. The generated CRC
will be written into memory with the
data and can be checked by the host
software.

If DTCR = 1 during loopback, the
host software must append a CRC
value to the transmit data.

The receiver will check the CRC on
the received data and report any
errors.

LOOPBACK allows the C-LANCE to
operate in full duplex mode for test
purposes. The packet size is limited
to 8-32 bytes.The received packet
can be up to 36 bytes (32 + 4 bytes
CRC) when DTCR = 0. During loop-
back, the runt packetfilter is disabled
because the maximum packet is
forced to be smaller than the
minimum size Ethernet packet
(64 bytes).

LOOP = 1 allows simultaneous
transmission and reception for a
message constrained to fit within the
Transmit FIFO. The C-LANCE waits
until the entire message is in the
Transmit FIFO before serial trans-
mission begins. The incoming data
stream fills the Receive FIFO. Mov-
ing the received message out of the
Receive FIFO to memory does not
begin until reception has ceased.

Bit Name
15 PROM
14:08 RES
07 EMBA
06 INTL
05 DRTY
1-26
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Bit Name Description

In loopback mode, transmit data
chaining is not possible. Receive
data chaining is possible if receive
buffers are 32 bytes long to allow
time for lookahead.

DISABLE THE TRANSMITTER
causes the C-LANCE to not access
the Transmitter Descriptor Ring, and
therefore, no transmissions are at-
tempted. DTX = 1 will clear the
TXON bitin CSR0 when initialization
is complete.

DISABLE THE RECEIVER causes
the C-LANCE to reject all incoming
packets and not access the Receive
Descriptor Ring. DRX = 1 will clear
the RXON bit in the CSRO when in-
itialization is complete.

01 DTX

00 DRX

i
< — =T,

L PADR (47:01)
17881B-20

47:00 PADR PHYSICAL ADDRESS is the unique
48-bit physical address assigned to
the C-LANCE. PADR (0) must be

zero.

Logical Address Filter
63 0

l LADRF

17881B-21

63:00 LADRF The 64-bit mask used by the
C-LANCE to accept logical

addresses.

The purpose of logical (or group or multicast) addresses
is to allow a group of nodes in a network to receive the
same message. Each node can maintain a list of multi-
cast addresses that it will respond to. The logical ad-
dress filter mechanism in the C-LANCE is a hardware
aide that reduces the average amount of host computer
time required to determine whether or not an incoming
packet with a multicast destination address should be
accepted.

The logical address filter hardware is an implementation
of a hash code searching technique commonly used by
software programmers. If the multicast bit of the desti-
nation address of an incoming packet is set, the

hardware maps this address into one of 64 categories
which correspond to 64 bits in the Logical Address Filter
Register. The hardware then accepts or rejects the
packet depending on the state of the bit in the Logical
Address Filter Register which corresponds to the se-
lected category. For example, if the address maps into
category 24, and bit 24 of the logical address filter regis-
ter is set, the packet is accepted.

A node canbe made a member of several groups by set-
ting the appropriate bits in the logical address filter
register.

The details of the hardware mapping algorithm are as
follows:

If the first bit of an incoming address is a “1” [PADR (0)
=1], the address is deemed logical and is passed
through the logical address filter.

The logical address filter is a 64-bit mask composed of
four sixteen-bit registers, LADRF (63:00) in the initiali-
zation block, that is used to accept incoming Logical Ad-
dresses. The incoming address is sent through the CRC
circuit. After all 48 bits of the address have gone through
the CRC circuit, the high order 6 bits of the resultant
CRC (32-bit CRC) are strobed into a register. This regis-
ter is used to select one of the 64-bit positions in the
Logical Address Filter. If the selectedfilter bitis a “1,”the
address is accepted and the packet will be put in mem-
ory. The logical address filter only assures that there isa
possibility that the incoming logical address belongs to
the node. To determine if it belongs to the node, the in-
coming logical address that is stored in main memory is
compared by software to the list of logical addresses to
be accepted by this node.

The task of mapping a logical address to one of 64-bit
positions requires a simple computer program (see Ap-
pendix A) which uses the same CRC algorithm (used in
C-LANCE and defined per Ethernet) to calculate the
HASH (see Figure 7).

Driver software that manages a list of multicast ad-
dresses can work as follows. First the muiticast address
list and the logical address filter must be initialized.
Some sort of management function such as the driver
initialization routine passes to the driver a list of ad-
dresses. For each address in the list the driver uses a
subroutine similar to the one listed in the appendix to set
the appropriate bit in a software copy of the logical ad-
dress filterregister. When the complete list of addresses
has been processed, the register is loaded.

Later, when a packet is received, the driver first looks at
the Individual/Group bit of the destination address of the
packet to find out whether or not this is a multicast ad-
dress. If it is, the driver must search the multicast ad-
dress list to see if this address is in the list. If it is not in
the list, the packet is discarded.
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The Broadcast address, which consists of all ones is a
special multicast address. Packets addressed to the
broadcast address must be received by all nodes. Since
broadcast packets are usually more common than other
multicast packets, the broadcast address should be the
first address in the multicast address list.

The Broadcast address does not go through the Logical
Address Filter and is always enabled. If the Logical Ad-
dress Filteris loaded with all zeroes, all incoming logical
addresses except broadcast will be rejected. The multi-
cast addressing in external loopback is operational only
when DTCR in the mode register is set to 1.

32-Bit Resultant CRC

31 26 0

Destination

Address

4 0 (éF;S — Logical Address
., Filter
1% Enable

=

MUX f—-» Match*

Kl

y

. |Select
L3
*Match - 1, the packet is accepted

Match - 0, the packet is rejected

17881B-22

Figure 7. Logical Address Filter Operation

Receive Descriptor Ring Pointer

312928 24 23 320
LA A J
-
| L—Res 000 ‘(Quadword
RLEN Boundary)
RDRA (23:03)
17881B-23

Bit Name

Description

31:29 RLEN

28:24 RES

23:03 RDRA

02:00

RECEIVE RING LENGTH is the
number of entries in the receive ring
expressed as a power of two.

RLEN Number of Entries

NOoO O~ WON—+O
-
o

128

RESERVED. Read as zeroes. Write
as zeroes.

RECEIVE DESCRIPTOR RING AD-
DRESS is the base address (lowest
address) of the Receive Descriptor
Ring.

MUST BE ZEROES. These bits are
RDRA (02:00) and must be zeroes
because the Receive Ring is aligned
on a quadword boundary.

Transmit Descriptor Ring Pointer

312928 24 23 320
LA —
v
| L— Res 000 ‘(Quadword
TLEN Boundary)

TDRA (23:03)
17881B-24

31:29 TLEN
28:24 RES

23:03 TDRA
02:00

TRANSMIT RING LENGTH is the
number of entries in the Transmit
Ring expressed as a power of two.

TLEN Number of Entries

NO A WN—=O
-
[=2]

128

RESERVED. Read as zeroes. Write
as zeroes.

TRANSMIT DESCRIPTOR RING
ADDRESS is the base address (low-
est address) of the Transmit De-
scriptor Ring. :

MUST BE ZEROES. These bits are
TDRA (02:00) and must be zeroes
because the Transmit Ring is
aligned on a quadword boundary.
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Buffer Management Receive Message Desctriptor 1 (RMD1)
Buffer Management is accomplished through message 15 87 0
descriptors organized in ring structures in memory. | I | I I J l I
Each message descriptor entry is four words ‘long.
There are two rings allocated for the device: a Receive \_'—V'—_)
ring and a Transmit ring. The device is capable of polling L————— HADR
each ring for buffers to either empty or fill with packets to ENP
or from the channel. The device is also capable of enter-
ing status information in the descriptor entry. C-LANCE STP
polling is limited to looking one ahead of the descriptor BUFF
entry the C-LANCE is currently working with. oRG
The location of the descriptor rings and their length are
found in the initialization block, accessed during the in- OFLO
itialization procedure by the C-LANCE. Writing a “ONE” FRAM
into the STRT bit of CSRO will cause the C-LANCE to
start accessing the descriptor rings and enable it to send ERR
and receive packets. OWN
The C-LANCE communicates with a HOST device 178818-26
through the ring structures in memory. Each entry inthe
ring is either owned by the C-LANCE or the HOST. Bit Name Description
There is an ownership bit (OWN) in the message de-
scriptor entry. Mutual exclusion is accomplished by a s .
protocol which states that each device can only relin- 15 OWN Z:{fy?génwﬂzztgi Inat the (‘(’53\7;’,\','2‘8;
quish ownership of the descriptor entry to the other de- or by the C-LANCE (OWN = 1). The
vice; it can never take ownership, and no device can C-LANCE clears the OWN bit after
change the state of any field in any entry afterit has relin- filling the buffer pointed to by the de-
quished ownership. scriptor entry. The host sets the
Oncathe C-LANGE or st has rein:
Descriptor Ring quished ownership of a buffer, it
Each descriptor in a ring in memory is a 4-word entry. must not change any field in the four
The following is the format of the receive and the trans- words that comprise the descriptor
mit descriptors. entry.
14 ERR ERROR summary is the OR of
Receive Message Descriptor Entry FRAM, OFLO, CRC or BUFF.
Receive Message Descriptor 0 (RMDO0) 3 FRAM ;ZAM::':ﬁin%Rga?;Eetmgfni:ﬁezihzg
15 0 non-integer multiple of eight bits and
there was a CRC error. If there was
LADR not a CRC error on the incoming
packet, then FRAM will not be set
17881B-25 even if there was a non-integer multi-
ple of eight.bhs. in }he packet. FRAM
Bit Name Description is not valid in internal loopback

15:00 LADR The LOW ORDER 16 address bits of
the buffer pointed to by this descrip-
tor. LADR s written by the host and is
not changed by the C-LANCE.

mode. FRAM is valid only when ENP
is set and OFLO is not.

Am79C90
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Bit Name Description

12 OFLO OVERFLOW error indicates that the
receiver has lost all or part of the in-
coming packet due to an inability to
store the packet in a memory buffer
before the internal Receive FIFO
overflowed. OFLO is valid only when
ENP is not set.

CRC indicates that the receiver has
detected a CRC error on the incom-
ing packet. CRC is valid only when
ENP is set and OFLO is not.

BUFFER ERROR is set any time the
C-LANCE does not own the next
buffer while data chaining a received
packet. This can occur in either of
two ways: 1) the OWN bit of the next
buffer is zero, or 2) the Receive FIFO
overflow occurred before the
C-LANCE has performed a
lookahead poll of the next receive
descriptor.

If a Buffer Error occurs, an Overflow
Error may also occur internally in the
Receive FIFO, but will not be re-
ported in the descriptor status entry
unless both BUFF and OFLO errors
occur at the same time.

START OF PACKET indicates that
this is the first buffer used by the
C-LANCE for this packet. It is used
for data chaining buffers.

END OF PACKET indicates that this
is the last buffer used by the
C-LANCE for this packet. It is used
for data chaining buffers. If both STP
and ENP are set, the packet fits into
one buffer and there is no data
chaining.

The HIGH ORDER 8 address bits of
the buffer pointed to by this descrip-
tor. This field is written by the host
and unchanged by the C-LANCE.

1 CRC

10 BUFF

09 STP

08 ENP

07:00 HADR

Receive Message Descriptor 2 (RMD2)
15 12 11 0

I~ v )
| L BonT

Must be Ones
17881B-27

15:12 MUST BE ONES. This field is written
by the host and is not changed by the
C-LANCE.

BUFFERBYTE COUNT is the length
of the buffer pointed to by this de-
scriptor, expressed as a two’s com-
plement number. This field is written
by the host and is not changed by the
C-LANCE. Minimum buffer size is 64
bytes for the first buffer of packet.

11:00 BCNT

Receive Message Descriptor 3 (RMD3)

15 12 11 0
N o
e
| I
| MCNT
RES
17881B-28

15:12 RES RESERVED. Read as zeroes. Write

as zeroes.

MESSAGE BYTE COUNT is the
length in bytes of the received mes-
sage. MCNT is valid only when ERR
is clear and ENP is set. MCNT is writ-
ten by the chip and cleared by the
host.

11:00 MCNT

Transmit Message Descriptor Entry
Transmit Message Descriptor 0 (TMDO)

15 0
LADR —I
17881B-29
Bit Name Description

15:00 LADR The LOW ORDER 16 address bits of
the buffer pointed to by this descrip-
tor. LADRs written by the host and is

not changed by the C-LANCE.

Transmit Message Descriptor 1 (TMD1)
15 87 0

-

L———— HADR
ENP

STP

DEF

ONE
MORE
ADD_FCS
ERR

OWN
17881B-30
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Bit

Name

Description

15

13

12

11

10

09

08

07:00

OWN

ERR

ADD_FCS

MORE

ONE

DEF

STP

ENP

HADR

This bit indicates that the descriptor
entry is owned by the host (OWN =
O) or by the C-LANCE (OWN = 1).
The host sets the OWN bit after filling
the buffer pointed to by this descrip-
tor. The C-LANCE clears the OWN
bit after transmitting the contents of
the buffer. Neither the host nor the C-
LANCE may alter a descriptor entry
after it has relinquished ownership.

ERROR summary is the “OR” of
LCOL, LCAR, UFLO or RTRY.

Setting ADD_FCS=1, instructs the
controller to append a CRC to this
transmitted frame, regardless of the
setting of the DTCR bit (bit 3 in the
Mode Register). The ADD_FCS bit
allows the controller to be configured
to append CRC on a per packet ba-
sis, when DTCR=1. ADD_FCS is
only valid when STP=1.

MORE indicates that more than one
retry was needed to transmit a
packet.

ONE indicates that exactly one retry
was needed to transmit a packet.
The ONE flag is not valid when
LCOL is set.

DEFERRED indicates that the
C-LANCE had to defer while trying to
transmit a packet. This condition oc-
curs if the channel is busy when the
C-LANCE is ready to transmit.

START OF PACKET indicates that
this is the first buffer to be used by
the C-LANCE for this packet. It is
used for data chaining buffers. STP
is set by the host and is not changed
by the C-LANCE. The STP bit must
be set in the first buffer of the packet,
or the C-LANCE will skip over this
descriptor and poll the next descrip-
tor(s) until the OWN and STP bits
are set.

END OF PACKET indicates that this
is the last buffer to be used by the C-
LANCE for this packet. It is used for
data chaining buffers. If both STP
and ENP are set, the packet fits into
one buffer and there is no data
chaining. ENP is set by the host and
is not changed by the C-LANCE.

The HIGH ORDER 8 address bits of
the butfer pointed to by this descrip-
tor. This field is written by the host
and is not changed by the C-LANCE.

Transmit Message Descriptor 2 (TMD2)

15

12 11

\ AN

_/

"
L BCNT

ONES
17881B-31

Bit

Name

Description

15:12

11:00

ONES

BCNT

Must be ones. This field is set by the
host and is not changed by the
C-LANCE.

BUFFER BYTE COUNT is the us-
able length in bytes of the buffer
pointed to by this descriptor ex-
pressed as a negative two's comple-
ment number. This is the number of
bytes from this buffer that will be
transmitted by the C-LANCE. This
field is written by the host and is not
changed by the C-LANCE. The first
buffer of a packet has to be at least
100 bytes minimum when data
chaining and 64 byte (DTCR = 1) or
60 bytes (DCTR = 0) when not data
chaining.

Am79C90
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Transmit Message Descriptor 3 (TMD3)

15

109

UFLO

BUFF
17881B-32

Bit

Name

Description

15

13

1

BUFF

UFLO

RES

LCOL

LCAR

BUFFER ERROR is set by the
C-LANCE during transmission when
the C-LANCE does not find the ENP
flag in the current buffer and does
not own the next buffer. This can oc-
cur in either of two ways: either the
OWN bit of the next buffer is zero, or
Transmit FIFO underflow occurred
before the C-LANCE has performed
a lookahead poll of the next transmit
descriptor. BUFF is set by the
C-LANCE and cleared by the host.
BUFF error will turn off the transmit-
ter (CSRO, TXON = 0).

If a Buffer Error occurs, an Underflow
Error will also occur. BUFF error is
not valid when LCOL or RTRY error
is set during TX data chaining.

UNDERFLOW ERROR indicates
that the transmitter has truncated a
message due to data late from mem-
ory. UFLO indicates that the Trans-
mit FIFO has emptied before the end
of the packet was reached.

Upon UFLO error, transmitter is
turned off (CSRO, TXON = 0).

RESERVED bit. The C-LANCE will
write this bit with a “0.”

LATE COLLISION indicates that a
collision has occurred after the slot
time of the channel has elapsed. The
C-LANCE does not retry on late
collisions.

LOSS OF CARRIER is set when the
carrier input (RENA) to the
C-LANCE goes false during a
C-LANCE-initiated ~ transmission.
The C-LANCE does not retry upon
loss of carrier. It will continue to
transmit the whole packet until done.
LCAR is not valid in INTERNAL
LOOPBACK MODE.

10 RTRY RETRY ERROR indicates that the
transmitter has failed in 16 attempts
to successfully transmit a message
due to repeated collisions on the me-
dium. If DRTY = 1 in the MODE reg-
ister, RTRY will set after 1 failed
transmission attempt.

TIME DOMAIN REFLECTOMETRY
reflects the state of an internal C-
LANCE counter that counts from the
start of a transmission to the occur-
rence of a collision. This value is
useful in determining the approxi-
mate distance to a cable fault. The
TDR value is written by the
C-LANCE and is valid only if RTRY
is set.

Ring Access Mechanism in the C-LANCE

Once the C-LANCE is initialized through the initializa-
tion block and started, the CPU and the C-LANCE com-
municate via transmit and receive rings, for packet
transmission and reception.

09:00 TDR

There are 2 sets of RAM locations (four 16-bit register
per set, corresponding to the 4 entries in each descrip-
tor) in the C-LANCE. The first set points to the current
buffer, and they are the working registers which are
used for transferring the data for the packet. The second
set contains the pointers to the next buffer in the ring
which the C-LANCE obtained from the lookahead
operation.

There are three types of ring access in the C-LANCE.
The first type is when the C-LANCE polls the rings to
own a buffer. The second type is when the buffers are
data chained. The C-LANCE does a lookahead opera-
tion between the time that it is transferring data to/from
the Transmit/Receive FIFOs; this lookahead is done
only once. The third type is when the C-LANCE tries to
own the next descriptor in the ring when it clears the
OWN bit for the current buffer.

Transmit Ring Buffer Management

When there is no Ethernet activity, the C-LANCE will
automatically poll the transmit ring in the memory once it
has started (CSRO, STRT = 1). This polling occurs every
1.6 ms, (CSRO TDMD bit = 0) and consists of reading
the status word of the transmit descriptor, TMD1, until
the C-LANCE owns the descriptor. The C-LANCE will
read TMDO and TMD2 to get the rest of the buffer ad-
dress and the buffer byte count when it owns the de-
scriptor. Each of these memory reads is done
separately with a new arbitration cycle for each transfer.

If the transmit buffers are data chained (current buffer
ENP = 0), the C-LANCE will look ahead to the next de-
scriptor in the ring while transferring the current buffer
into the Transmit FIFO (see Figure 8-1). The C-LANCE
does this lookahead only once. If it does not own the
next transmit Descriptor Table Entry (DTE) (2nd TX ring
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for this packet) it will transmit the current buffer and up-
date the status of current Ring with the BUFF and UFLO
error bits set. If the C-LANCE owns the 2nd DTE, it will
also read the buffer address and the buffer byte count of
this entry. Once the C-LANCE has finished emptying the
current buffer, it clears the OWN bit for this buffer, and
immediately starts loading the Transmit FIFO from the
next (2nd) buffer. Between DMA bursts, starting from
the 2nd buffer, the C-LANCE does a lookahead again to
check if it owns the next (3rd) buffer. This activity goes
on until the last transmit DTE indicates the end of the
packet (TMD1, ENP = 1). Once the last part of the pack-
et has been transmitted out from the Transmit FIFO to
the medium, the C-LANCE will update the status in
TMD1, TMD3 (TMD3 is updated only when there is an
error) and will relinquish the last butfer to the CPU. The
C-LANCE tries to own the next buffer (first buffer of the
next packet), immediately after it relinquishes the last
buffer of the current packet. This guarantees the back-
to-back transmission of the packets. If the C-LANCE
does not own the next buffer, it then polls the TX ring
every 1.6 ms.

When an error occurs before all of the buffers get trans-
mitted, the status, TMD3 , is updated in the current DTE,
own bit is cleared in TMD1, and TINT bit is set in CSR0
which causes aninterrupt if INEA = 1. The C-LANCE will
then skip over the rest of the descriptors for this packet
(clears the OWN bit and sets the TINT bit in CSRO0) until
it finds a buffer with both the STP and OWN bit being set
(this indicates the first buffer for the next packet).

When the transmit buffers are not data chained (current
descriptor’s ENP = 1), the C-LANCE will not perform any
lookahead operation. It will transmit the current buifer,
update the TMD3 if any error, and then update the
status and clear the OWN bit in TMD1 . The C-LANCE
will then immediately check the next descriptor in the
ring to see if itowns it. If it does, the C-LANCE will also
read the rest of the entries from the descriptor table. If
the C-LANCE does not own it, it will poll the ring once
every 1.6 ms until it owns it. User may set the TDMD bit
in CSRO when it has relinquished a buffer to the
C-LANCE. This will force the C-LANCE to check the
OWN bit at this buffer without waiting for the polling time
to elapse.

Receive Ring Buffer Management

Receive Ring access is similar to the transmit ring ac-
cess. Once the receiver is enabled, the C-LANCE will al-
ways try to have a receive buffer available, should there
be a packet addressed to this node for reception. There-
fore, when the C-LANCE is idle, it will poll the receive
ring entry once every 1.6 ms, until it owns the current re-
ceive DTE. Once the C-LANCE owns the buffer, it will
read RMDO0 and RMD2 to get the rest of buffer address
and buffer byte count. When a packet arrives from the
physical medium, after the Address Recognition Logic
accepts the packet, the C-LANCE will immediately poll

the Receiver Ring once for a buffer. If it still does not own
the buffer, it will set the MISS error in CSR0 and will not
poll the receive ring until the packet ends.

Assuming the C-LANCE owns areceive buffer whenthe
packet arrives, it will perform a lookahead operation on
the next DTE between periods when it is dumping the re-
ceived data from the Receive FIFO to the first receive
buffer in case the current buffer requires data chaining.
When the C-LANCE owns the buffer, the lookahead op-
eration consists of three separate single word DMA
reads: RMD1, RMDO0, and RMD2. When the C-LANCE
does not own the next buffer, the lookahead operation
consists of only one single DMA read, RMD1. Either
lookahead operation is done only once. Following the
lookahead operation, whether C-LANCE owns the next
buffer or not, the C-LANCE will transfer the data from
Receive FIFO to the first receive buffer for this packet in
burst mode (8 word transfer per one DMA cycle
arbitration).

If the packet being received requires data chaining, and
the C-LANCE does not own the second DTE, the
C-LANCE will update the current buffer status, RMD1,
with the BUFF and/or OFLO error bits set. If the
C-LANCE does own the next buffer (second DTE) from
previous lookahead, the C-LANCE will relinquish the
current buffer and start filling up the second buffer for
this packet. Between the time that the C-LANCE is
transferring data from the Receive FIFO to the second
buffer, it does a lookahead operation again to see if it
owns the next (third) buffer. If the C-LANCE does own
the third DTE, it will also read RMDO, and RMD2 to get
the rest of buffer pointer address and buffer byte count.

This activity continues on untilthe C-LANCE recognizes
the end of the packet (physical medium is idle); it then
updates the current buffer status with the end of packet
bit (ENP) set. The C-LANCE will also update the mes-
sage byte count (RMD3) with the total number of bytes
received for this packet in the current buffer (the last
buffer for this packet).

The dual FIFOs inthe C-LANCE are utilized by the inter-
nal microcode to guarantee that continuous receive ac-
tivity does not prevent the servicing of pending transmit
packets. The microcode includes a single transmit de-
scriptor poll operation at the beginning of buffer DMA
operations for an incoming receive packet. This single
transmit descriptor poll is perfformed only once during
the receive microcode routine for each packet that is re-
ceived. If the OWN bit in the transmit descriptor is set,
burst transfers to the Transmit FIFO are interleaved with
burst transfers from the Receive FIFO. By interleaving
the transmit buffer transfers with the receive buffer
transfers, the beginning of the transmit packet is
preloaded in the Transmit FIFO, ready to be transmitted
immediately following the end of the receive packet on
the wire.
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1. W, X, Y, Z are the packets queued for transmission.
2. A, B, C, D are the packets received by the C-LANCE.

Figure 8-2. Buffer Management Descriptor Rings

C-LANCE DMA Transfer
(Bus Master Mode)

There are two types of DMA Transfers with the
C-LANCE:

@ Burst mode DMA
B Single word DMA

Burst Mode DMA

Burst DMA is used for Transmission or Reception of the
Packets, (Read/Write from/to Memory).

The Burst Transfers are 8 consecutive word reads
(transmit) or writes (receive) that are done in a single
bus arbitration cycle. In other words, once the C-LANCE
receives the bus acknowledge, (HLDA = LOW), it will do
8 word transfers (8 DMA cycle, min. at 600 ns per cycle)
without releasing the bus request signal (HOLD =
LOW). If there are more than 16 bytes empty in the
Transmit FIFO, in transmit mode, or at least 16 bytes of
data, in the Receive FIFO in receive mode, when the
C-LANCE releases the bus (HOLD deasserted), the
C-LANCE will request the bus again within 700 ns

(HOLD dwell time). Burst DMAs are always 8 transfer
cycles unless there are fewer than 8 words left to be
transferred to/from the Transmit/Receive FIFO, or if
there are fewer than 8 words left to be transferred to/
from the RX/TX buffer. Transmit DMAs may be shorter
than 8 words if a collision is detected during the DMA.

Single Word DMA Transfer

The C-LANCE initiates single word DMA transfers to ac-
cess the transmit and receive rings or the initialization
block. The C-LANCE will not initiate any burst DMA
transfers while reading the initialization block. The
C-LANCE will not initiate any burst DMA transfers be-
tween the time that it discovers ownership of a descrip-
tor and the time that it reads the buffer pointer and buffer
byte count entries of that descriptor.

FIFO Operation

The dual FIFOs provide temporary buffer storage for
data being transferred between the parallel bus I/O pins
and serial I/O pins. The capacity of the Transmit FIFO is
48 bytes and the Receive FIFO is 64 bytes.

Transmit

Data is loaded into the Transmit FIFO under internal
microprograr control. The Transmit FIFO has to have
more than 16 bytes empty before the C-LANCE re-
quests the bus (HOLD is asserted). The C-LANCE will
start sending the preamble (if the line is idle) as soon as
the first byte is loaded to the Transmit FIFO from
memory.

Receive

Data is loaded into the Receive FIFO from the serial in-
put shift register during reception. Data leaves the Re-
ceive FIFO under microprogram control. The C-LANCE
microcode will wait until there are at least 16 bytes of
data in the Receive FIFO before initiating a DMA burst
transfer. Preamble and Start Frame Delimiter (SFD) are
not loaded into the Receive FIFO.

FIFOs — Memory Byte Alignment

Memory buffers may begin and end on arbitrary byte
boundaries. Parallel data is byte aligned between the
Transmit or Receive FIFO and DAL lines
(DALO-DAL15). Byte alignment can be reversed by set-
ting the Byte Swap (BSWP) bit in CSR3.

TRANSMISSION — WORD READ FROM EVEN MEM-
ORY ADDRESS

BSWP=0: FIFOBYTEn  gets DAL <07:00>
FIFOBYTE n + 1 gets DAL <15:08>
BSWP=1: FIFOBYTEn  gets DAL <15:08>

FIFOBYTE n + 1 gets DAL <07:00>

TRANSMISSION - BYTE READ FROM EVEN
MEMORY ADDRESS
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BSWP=0: FIFOBYTEn  gets DAL <07:00>
—-don't care gets DAL <15:08>
BSWP=1: FIFOBYTEn  gets DAL <15:08>
—don't care gets DAL <07:00>

TRANSMISSION - BYTE READ FROM ODD
MEMORY ADDRESS

BSWP=0: FIFOBYTEn  gets DAL <15:08>
—don’t care gets DAL <07:00>
BSWP=1: FIFOBYTEn  gets DAL <07:00>
—don’t care gets DAL <15:08>

RECEPTION - WORD WRITE TO EVEN MEMORY
ADDRESS

BSWP=0: DAL <07:00> gets FIFOBYTE n
DAL <15:08> gets FIFOBYTE n+ 1

BSWP=1: DAL <15:08> gets FIFOBYTE n
DAL <07:00> gets FIFOBYTE n + 1

RECEPTION - BYTE WRITE TO EVEN MEMORY
ADDRESS

BSWP=0: DAL <07:00> gets FIFOBYTE n
DAL <15:08> —undefined

BSWP=1: DAL <15:08> gets FIFOBYTE n
DAL <07:00> —undefined

RECEPTION - BYTE WRITE TO ODD MEMORY
ADDRESS

BSWP=0: DAL <07:00> —undefined

DAL <15:08> gets FIFOBYTE n
BSWP=1: DAL <15:08> —undefined

DAL <07:00> gets FIFOBYTE n

The C-LANCE Recovery and
Reinitialization

The transmitter and receiver section of the C-LANCE
are turned on via the initialization block (MODE REG:
DRX, DTX bits). The state of the transmitter and the re-
ceiver are monitored through the CSRO register (RXON,
TXON bits). The C-LANCE must be reinitialized if the
transmitter and/or the receiver has not been turned on
during the original initialization, and later it is desired to
have them turned on. When either the transmitter or re-
ceiver shuts off because an error (MERR, UFLO, TX
BUFF error), it is necessary to reinitialize the C-LANCE
to turn the transmitter and/or receiver back on again.
The user should rearrange the descriptors in the trans-
mit or receive ring prior to reinitialization. This is neces-
sary since the transmit and receive descriptor pointers
are reset to the beginning of the ring upon initialization.

To reinitialize the C-LANCE, the user must first stop the
C-LANCE by setting the stop bit in CSR0. The user
needs to reprogram CSR3 because its contents get
cleared when the stop bit gets set (CSR3 reprogram-
ming is not needed when default values of BCON,

ACON, and BSWP are used; BCON, ACON, and BSWP
default values are 0, 0, and O respectively). Only then
the user may set the INIT bit in CSRO.

It is recommended that the C-LANCE not be re-started,
once it has been stopped (STOP = 1 in CSRO0), by set-
ting the STRT bit in CSRO without reinitialization. Re-
starting the C-LANCE in this way puts the C-LANCE in
operation in accordance with the parameters set up in
the mode register, but the contents of the descriptor
pointers in the C-LANCE will not be guaranteed.

Frame Formatting

The C-LANCE performs the encapsulation/decapsula-
tion function of the data link layer (second layer of ISO
model) as follows:

Transmit

In transmit mode, the user must supply the destination
address, source address, and Type Field (or Length
Field) as a part of data in transmit data buffer memory.
The C-LANCE will append the preamble, SFD, and
CRC (FCS) to the frame as is shown in Figures 9-1
and9-2.

Receive

In receive mode, the C-LANCE strips off the preamble
and SFD and transfers the rest of the frame, including
the CRC bytes (4 bytes), to the memory. The C-LANCE
willdiscard packets with less than 64 bytes (runt packet)
and will reuse the receive buffer for the next packet. This
is the only case where the packet is discarded after the
packet has been transferred to the receive buffer. Arunt
packet is normally the result of a collision.

Preamble Synch | Dest.
1010..1010] 1 1} ADR

lesr'ge Type| Data | FCS

62 2 6 6 2 46-1500 4
Bits Bits Bytes Bytes Bytes Bytes Bytes
17881B-35

Figure 9-1. Ethernet Frame Format

Preamble | SFD | Dest. | Source e !
1010 ... 1010 [10101011] ADR | ADR |Length| Data ‘PAD FCs

56 8 6 6 2 461500 4
Bits Bits Bytes Bytes Bytes Bytes Bytes
17881B-36

Figure 9-2. IEEE 802.3 MAC Frame Format

Framing Error (Dribbling Bits)

The C-LANCE can handle up to 7 dribbling bits when a
received packet terminates; the input to the C-LANCE,
RCLK, stops following the deassertion of RENA. During
the reception, the CRC is generated on every serial bit
(including the dribbling bits) coming from the medium,
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and the CRC gets sampled internally on every byte
boundary. The framing error is reported to the user as
follows:

B If the number of the dribbling bits is 1 to 7 bits and
there is no CRC error, then there is no Framing
error (FRAM = 0).

m If the number of the dribbling bits is less than 8
and there is a CRC error, then there is also a
Framing error (FRAM = 1).

| If the number of the dribbling bits = 0, then there is
no Framing error. There may or may not be a CRC
error.

Interframe Spaci‘ng (IFS)

The C-LANCE implements the two-part deferral algo-
rithm following both receive and transmit activity, as
specified as an option in the IEEE 802.3 Standard (ISO/
|EC 8802-3 1990). With two-part deferral, the interframe
spacing, which begins immediately after the negation of
RENA, is divided into two parts, IFS1 and IFS2. If RENA
is asserted during IFS1, the interframe spacing counter
is continually reset until RENA is deasserted (any pend-
ing transmissions will defer to the incoming receive traf-
fic and the incoming frame may be received by the
C-LANCE). Once the interframe spacing counter
reaches IFS2, the counter proceeds, regardless of the
state of RENA. When IFS2 expires, the C-LANCE may
begin transmitting a frame if there is one pending.

Inthe C-LANCE, IFS1is 6.0 us and IFS2 is 3.6 us, mak-
ing the minimum possible interframe spacing 9.6 us.
The 9.6 us minimum interframe spacing complies with
|EEE 802.3 specifications.

Following each frame transmission, the C-LANCE
blinds itself from any receive activity for the first 4.1 us of
the interframe spacing. The C-LANCE begins looking
forthe 011 start frame delimiter pattern after 800ns (8 bit
times) of preamble has passed. Hence, if RENA is as-
serted during the first 4.1 us of the interframe spacing,
there must be at least 8 bits of preamble left following
the end of the 4.1 us window in order for the frame to be
received correctly.

Following each frame reception, the C-LANCE blinds it-
self from any receive activity for the first 0.5 us of the in-
terframe spacing.

Collision Detection and Collision JAM

Collisions are detected by monitoring the CLSN pin. If
CLSN becomes asserted during a frame transmission,
TENA will remain asserted for at least 32 (but not more
than 40) additional bit times (including CLSN synchroni-
zation). This additional transmission after collision is
referred to as COLLISION JAM. If collision occurs
during the transmission of the preamble, the C-LANCE

continues to sendthe preamble, and sends the JAM pat-
tern following the preamble. If collision occurs after the
preamble, the C-LANCE will send the JAM pattern fol-
lowing the transmission of the current byte. The JAM
pattern is any pattern except the CRC bytes.

Receive Based Collision

If CLSN becomes asserted during the reception of a
packet, this reception is immediately terminated. De-
pending on the timing of COLLISION DETECTION, one
of the following will occur. A collision that occurs within 6
byte times of the detection of the SFD (4.8 ps) will result
in the packet being rejected because of an address mis-
match; the Receive FIFO write pointer will be reset. A
collision that occurs within 64 byte times (51.2 ps) will
result in the packet being rejected since it is a runt pack-
et. A collision that occurs after 64 byte times (late colli-
sion) will result in a truncated packet being written to the
memory buffer with the CRC error bit most likely being
setinthe Status Word of the Receive Ring. Late collision
error is not reported in receive mode.

Transmit Based Collision

When a transmission attempt has been terminated due
to the assertion of CLSN, (a collision that occurs within
64 byte times), the C-LANCE will attempt to retry trans-
mission 15 more times. The scheduling of the
retransmissions is determined by a controlied random-
ized process called “truncated binary exponential back-
off.” Upon the negation of the COLLISION JAM interval,
the C-LANCE calculates a delay before retransmitting.
The delay is an integral multiple of the SLOT TIME. The
SLOT TIME is 512 bit times. The number of SLOT
TIMES to delay before the nth retransmission is chosen
as a uniformly distributed random integer in the range:
0< r < 2% where k = min (n, 10).

When the Modified Backoff Algorithm is enabled
(EMBA), the backoff time may be longer than the mini-
mum time specified above. Specifically, the backoff
count will be suspended whenever a carrier is detected
onthe network. The backoff count will resume whenthe
carrierdrops. This behavior has the effect of making the
backoff interval equal to the SUM of an integral number
of SLOT TIMES plus the total duration of the carrier on
the network during the backoff interval.

If all 16 attempts fail, the C-LANCE sets the RTRY bit in
the current Transmit Message Descriptor 3, TMD3, in
memory, gives up ownership (sets the own bit to zero)
for this packet, and processes the next packet in trans-
mit ring for transmission. If there is a late collision (colli-
sion occurring after 64 byte times), the C-LANCE will not
attempt to transmit this packet again; it will terminate the
transmission, note the LCOL error in TMD3, and trans-
mit the next packet in the ring.

1-36 Am79C90



PRELIMINARY

AMD n

Collision—Microcode Interaction

The microprogram uses the time provided by COLLI-
SION JAM, INTERPACKET DELAY, and the backoff
interval to restore the address and byte counts internally
and starts loading the Transmit FIFO in anticipation of
retransmission. It is important that C-LANCE be ready
to transmit when the backoff interval elapses to utilize
the channel properly.

If, during the backoff interval, RENA and CLSN are
never asserted (no wire activity), the C-LANCE does not
re-poll the OWN bit and does not re-read the buffer ad-
dress and byte count in the transmit descriptor before
reloading the transmit data and retransmitting the trans-
mit packet. However, if RENA or CLSN are asserted
during the backoff interval, the C-LANCE must re-poll
the OWN bit and re-read the buffer address and byte
count in the transmit descriptor before starting the DMA
access of the transmit buffer and performing the retry.
Note that the re-polling of the transmit descriptor could
be preceeded by receive DMA operations if an incoming
packet arrives during the backoff interval and an ad-
dress match is detected or when the C-LANCE is in pro-
miscuous mode.

Time Domain Reflectometry

The C-LANCE contains a time domain reflectometry
counter. The TDR counter is ten bits wide. It counts at a
10 MHz rate. It is cleared by the microprogram and
counts upon the assertion of RENA during transmission.
Counting ceases if CLSN becomes true, or RENA goes
inactive. The counter does not wrap around. Once all
ONEs are reached in the counter, the counter value is
held until cleared. The value in the TDR is written into
memory following the transmission of the packet. TDR is
usedto determine the location of suspected cable faults.

Heartbeat

During the interpacket gap time following the negation of
TENA, the CLSN input is asserted by some transceivers
as a self-test. If the CLSN input is not asserted within
4 us following the completion of transmission, then the
C-LANCE will set the CERR bit in CSR0. CERR error
will not cause an interrupt to occur (INTR = 0).

Cyclic Redundancy Check (CRC)

The C-LANCE utilizes the 32-bit CRC function as de-
scribed in the IEEE 802.3 standard section 3.2.8 to gen-
erate the Frame Check Sequerice (FCS) field. The
C-LANCE requirements for the CRC logic are the
following:

B TRANSMISSION — MODE <02> LOOP = 0, MODE
<03> DTCR = 0. The C-LANCE calculates the
CRC from the first bit following the SFD to the last
bit of the data field. The CRC value inverted is ap-
pended onto the transmission in one unbroken bit
stream.

B RECEPTION — MODE <02> LOOP = 0. The
C-LANCE performs a check on the input bit stream
from the first bit following the SFD to the last bit in
the frame. The C-LANCE continually samples the
state of the CRC check on framed byte bounda-
ries, and, when the incoming bit stream stops, the
last sample determines the state of the CRC error.
Framing error (FRAM) is not reported if there is no
CRC error.

® LOOPBACK - MODE <02> LOOP =1, MODE
<03> DTRC = 0. The C-LANCE generates and
appends the CRC value to the outgoing bit stream
as in Transmission but does not perform the CRC
check of the incoming bit stream.

m LOOPBACK - MODE <02> LOOP = 1 MODE
<03> DTRC = 1. C-LANCE performs the CRC
check on the incoming bit stream as in Reception,
but does not generate or append the CRC value to
the outgoing bit stream during transmission.

Loopback

The normal operation of the C-LANCE is as a half-
duplex device. However, to provide an on-line opera-
tionaltest of the C-LANCE, a pseudo-full duplex mode is
provided. In this mode simultaneous transmission and
reception of a loopback packet are enabled with the fol-
lowing constraints:

B The packet length must be no longer than
32bytes, and no shorter than 8 bytes, exclusive of
the CRC.

B Serial transmission does not begin until the Trans-
mit FIFO contains the entire output packet.

B Moving the input packet from the Receive FIFO to
the memory does not begin until the serial input bit
stream terminates.

B CRC may be generated and appended to the out-
. put serial bit stream or may be checked on the in-
put serial bit stream. CRC may not be used for
both transmission and reception simultaneously.

B Ininternal loopback, the packets should be ad-
dressed to the node itself.

B In external loopback, multicast addressing can be
used only when DTCR = 1 is in the mode register.
In this case, the user needs to append the CRC
bytes.

Loopback is controlled by bits <06, 03, 02> INTL, DTCR,
and LOOP of the MODE register.
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Serial Transmission

Serial transmission consists of sending an unbroken bit
stream from the TX output pin consisting of:

B Preamble/SFD: 56 alternating ONES and ZEROES
terminating with the SFD byte (10101011).

B Data: The serialized bit stream from the Transmit
FIFO Shifted out with LSB first.

® CRC: The inverted 32-bit polynomial calculated
from the data, address, and type field. CRC is not
transmitted if:

— Transmission of the data field is truncated for
any reason.

— CLSN becomes asserted any time during
transmission.

— MODE <03> DTCR = 1 in a normal or loopback
transmission mode, and ADD_FCS=0 in the
transmit descriptor.

The Transmission is indicated at the output pin by the
assertion of TENA with the first bit of the preamble and
the negation of TENA after the last transmitted bit.

The C-LANCE starts transmitting the preamble when
the following are satisfied:

B There is at least one byte of data to be transmitted
in the Transmit FIFO. ‘
B The interpacket delay has elapsed.

B The backoff interval has elapsed, if doing a
retransmission.

Serial Reception

Serial reception consists of receiving an unbroken bit
stream on the RX input pin consisting of:

B Preamble/SFD: Two ONES occurring a minimum
of 8 bit times after the assertion of RENA.

B Destination Address: The 48 bits (6 bytes) follow-
ing the SFD.

B Data: The serial bit stream following the Destina-
tion Address. The last 4 complete bytes of data are
the CRC. The Destination Address and the data
are framed into bytes and enter the Receive FIFO.
Source Address and Length field are part of the
data which are transparent to the C-LANCE.

Reception is indicated at the input pin by the assertion of
RENA and the presence of clock on RCLK while TENA
is inactive. The C-LANCE does not sample the received
data until about 800 ns after RENA goes high.
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ABSOLUTE MAXIMUM RATINGS

Storage Temperature ........... —65°C to +150°C
Ambient Temperature with

Power Applied ................. ~25°C to +125°C
Supply Voltages to Ground Potential

Continuous ..................... -03Vto+6V

Stresses above those listed under Absolute Maximum Rat-
ings may cause permanent device failure. Functionality at or
above these limits is not implied. Exposure to Absolute Maxi-
mum Ratings for extended periods may affect device reliabil-
ity. Programming conditions may differ.

OPERATING RANGES
Commercial (C) Devices

Temperature (Ta) ................. 0°C to +70°C
Supply Voltage (Vop) . ......... +4.75Vto +5.25V
V88 o ov

Operating ranges define those limits between which the func-
tionality of the device is guaranteed.

DC CHARACTERISTICS over operating ranges unless otherwise specified

Parameter Commercial
Symbol Parameter Description Test Conditions Min Typ Max Unit
Vi Input LOW Voltage 0.8 \
ViH Input HIGH Voltage 2 \']
VoL Output LOW Voltage lo. = 3.2 mA 0.5 Vv
Vo Output HIGH Voltage lon =—-0.4 mA 2.4 Vv
I Input Leakage Vin = 0.4 Vto Vee +10 HA
loo* Power Supply Current 50 mA
*lpo is measured while running a functional pattern with spec. value lon and lov load applied.
CAPACITANCE** (Ta = 25°C; Vop = 0)
Parameter
Symbol Parameter Description Test Conditions Min Typ Max Unit
Cin Input Pin Capacitance f=1MHz 10 pF
Cour Output Pin Capacitance f=1MHz 15 pF
Co I/O Pin Capacitance f=1MHz 20 pF
**Parameters are not tested.
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SWITCHING CHARACTERISTICS

Parameter Test
No. Symbol | Parameter Description Conditions Min Typ Max Unit
1 trer TCLK Period 99 101 ns
2 treL TCLK LOW Time 45 55 ns
3 tTcH TCLK HIGH Time 45 55 ns
4 ticr Rise Time of TCLK (Note 3) ns
5 treF Fall Time of TCLK (Note 3) ns
6 tTep TENA Propagation Delay After the 60 ns
Rising Edge of TCLK
7 tTEH TENA Hold Time After the Rising 5 ns
Edge of TCLK
8 trop TX Data Propagation Delay After the 60 ns
Rising Edge of TCLK
9 tTDH TX Data Hold Time After the Rising 5 ns
Edge of TCLK
10 tRCT RCLK Period (Note 3) 85 118 ns
1 tRCH RCLK HIGH Time (Note 2) 38 ns
12 tRCL RCLK LOW Time (Note 2) 38 ns
13 tRCR Rise Time of RCLK (Note 3) 8 ns
14 tRCF Fall Time of RCLK (Note 3) 8 ns
15 tRDR RX Data Rise Time (Note 3) 8 ns
16 tRDF RX Data Fall Time (Note 3) 8 ns
17 tRDH RX Data Hold Time (RCLK to RX (Note 2) 5 ns
Data Change)
18 tRDS RX Data Setup Time (RX Data Stable (Note 2) 35 ns
to the Rising Edge of RCLK)
19 topL RENA LOW Time itrer + 20 ns
20 tCPH, CLSN HIGH Time 80 - ns
21 tDOFF Bus Master Driver Disable After Rising 50 ns
Edge of HOLD
22 tDON Bus Master Driver Enable After Falling 50 2trer + 50 ns
Edge of HLDA
23 tHHA Delay to Falling Edge of HLDA from 0 ns
Falling Edge of HOLD (Bus Master)
24 tRwW RESET Pulse Width LOW (Note 7) 2trer ns
25 tCYCLE Read/Write, Address/Data Cycle Time (Note 1) 6trcT ns
26 tXAS Address Setup Time to the Falling 75 ns
Edge of ALE
27 tXAH Address Hold Time After the Rising 35 ns
Edge of DAS
28 tas Address Setup Time to the Falling 75 ns
Edge of ALE
29 tAH Address Hold Time After the Falling 35 ns
Edge of ALE
30 tRDAS Data Setup Time to the Rising Edge 40 ns
of DAS (Bus Master Read)
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SWITCHING CHARACTERISTICS (continued)

Parameter Test

No.| Symbol | Parameter Description Conditions Min Typ Max Unit

31 trRoAH | Data Hold Time After the Rising Edge 0 ns
of DAS (Bus Master Read)

32 tobAas | Data Setup Time to the Falling Edge 10 ns
of DAS (Bus Master Write)

33 twps | Data Setup Time to the Rising Edge 200 ns
of DAS (Bus Master Write)

34 twoH | Data Hold Time After the Rising Edge 35 ns
of DAS (Bus Master Write)

35 tspo1 Data Driver Delay After the Falling (CSRO, CSR3, RAP) 4ttt ns
Edge of DAS (Bus Slave Read) (Note 6)

36 tsbo2 [Data Driver Delay After the Falling (CSR1, 2) 12trer ns
Edge of DAS (Bus Slave Read) (Note 6)

37 tsroH | Data Hold Time After the Rising 0 55 ns
Edge of DAS (Bus Slave Read)

38 tswoH |Data Hold Time After the Rising 0 ns
Edge of DAS (Bus Slave Write)

39 tswps |Data Setup Time to the Falling Edge 0 ns
of DAS (Bus Slave Write)

40 taLEw | ALE Width HIGH 120 ns

41 tDALE | Delay from Rising Edge of DAS to the 70 ns
Rising Edge of ALE

42 tosw | DAS Width LOW 200 ns

43 taDAs | Delay from the Falling Edge of ALE 80 130 ns
to the Falling Edge of DAS

trioF | Delay from the Rising of DALO to the 15 ns

Falling Edge of DAS (Bus Master Read)

45 troys | Delay from the Falling Edge of READY 65 250 ns
to the Rising Edge of DAS

46 troiF | Delay from the Rising Edge of DALO to 15 ns
the Falling Edge of DALI (Bus Master Read)

47 tRIS DALI Setup Time to the Rising Edge of 135 ns
DAS (Bus Master)

48 tRIH DALI Hold Time After the Rising Edge of 0 ns
DAS (Bus Master Read)

49 tRioF | Delay from the Rising Edge of DALI to the 55 ns
Falling Edge of DALO (Bus Master Read)

50 tos DALO and READ Setup Time to the Falling 110 ns
Edge of ALE (Bus Master Write and Read)

51 tROH DALO Hold Time After the Falling Edge of 35 ns
ALE (Bus Master Read)

52 twosl | Delay from the Rising Edge of DAS to the 35 ns
Rising Edge of DALO (Bus Master Write)

53 tcsH | CS Hold Time After the Rising Edge of DAS 0 ns
(Bus Slave)

54 tcss | CS Setup Time to the Falling Edge of DAS 0 ns
(Bus Slave)
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SWITCHING CHARACTERISTICS (continued)

Parameter Test
No.| Symbol |Parameter Description Conditions Min Typ Max Unit
55 tsaH | ADR Hold Time After the Rising Edge of
DAS (Bus Slave) [ ns
56 tsas ADR Setup Time to the Falling Edge of
DAS (Bus Slave) 0 ns
57 taryD | Delay from the Falling Edge of ALE to the 80 ns
Falling Edge of READY to insure a
Minimum Bus Cycle Time (600 ns) (Note 5)
58 tsAps | Data Setup Time to the Falling Edge of
READY (Bus Slave Read) 75 ns
59 tRoyH |READY Hold Time After the Rising Edge of
DAS (Bus Master) 0 ns
60 tsRo1 READY Driver Turn On After the Falling (CSRo, CSR3, RAP) 6trer ns
Edge of DAS (Bus Slave) (Notes 4, 6)
61 tsro2 | READY Driver Turn On After the Falling (CSR1, 2) 14trer ns
Edge of DAS (Bus Slave) (Note 6)
62 tsrRyH | READY Hold Time After the Rising Edge
of DAS (Bus Slave) 0 35 ns
63 tSRH READ Hold Time After the Rising Edge of
DAS (Bus Slave) 0 ns
64 tsRs | READ Setup Time to the Falling Edge of
DAS (Bus Slave) 0 ns
65 tCHL TCLK Rising Edge to HOLD LOW or High 95 ns
Delay
66 tcav TCLK to Address Valid 100 ns
67 tCCA TCLK Rising Edge to Control Signals Active 75 ns
68 tcALE | TCLK Falling Edge to ALE LOW 90 ns
69 teoL TCLK Falling Edge to DAS Falling Edge 90 ns
70 tRCS Ready Setup Time to TCLK Falling Edge (Note 5) 0 ns
71 tcod | TCLK Rising Edge to DAS HIGH 90 ns
72 tHcs | HLDA Setup to TCLK Falling Edge ns
73 tRENH | RENA Hold Time After the Rising Edge of ns
RCLK
74 tcsr | CS recovery time between deassertion trcT+60 ns
of CS or HOLD and assertion of CS
Notes:
1. Not shown in the timing diagrams, specifies the minimum bus cycle for a single DMA data transfer. Tested by functional data
pattern.
2. Applicable parameters associated with Receive circuit are tested at tret (RCLK Period) = 100 ns, tret = 100 ns
(TCLK Period).
3. Not tested.
4. CSRO write access time (tsro1) when STOP bit is being set can be as long as 12trcr.
5. It is guaranteed that no wait states will be added by the C-LANCE if either parameter #57 or #70 is met.
6. Parameter is for design reference only. .
7. Reset must be asserted for at least two rising and two falling edges of TCLK for the device to be reset. If reset is deasserted
before TCLK starts, the device behavior is undefined.
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15V

17881B-37

A. Normal and Three-State Outputs

110L

15V

100 pF

' ]__: 17881B-38

B. Open-Drain Outputs (INTR, HOLD/BUSRQ, READY)

Am79C90 1-43



u AMD

PRELIMINARY

KEY TO SWITCHING WAVEFORMS

WAVEFORM INPUTS OUTPUTS
Must Be Will Be
Steady Steady
May Will Be
Change Changing
fromHto L fromHto L
May Will Be
Change Changing
fromLtoH fromLto H
Don't Care, Changing,
Any Change State
Permitted Unknown
Does Not Center
Apply Line is High-
Impedance
“Off” State
KS000010
SWITCHING WAVEFORMS (Note 1)
r R
/ & \
CLSN {20}
Serial Link Timing (Collision) 17861B-39
Ter\
0

)
g

R

®

'.

¥

OF

RX

i

@

TL

X 1L X

RENA /

)
(

)
(

Serial Link Timing (Receive)

¥ 2

17881B-40
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SWITCHING WAVEFORMS

TCLK 7

IR

TENA

O\
X
o
I Y

17881B-41

il

*During transmit, RENA input must be asserted (HIGH) and remain active-HIGH before TENA goes inactive (LOW). If RENA is
deasserted before TENA is deasserted, LCAR will be reported in TMD3 after the transmission is completed by the C-LANCE.

Serial Link Timing (Transmit)

Foto J\ 4 : 0.D.
| o

Bus v R
Master J} Drivers Enabled E——
Drivers K >/
< 6D
24
RESET \
K E
Note: 17881B-42

1. RESET is an asynchronous inputto the C-LANCE and is not part of the Bus Acquisition timing. When RESET is asserted, the
C-LANCE becomes a Bus Slave.

Bus Acquisition Timing
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SWITCHING WAVEFORMS

Read Data

®

63)—te—

o XKRXXKKRY \

READY
(Output from
C?LANCE) \)
0.D

)
o —/

® —o—

ADR XXXXXXXXX _ )(XXXXXX

-

17881B-45
Note:

1. There are two types of delays which depend on which internal register is accessed.
Type 1 refers to access of CSR0O CSR3 and RAP.
Type 2 refers to access of CSR1 and CSR2 which are longer than Type 1 delay.

Bus Slave Read Timing
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SWITCHING WAVEFORMS

DALO-DAL15 —<><><><><><><><>§r Write Data

DAS

e OOXKXOO0OARY

READY

(Output from
C-LANCE)

HOLD —j

Bus Slave Write Timing

&

17881B-46

Am79C90

1-47



210

0606LWy

A16-A23
BMO, BM1

ALE

DALO-DAL15
{Read)

DALO
(Read)

DALI
(Read)

READ
(Read)

I—>1 st DMA TWAIT
l TO I T l T2 | T3 I T4
0 100 200 300 400 500 600

8th DMA

T o |m|nln|=]

TWAIT

400

500

TSITBl

A A A T i
- - =
& - - - @ g D
I ! @D
L B
>~ © PR (2D )
| Address, B0, BW1 }@I Addrdss, B0, BM1 —
| « @ !
X 3
_'_"'—‘@ ™) @0 Sk £
U
3 @
r— \
- f « \_ 1 ‘St 7 K~
________________________ ._-??_\ &9 {@) 69 I
-2 5 |l PN PR anCme
Mi (30)—| [ao—(31 - 42 | «(G0) > [e—]-Gi
TITITIII TR p
——@g Address =~ R& RGN Data In R Address Data In —
A AA I QOA00 -
v -
N (37— 4; (49 (30 [ @ ‘
7 € \ / N * . _/ X
—_— 22 Ke—
17881B-43

Bus Master Read Timing (Burst DMA)

SIWHO43AVM ONIHOLIMS

anv u

AHVNINWITIHd



0606.Wwy

6t-1

_A16-A23
BMO, BM1

ALE

DAS

READY

DALO-DAL15
(Write)

DALO
(Write)

DALI
(Write)

READ
(Write)

r>1 st DMA

| o] m ]| n|mw

100

TWAIT

th DMA

T5|T6|T1|T2lT3IT4

TWAIT

300

T5|T6I

600

T A T ‘LV T
, =@ |- oI h] Yoo,
»I ’ | ! @
e-(66) @) PR ',.-../_
b)) K
22 (D) « D ®
))
3; Address, BMO, BM1 }@i{r Address, BMO, BM1 —
) \ @D
X -

—

R,

Address

(XX

ASEON
é X
N

<
RS
S
S

@

Tope

Data Out

le—@—

Address

Data Out

le—@)—

_
) =
| «
N
7 « X
3( ) 2
«
17881B-44

Bus Master Write Timing (Burst DMA)

SWHO43AVM ONIHOLIMS

AHVNINWIT3Hd

u anv



APPENDIX A

Hash Filter Generation Programs for
Logical Addressing

U

80x86 computer program example to generate the hash filter, for multicast addressing in the C-LANCE.
H SUBROUTINE TO SET A BIT IN THE HASH FILTER FROM A

7 H GIVEN ETHERNET LOGICAL ADDRESS
8 ; ON ENTRY SI POINTS TO THE LOGICAL ADDRESS WITH LSB FIRST
9 ; DI POINTS TO THE HASH FILTER WITH LSB FIRST

; ON RETURN SI POINTS TO THE BYTE AFTER THE LOGICAL ADDRESS
; ALL OTHER REGISTERS ARE UNMODIFIED

13 PUBLIC SETHASH

14 ASSUME CS:CSE61

15 ;

16 =1DB6 POLYL EOU 1DB6H ;CRC POLYNOMINAL TERMS

17 =04C1 POLYH EQU 04C1H

18 ;

19 0000 CSE61 SEGMENT PUBLIC ‘CODFE’

20 ;

21 0000 SETHASH PROC NEAR

22 000050 PUSH AX ;SAVE ALL REGISTERS

23 000153 PUSH BX

24 000251 PUSH CX

25 000352 PUSH DX

26 000455 PUSH BP

27 ;

28 0005 B8 FFFF MOV AX,0FFFFH ;AX,DX =CRC ACCUMULATOR

29 0008 BA FFFF MOV DX,0FFFFH ;PRESET CRC ACCUMULATOR TO ALL 1’S
30 000BB5 03 MOV CH,3 ;CH =WORD COUNTER

31 ;

32 000D 8B 2C SETH10: MOV BP,[S1] ;GET A WORD OF ADDRESS

33  OOOF 83 C6 02 ADD S1,2 ;POINT TO NEXT ADDRESS

34 0012B1 10 MOV CL,16 ;CL=BIT COUNTER

35 H

36 0014 8B DA SETH20: MOV BX,DX ;GET HIGH WORD OF CRC

37 0016 D1C3 ROL BX,1 ;PUT CRC31 TO LSB

38 001833DD XOR BX,BP ;COMBINE CRC31 WITH INCOMING BIT
39 001AD1EO SAL AX,1 ;LEFT SHIFT CRC ACCUMULATOR
40 001CD1D2 RCL DX, 1

41 001E 81 E3 0001 AND BX,0001H ;BX=CONTROL BIT

42 00227407 Jz SETH30 ;DO NOT XOR IF CONTROL BIT =0
43 ;

44 ; PERFORM XOR OPERATION WHEN CONTROL BIT= 1
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45 ;

46 002435 1D 86 XOR AX,POLYL

47 0027 81 F2 04C1 XOR DX,POLYH

48 ) ;

49 002B OB C3 SETH30: OR AX,BX ;PUT CONTROL BIT IN CRCO

50 002D D1 CD ROR BP,1 ;ROTATE ADDRESS WORD

51 002F FE C9 DEC CL ;DECREMENT BIT COUNTER

52 003175E1 JNZ SETH20

53 0033 FE CD DEC CH ;DECREMENT WORD COUNTER

54 003575D6 JNZ SETH10

55 ; FORMATION OF CRC COMPLETE, AL CONTAINS THE REVERSED HASH
56 ; CODE

58 0037 B9 000A MOV CX,10

49 O003ADOEO SETH40: SAL AL,1 ;REVERSE THE ORDER OF BITS IN AL
60 003CDODC RCR AH,1 ;AND PUT IT IN AH

61 O003EE2FA LOOP SETH40

62

63 ; AH NOW CONTAINS THE HASH CODE

64 ;

65 0040 8ADC MOV BL,AH ;BL = HASH CODE, BH IS ALREADY ZERO
66 0042 B1 03 MOV CL3 ;DIVIDE HASH CODE BY 8

67 0044 D2 EB SHR BL,CL ;TO GET TO THE CORRECT BYTE
68 0046 B0 01 MOV AL,01H ;PRESET FILTER BIT

69 0048 80 E45 07 AND AH,7H ;EXTRACT BIT COUNT

70 004B8A CC MOV CL,AH

71 004D D2 EO SHL AL,CL ;SHIFT BIT TO CORRECT POSITION
72  004F 08 01 OR [DI + BX],AL ;SET IN HASH FILTER

73 00515D POP BP

74 0052 5A POP DX

75 005359 POP CX

76 00545B POP BX

77 0055 58 POP AX

78 0056 C3 RET

79 ;

80 0057 SETHASH ENDP

81 H

82 0057 CSEG1 ENDS

83 ;

84 END

Program example in BASIC to generate the hash filter, for multicast addressing, in the C-LANCE.
100 REM

110 REM PROGRAM TO GENERATE A HASH NUMBER GIVEN AN ETHERNET ADDRESS

120 REM

130 DEFINT A-Z

140 DIM A(47): REM ETHERNET ADDRESS. 48 BITS.

150 DIM A$(6): REM INPUT FROM KEYBOARD

160 DIM C(32): REM CRC REGISTER-32 BITS
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170  PRINT “ENTER ETHERNET ADDRESS AS 6 HEXADECIMAL NUMBERS SEPARATED "
180 PRINT “BY BLANKS. EACH NUMBER REPRESENTS ONE BYTE. THE LEAST "
190  PRINT “SIGNIFICANT BIT OF THE FIRST BYTE IS THE FIRST BIT TRANSMITTED.”
200 PRINT*
210 PRINT “ENTER ETHERNET ADDRESS”;
220  INPUT A$(0), A$(1), A$(2), A$(3), A$(4), A$(5)
240 REM
250 REM UNPACK ETHERNET ADDRESS INTO ADDRESS ARRAY
260 REM
270 M=0
280 FOR |=0TO47: A(l) = 0: NEXT |
290 FORI=0TOS5
300 IF LEN(A$(1)) = 1 THEN A$(l) = 0" + A$(])
310 A$(l) = UCASES$(AS(I)
320 FORN=2TO 1 STEP -1
330 Y$ = MID$(A$(), N, 1)
340 IF Y$ = 0" THEN 510
350 IF Y$ = 1" THEN A(M) = 1: GOTO 510
360 IFY$ ="2" THEN A(M + 1) = 1: GOTO 510
370 IFY$ ="3" THEN A(M + 1) = 1: A(M) = 1: GOTO 510
380 IFY$ ="4" THEN A(M + 2) = 1: GOTO 510
390 IFY$ ="5" THEN A(M + 2) = 1: A(M) = 1: GOTO 510
400 IFY$ ="6" THEN A(M + 2) = 1: A(M + 1) = 1: GOTO 510
410 IFY$="7"THEN AM+2) = 1: AM + 1) = 1: A(M) = 1: GOTO 510
420 AM+3)=1
430 IFY$ = "8" THEN 510
440 IF Y$ = 9" THEN A(M) = 1: GOTO 510
450 IF Y$ ="A" THEN A(M + 1) = 1: GOTO 510
460 IF Y$="B" THEN AM + 1) = 1: AM) = 1: GOTO 510
470 IFY$ = "C" THEN A(M + 2) = 1: GOTO 510
480 IF Y$ = D" THEN A(M + 2) = 1: A(M) = 1: GOTO 510
490 IFY$ ="E" THEN A(M+ 2) = 1: AM + 1) = 1: GOTO 510
500 IFY$="F" THEN AM +2) = 1: AM + 1) = 1: A(M) = 1
510 M=M+4
520 NEXTN
530 NEXTI
540 REM
550 REM PERFORM CRC ALGORITHM ON ARRAY A(0-47)
560 REM
570 FOR[=0TO31: C(l) = 1: NEXT |
580 FORN=0TO 47
590 REM SHIFT CRC REGISTER BY 1
600 FOR|=32TO 1 STEP ~1: C(l) = C(I-1): NEXT |
610 C(0)=0
620 T =C(32) XOR A(N): REM T = CONTROL BIT
630 IF T = 0 THEN 700: REM JUMP IF CONTROL BIT=0
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640 C(1) = C(1) XOR 1: C(2) = C(2) XOR 1: C(4) = C(4) XOR 1

650 C(5) = C(5) XOR 1: C(7) = C(7) XOR 1: C(8) = C(8) XOR 1

660 C(10) = C(10) XOR 1:C(11) = C(11) XOR 1: C(12) = C(12) XOR 1

670 C(16) = C(16) XOR 1: C(22) = C(22) XOR 1: C(23) = C(23) XOR 1

680 C(26) = C(26) XOR 1

690 C(0)=1

700 NEXTN

710 REM

720 REM CRC COMPUTATION COMPLETE, EXTRACT HASH NUMBER FROM C(0) TO C(5)
730 REM

740 HH=32"C(0)+16*C(1)+8*C(2)+4*C(3)+2"C(4)+C(5)

750 PRINT “THE HASH NUMBER FOR 7,

760 PRINT A$(0); “ " A$(1); “ ™, AB(2); “ ™ AS(3); “ ™; AS(4); “ ”; AS(5);

770 PRINT “IS”; HH

780 GOTO 210

Program example in C to generate the hash filter, for multicast addressing in the C-LANCE.

* hash.c RevO0.1
* Generate a logical address filter value from a list of
Ethernet multicast addresses.

*

*

Input:

User is prompted to enter an Ethernet address in

Ethernet hex format: First octet entered is the first
octet to appear on the line. LSB of most
significant octet is the first bit on the line.
Octets are separated by blanks.

After results are printed, user is prompted for

another address.

(Note that the first octet transmitted is stored in
*  the C-LANCE as the least significant byte of the Physical
*  Address Register.)

* Output:

After each address is entered, the program prints the
hash code for the last address and the cumulative
address filter function. The filter function is
printed as 8 hex bytes, least significant byte first.

/
#include <stdio.h>
void updateCRC (int bit);
int adr[6], /" Ethernet address */
ladrf[8], /* Logical address filter */
CRCI[33], /* CRC register, 1 word/bit + extra control bit */
poly[] = /* CRC polynomial. poly[n] = coefficient of
the x**n term of the CRC generator polynomial. */
{1,1,1,0, 1,1,0,1,
1,0,1,1,1,0,0,0,
1,0,0,0, 0,0,1,1,
0,0,1,0, 0,0,0,0
k

void main()
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{
int k,i, byte; /* temporary array indices */
int hashcode; /* the object of this program */
char buf[80]; /* holds input characters */

for (i=0;i<8;i++) ladrf[i] = 0; /* clear log. adr. filter */

printf ("Enter Ethernet addresses as 6 octets separated by blanks.\n");
printf ("Each octet is one or two hex characters. The first octet \n”);
printf ("entered is the first octet to be transmitted. The LSB of \n");
printf ("the first octet is the first bit transmitted. After each \n”);
printf ("address is entered, the Logical Address Filter contents \n”);
printf ("are displayed, least significant byte first, with the \n");
printf ("appropriate bits set for all addresses entered so far.\n");
printf (" To exit press the <Enter> key.\n\n");

while (1)

{

loop:

printf (\nEnter address: ");

/* If 1st character = CR, quit, otherwise read address. */
gets (buf);
if ( buf[0] == "\0’) break;
if (sscanf (buf, "%x %X %X %X %X %X,
&adr{0], &adr[1), &adr{2],&adr[3),&adr[4],&adr[5])
1= 6)
{ printf
("Address must contain 6 octets separated by blanks.\n");
goto loop;

}
if ((adr[0] & 1) == 0)

{ printf ("First octet of multicast address ");
printf ("must be an odd number.\n”);
goto loop;

}

/* Initialize CRC */
for (i=0; i<32; i++) CRC[i] = 1;

/" Process each bit of the address in the order of transmission.*/
for (byte=0; byte<6; byte++)
for (i=0; i<8; i++)
updateCRC ((adr[byte] >> i) & 1);
/* The hash code is the 6 least significant bits of the CRC
in reverse order: CRCI[0] = hash[5)], CRC[1] = hash[4], etc.
*/

hashcode = 0;
for (i=0; i<6; i++) hashcode = (hashcode << 1) + CRCIi];

/* Bits 3-5 of hashcode point to byte in address filter.
Bits 0-2 point to bit within that byte. */

byte = hashcode >> 3;
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ladrf[byte] |= (1 << (hashcode & 7));
printf ("hashcode = %d (decimal) ladrf[0:63] = ", hashcode);
for (i=0; i<8; i++)
printf ("%02X ", ladrf{i]);
printf (" (LSB first)\n");
}
}

void updateCRC (int bit)
{

intj;

/* shift CRC and control bit (CRC[32]) */
for (j=32; j>0; j—) CRCIj] = CRC[j-1};
CRC[0] = 0;

/* If bit XOR (control bit) = 1, set CRC = CRC XOR polynomial. */
if (bit ~ CRC[32))
for (j=0; j<32; j++) CRC[j] A= poly[j];
}
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Table A-1 “Mapping of Logical Address to Filter Mask”
can be used to find a multicast address that maps into a
particular address filter bit. For example, address BB 00
00 00 00 00 maps into bit 15. Therefore, any node that
has bit 15 set in its logical address filter register will re-
ceive all packets addressed to BB 00 00 00 00 00. The
table also shows that bit 15 is located in bit 7 of byte 1 of
the Logical Address Filter Register.

Addresses in this table are shown in the standard Ether-
net format. The leftmost byte is the first byte to appear
on the network with the least significant bit appearing
first.

Table A-1. Mapping of Logical Address to Filter Mask

Byte Bit LAF Destination Byte Bit LAF Destination

Pos Pos Bit Address Accepted Pos Pos Bit Address Accepted
0 0 0 85 00 00 00 00 OO0 4 0 32 21 00 00 00 00 OO0
0 1 1 A5 00 O00 00 00 00 4 1 33 01 00 00 00 OO0 OO0
0 2 2 E5 00 00 00 00 O00 4 2 34 4 00 00 00 OO0 00
(o] 3 3 Cs5 00 ©00 00 00 OO0 4 3 35 71 00 ©00 00 OO0 OO0
0 4 4 45 00 O00 00 00 OO0 4 4 36 E1 00 00 00 00 00
0 5 5 65 00 00 00 00 OO0 4 5 37 Clt 00 00 00 00 00

0 6 6 25 00 00 00 00 00 | 4 6 38 | 81 00 00 00 00 00
0 7 7 05 00 00 00 00 OO0 4 7 39 Al 00 00 00 00 00
1 0 8 2B 00 00 00 00 00 5 0 40 8F 00 00 00 00 00
1 1 9 0B 00 00 00 00 00 5 1 41 BF 00 00 00 00 00

M 2 10 4B 00 O00 00 00 00 5 2 42 EF 00 00 00 00 00
1 3 11 6B 00 00 00 00 OO0 5 3 43 CF 00 00 00 00 00
1 4 12 EB 00 00 00 00 OO 5 4 44 4F 00 00 00 00 00
1 5 13 CB 00 00 00 00 00 5 5 45 6F 00 00 00 00 00
1 6 14 88 00 00 00 00 00 5 6 46 2F 00 00 00 00 00
1 7 15 BB 00 00 00 00 OO0 5 7 47 OF 00 00 00 00 00
2 0 16 C7 00 00 00 00 OO0 6 0 48 63 00 00 00 00 OO0
2 1 17 E7 00 00 00 00 00 6 1 49 43 00 00 00 OO0 OO0
2 2 18 A7 00 00 00 00 00 6 2 50 03 00 00 00 00 O0
2 3 19 87 00 00 00 00 00 6 3 51 23 00 00 00 OO0 00
2 4 20 07 00 00 00 00 O00 6 4 52 A3 00 00 00 00 OO0
2 5 21 27 00 00 00 00 OO0 6 5 53 83 00 00 00 OO0 00
2 6 22 67 00 00 00 00 00 6 6 54 C3 00 00 00 00 00
2 7 23 47 00 00 00 00 OO0 6 7 55 E3 00 00 00 00 00
3 0 24 69 00 00 00 00 00 7 0 56 CD 00 00 00 00 00
3 1 25 49 00 00 00 00 OO0 7 1 57 ED 00 00 00 00 00
3 2 26 09 00 00 00 00 OO0 7 2 58 AD 00 00 00 00 00
3 3 27 29 00 00 00 00 00 7 3 59 8D 00 00 00 00 00
3 4 28 A9 00 00 00 00 00 7 4 60 oD 00 00 00 OO0 00
3 5 29 89 00 00 00 00 OO0 7 5 61 2D 00 00 00 OO0 OO0
3 6 30 C9 00 O00 00 00 00 7 6 62 6D 00 00 00 OO0 OO0
3 7 31 E9 00 00 00 00 00 7 7 63 4D 00 00 00 00 00
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APPENDIX B

'

Comparison Between C-LANCE (Am79C90)

and LANCE (Am7990) Devices

OVERVIEW

The Am79C90 C-LANCE device is a pin-for-pin equiva-
lent for the Am7990 LANCE device. Using an advanced
0.8-micron CMOS process, the C-LANCE device con-
sumes less power than the LANCE device, which is im-
plemented in an outdated NMOS process. Inadditionto
the inherent advantages provided by the advanced
CMOS process, the C-LANCE device includes several
functional enhancements over the LANCE device.

The C-LANCE device is available in both 48-pin plastic
DIP and 68-pin PLCC packages. These packages are
socket compatible with the LANCE packages.

This document provides a comparison of the C-LANCE
and LANCE devices. Table 1 provides a summary of the
comparison between the two devices. The remainder of
the document gives details on each item listed in
Table B-1.
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Table B-1. Comparison Summary of the C-LANCE and LANCE Devices

Description Am79C80 C-LANCE Am7990 LANCE
1 Process/Power Consumption 0.8-micron CS-21S CMOS process NS-8B NMOS process

lcc £50 mA lcc £270 mA

2 FIFOs Dual FIFOs: 48-byte TX, 64-byte RX Single FIFO: 48-byte TX/RX

3 Transmit Lockout Due to Will not occur with dual FIFOs and May occur in high receive rate

Receive enhanced microcode. situations with “less than optimal”
bus latencies.

4 Per-Packet FCS Transmit descriptor bit is used to No per packet CRC control
allow per packet addition of CRC provided.
when DTCR is set in the MODE
register.

5 Backoff Algorithm Selectable Modified Backoff Algorithm Only standard backoff algorithm
or standard backoff algorithm. available.

6 TX Descriptor Zero Buffer Byte Allows TX buffer byte count of zero. No capability for TX buffer byte

Count Capability count of zero.
7 Interframe Spacing (IFS) a) Implements 2-part deferral after a) One-part deferral after transmit
Behavior transmit

b) Part 1 of two part deferral after b) Part 1 of 2-part deferral after
receive is 6 us receive is 4.1 us

c) Heartbeat window = 4 pus c) Heartbeat window = 2 us

d) Receive blind time after receive d) Receive blind time after receive
less than 500 ns =4.1us

8 “Heartbeat OK” Heartbeat OK if collision is asserted Heartbeat OK if collision is

(no CERR) Definition at any time from the beginning of the asserted during the heartbeat
transmission to the end of the window.

heartbeat window.

9 Receive Lockup Will not occur. May occur when bus latency is

large.

10 | ALE Behavior ALE may be driven HIGH at end of ALE may be driven LOW at end of
bus mastership when ACON is set bus mastership when ACON is set
to 0. When ACON is setto 1, ALE to 1. When ACON is setto 0, ALE
is not driven LOW at end of bus is not driven HIGH at end of bus
mastership period. mastership period.

11 | External Loopback on a No problems. May receive invalid loopback failure

Live Network indications. )
12 | Software Reset (STOP bit) a) STOP bit in CSRO is latched. a) STOP bit in CSRO not latched
Handling When STOP s set, the slave cycle and will reset the device
is allowed to complete before the immediately when written.
C-LANCE resets.

b) CSR1 and CSR2 contents are b) CSR1 and CSR2 are not
preserved when the STOP bit is preserved when the STOP bit is
set to one. set to one.

13 | CSRO Slave Read Data Stability CSRO latched during slave reads to CSRO not latched during slave
guarantee timing on DAL lines. read cycles (could give-timing

violations on DAL lines).

14 | INEA bit behavior INEA bit can be set in CSRO at INEA cannot be set in CSR0 while
any time, regardless of the state the STOP bit is set.
of the STOP bit.

15 | Effect of setting the STOP Setting the STOP bit in CSR0 when Setting the STOP bit in CSRO causes

bit on CSRO bits. the STOP bit is already set does not all of the other bits in CSRO to clear,
effect any of the other bits in CSRO regardless of the previous state of the

(they are not cleared). STOP bit.

16 | AC Specification Changes #06 (trep) maximum = 60 ns #06 (tter) maximum = 70 ns
#08 (trpp) maximum = 60 ns #08 (trop) maximum = 70 ns
#18 (trps) minimum = 35 ns #18 (trps) minimum = 40 ns
#30 (trpas) minimum = 40 ns #30 (trpas) minimum = 50 ns
#45 (trovs) minimum = 65 ns #45 (trovs) minimum = 75 ns

17 | Burn-In Option The burn-in option for the C-LANCE
is no longer available.

18 | RX Descriptor Zero Butfer Unpredictable results when the RX Interprets a BCNT field setting of zero

Byte Count Handling Descriptor Buffer Byte Count is set to in a receive descriptor as a 4096 byte
zero. buffer.
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Detailed Description of Enhancements
1. Process/Power Consumption

By using an advanced 0.8 micron CMOS process, the
lcc specification for the C-LANCE device is reduced to
50 mA maximum, compared to the 270 mA maximum
lcc specification for the LANCE device.

2. FIFOs

The C-LANCE device incorporates a dual FIFO (48
bytes Transmit, 64 bytes Receive) architecture to help it
compete for bandwidth on busy networks. The LANCE
device’s single 48-byte FIFO architecture and its associ-
ated microcode has problems transmitting packets out
on busy networks. This problem is known as the “Trans-
mit Lockout due to Receive” problem. It occurs when
minimum or near minimum IFS traffic is continually re-
ceived by the LANCE device and bus latency is not
“good” (“good” = latency < approximately 3 us). In this
situation, the LANCE device’s microcode and bus inter-
face is locked servicing receive packets, and is not able
to poll the pending transmit descriptor (until the receive
traffic stops or does not pass address match).

The C-LANCE device addresses this problem by includ-
ing dual FIFOs and microcode that is modified to take
advantage of the dual FIFOs. The microcode is changed
so that a transmit descriptor poll operation occurs some-
time early (exact time depends on bus latencies and
whether the receive buffer was owned before the re-
ceive packet arrived) in the receive DMA operations for
each packet. If the OWN bit in the TX descriptor is found
set, transmit FIFO loading DMA is interleaved with the
receive FIFO emptying DMA for the packet being re-
ceived. The transmit packet is then ready to be transmit-
ted immediately following the end of the receive packet
on the wire. The dual FIFOs and microcode changes
eliminate the possibility of transmit activity being locked
out due to high receive acltivity.

Interleaving the transmit DMA activity with receive DMA
activity at the beginning of a reception has the effect of
increasing the bus latency for receive DMA operations.
To ensure that the C-LANCE device can tolerate the
same bus latency as the LANCE device, the receive
FIFO in the C-LANCE device is increased to 64 bytes.
The transmit FIFO in the C-LANCE device holds
48 bytes.

3. Transmit Lockout Due to Receive

As discussed in item 2, the dual FIFO architecture and
modified microcode implemented in the C-LANCE
device eliminates the possibility of Transmit Lockout
Due to Receive from occurring.

4. Per-Packet FCS

In the LANCE device, addition of the Frame Check Se-
quence (FCS or CRC) to each transmit packet is con-
trolled on a per-initialization basis. In other words, when
the DTCR (Disable Transmit CRC) bit is set in the mode
register at initialization, the only way that packets can
subsequently be transmitted with an FCS attached is by
re-initializing the device with the DTCR bit cleared.

The C-LANCE device provides the capability to override
the DTCR setting on a per-packet basis. If DTCR was
set in the mode register at initialization, the ADD_FCS
bit inthe transmit descriptor can be used to append FCS
to transmitted packets on a per-packet basis, overriding
the DTCR setting. If DTCR is cleared in the mode regis-
ter, the ADD_FCS bit is a “don't care.”

The ADD_FCS bit is located in bit 13 of TMD1 in the
C-LANCE device. This bitis RESERVED in the LANCE
device. Table 2 below summarizes the operation of the
ADD_FCSbit. Note thatthe ADD_FCS bitis only mean-
ingful in the first descriptor of a transmit buffer chain
(STP=1).

This feature should be compatible with existing imple-
mentations. Non-bridge nodes normally run with FCS
enabled (DTCR cleared). Bridges run with FCS dis-
abled. It is assumed that existing software in these
applications do not set bit 13 of TMD1, which was
previously RESERVED.

The ADD_FCS bit is also implemented as bit 13 of
TMD1 in the PCnet™-1ISA (Am79C960) and operates
identically to the way in which it operates in the
C-LANCE device.

As a side note, this feature can be used by software to
identify the C-LANCE device from LANCE device. The
LANCE device writes bit 13 of TMD1 to zero when up-
dating transmit status in the transmit descriptor. The
C-LANCE device will write this bit with the value read, so
if it is set to one it will be returned as a one.
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Table B-2. ADD_FCS Bit Operation

DTCR in Mode Reg. STP ‘ADD_FCS FCS Added?
0 X X Yes
1 0 X N/A
1 1 0 No
1 1 1 Yes

5. Backoff Algorithm

A selectable Modified Backoff Algorithm is provided in
the C-LANCE device which can improve throughput in
busy networks. Bit 7 of the Mode register (EMBA bit) is
used to enable the Modified Backoff Algorithm. This bit
is RESERVED in the LANCE device.

With the Modified Backoff Algorithm, counting of the IFS
interval is suspended when receive carrier sense is de-
tected. The count resumes when receive carrier sense
goes away. This algorithm increases throughput in large
networks with heavy traffic (many collisions). It can be
considered as an “adaptive” backoff algorithm. This
mode should only be used in network segments in which
all nodes are using this mode. Otherwise, the nodes that
are using it will be at a disadvantage to those that are
not.

Note that this mode does not conflict with IEEE require-
ments for compliance. The IEEE 802.3 specification
specifies only the minimum amount of time for the back-
off interval. This leaves open the possibility of backing
off more than the minimum, which is precisely how the
Modified Backoff Algorithm works.

The Modified Backoff Algorithm is included as an option
in the MACE™ (Am79C940) and PCnet-ISA
(Am79C960) devices.

6. TX Descriptor Zero Buffer Byte Count
Capability

The 12-bit BCNT field in the transmit descriptor of the
LANCE and C-LANCE devices is loaded with the 2's
complement of the number of bytes that must be trans-
mitted from the buffer. With the 2’s complement repre-
sentation, a simple incrementer is used in the chip to
count through the byte count as bytes are being read
from the transmit buffer. When the 2's complement
number reaches all 0’s, the count has expired. The
LANCE device does not check for the all 0’s case when
the BCNT field is first loaded from the descriptor.
Hence, the all 0's case is interpreted by the LANCE de-
vice as a buffer count of 4096 (2'?), preventing zero
length TX buffers inthe LANCE device. In addition, the
LANCE device ignores the upper 4 bits in TMD2, which
are adjacent to the BCNT field. These bits are indicated
as “must be ones” in the LANCE data sheet.

The C-LANCE device actually uses all 16 bits in TMD2
as the BCNT field. Compatibility with the LANCE device
is preserved as long as the upper 4 bits in TMD2 are 1's,
as specified in the LANCE data sheet. The C-LANCE

device checks for the case where all 16 bitsin TMD2 are
zero before starting any transmit DMA from the buffer. If
all 16 bits are zero, a zero length buffer is assumed, and
the C-LANCE device immediately clearsthe OWN inthe
descriptor without starting any transmit activity on the
network. Note that since all 16 bits are checked, com-
patibility with the LANCE device is preserved for
non-Ethernet-compliant implementations which may
use buffer lengths of 4096 bytes.

Zero Transmit Buffer Byte Count Capability is included
in the PCnet-ISA device.

7. Interframe Spacing Behavior

a) 2-Part Deferral After Transmit: 2-part deferral after
receive has always been an option in the IEEE
802.3 specification. However, 2-part deferral after
transmit was recently added as an option in the
802.3 specification by the IEEE committee. With
2-part deferral, the IFS is divided into two parts,
IFS1 and IFS2. If there is activity on the wire dur-
ing IFS1, the IFS counter is reset until the wire is
clear again. The IFS counter is not reset once it
enters IFS2. When the IFS counter expires the
chip will begin to transmit if it has anything to send.

The specification’s wording for 2-part deferral after
transmit is identical to the way that 2-part deferral
after receive has been worded all along. That is,
the specification specifies that part 1 of the two
parts can be anywhere from 0 to 2/3 of the IFS
(9.6 us). If part 1 = 0 (perfectly legal), it is equiva-
lent to not implementing 2-part deferral at all.
Hence, the LANCE device, which implements
2-part deferral after receive but not after transmit,
complies with IEEE specifications. However, imple-
mentation of 2-part deferral after both transmit and
receive eliminates a possible scenario where pack-
ets cannot be received (due to very small or 0 IFS)
but there is no indication of this fact through a colli-
sion indication at the transmitter. Hence, although
this scenario is very rare, the C-LANCE device
implements 2-part deferral after transmit in addi-
tion to after receive.

The IEEE 802.3 specifications state that part 1 of
2-part deferral can be anywhere from 0 to 2/3 of
the IFS (9.6 us). The LANCE device only imple-
ments 2-part deferral after receive, with part

1 =4.1 s and part 2 = 5.5 pus (compliant). The
C-LANCE device implements 2-part deferral after
both transmit and receive with part 1 = 6.0 us and

b

~
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part 2 = 3.6 us. Since the receiver is blinded fol-
lowing a transmit for 4.0 us (see below), part 1 of
2-part deferral after a transmit had to be extended
beyond 4.1 us or else part 1 would effectively only
be from 4.0 us to 4.1 us during the IFS. Hence, in
the C-LANCE device, part 1 of 2-part deferral after
transmit was set at 6.0 us and the same value was
used for part 1 following a receive.

c) |EEE 802.3 specifications state that the Signal
Quality Error (SQE) test window should be at least
4.0 us and no more than 8.0 us. The LANCE de-
vice implements a 2 pus window which is not com-
pliant with this specification. This generally turns
out to be a non-issue because 802.3 also specifies
that the MAU must generate the collision signal
within 0.6 ps to 1.6 us after the end of the transmit
packet, which is typically early enough for the
LANCE device to detect it, even with its non-
compliant 2 us window. However, to comply with
|IEEE standards, the C-LANCE device implements
an SQE test window of 4 ps.

d) IEEE specifications require that receive be blinded
following transmit for 4 us to prevent the controller
from responding to any trash that may be gener-
ated by the MAU when it generates the SQE test
signal. However, IEEE specifications do not state
that the receiver should be blinded following a re-
ceive. The LANCE device implements a 4.1 us
blinding time following receive, violating IEEE
specifications. This was erroneously implemented
in the LANCE device since it was thought to be a
moot issue under the assumption that there should
be no valid data on the wire within 4.1 pus of the
end of a receive anyway. However, since 2-part
deferral after transmit and receive are both op-
tional, as mentioned in 7a), there are rare situ-
ations where legal packets may arrive with an IFS
of less than 4.1 pus. To better handle this situation,
the C-LANCE device reduces the blind time follow-
ing a receive to less than 500 ns. The blind time
allows time to store and then clear the status that
was generated by the ending reception.

8. “Heartbeat OK” (No CERR) Definition

The heartbeat test or Signal Quality Error (SQE) test is
performed to verify the ability of the AUI to pass the colli-
sion (SQE) indication to the DTE. The LANCE and
C-LANCE devices indicate a heartbeat test failure by
setting the CERR bit in CSRO (bit 13).

At the conclusion of each transmission, the DTE opens
a time window during which it expects to see a collision
indication. Inthe LANCE device, this window begins im-
mediately following when TENA de-asserts and ends
2.0ps after when RENA de-asserts. The heartbeat sig-
nal is expected by the LANCE device even if the packet
being transmitted suffers a collision. This implementa-
tion violates |IEEE requirements in three ways:

1) IEEE 802.3 specifications state that the heartbeat
window should begin when the input becomes idle
(RENA de-asserts), not when the output becomes
idle (TENA de-asserts).

2) If a collision occurs, the IEEE 802.3 specifications
indicate that the DTE should not look for the SQE
test signal.

3) As mentioned in 7c), the window should end no
earlier than 4.0 ps after when RENA de-asserts.

The C-LANCE device implements the heartbeat test in
full compliance with IEEE specifications. In the
C-LANCE device, the heartbeat window begins when
RENA de-asserts and ends 4 ps later. In addition, the
C-LANCE device does not look for the heartbeat signal
whenever the packet being transmitted suffers a
collision.

The PCnet-ISA and MACE devices use the same heart-
beat OK definition as the C-LANCE device.

Details onthe LANCE device’s violations of IEEE Speci-
fications: The consequences of the violations of the
standard by the LANCE device are very little in practice.
Item 1 (window begins when TENA de-asserts not
RENA) actually prevents the LANCE from being penal-
ized by ltem 2 (Heartbeat expected following a colli-
sion). That is, if the LANCE device did not violate ltem 1
and started its window when RENA de-asserted instead
of TENA, then the LANCE device could get false CERR
indications when a packet it is transmitting suffers a col-
lision. This can happen as follows. Inthe event of a colli-
sion, the network may remain active for a while afterone
node stops transmitting its JAM sequence (other nodes
involved in the collision may still have their JAM on the
wire). At a node that ends its JAM sequence relatively
early, the heartbeat signal can overlap with the collision
or the end of the collision fragment since the MAU times
the heartbeat signal generation from when the controller
stops transmitting. If this node uses a LANCE device as
its controller, the LANCE device will see this heartbeat
signal only because of the violation given in ltem 1. if the
LANCE device started its window when RENA de-
asserted instead of TENA, it would miss the heartbeat
signal, since the heartbeat passes by while the collision
is still on the wire. This would give false CERR indica-
tions. Hence, the violation of item 1 inthe LANCE device
is not a problem. In fact, it makes the violation of ltem 2
generally a non-issue.

Although the violation of ltem 1 masks the violation of
ltem 2 as just described, the violation of Item 2 (heart-
beat still expected by the LANCE device when collision
occurs) can stilllead to false CERR indications whenthe
LANCE device is used with a non-802.3-compliant
MAU. The |EEE 802.3 specifications state that the MAU
is to generate the SQE test signal after every transmit,
even when the transmit suffers a collision. However,
some MAUs on the market have been found to not
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comply with this requirement. When operating with a
non-compliant MAU that does not generate the heart-
beat signal after a collided transmission, the LANCE
device can give false CERR indications.

As mentioned in 7¢), Item 3 is generally a non-issue.

9. Receive Lockup

The LANCE device has an errata where the receiver
locks up when the system bus latency is very high. This
errata is fixed in the C-LANCE device.

10. ALE Behavior

The LANCE device may drive the ALE pin LOW at the
end of each bus mastership period when ACON=1
(ALE/AS active low — AS mode). When the bus
mastership period ends, the ALE pin is tri-stated hence,
if ALE is pulled HIGH by external logic, a glitch on ALE
results. The glitch occurs about when the LANCE device
is releasing the bus by bringing HOLD high. The C-
LANCE device incorporates redesigned ALE logic to
prevent this glitch from occurring.

However, in the C-LANCE, when ACON=0 (active high
ALE), ALE is driven high before it is tri-stated at the end
of every bus mastership period. In the LANCE, when
ACON=0 (active high ALE), ALE is not driven high
before it is tri-stated at the end of every bus mastership
period.

This difference will not cause any problems in designs
which set ACON=1 (AS; active low ALE). It could cause
problems in designs in which ACON=0. The ALE signal
is intended to provide a strobe signal for an external ad-
dress latch. The rising edge, coupled with a subsequent
falling edge that will occur if the pin is externally pulled
down, will cause an invalid address to be strobed into
the external address latch. However, since this occurs
at the end of the bus mastership period, and further
master cycles are not performed by the C-LANCE sub-
sequent to the invalid address being strobed (until the
next bus mastership period), the invalid address gener-
ally has no effect. A design could have problems with
this if external logic is continuously decoding the latched
address and taking some action on it even though the
C-LANCE is not executing any master cycles.

11. External Loopback on a Live Network

The LANCE device has an errata which causes loop-
back failures when external loopback is runon a live net-
work. This errata is fixed in the C-LANCE device.

12. Software Reset (STOP Bit) Handling

a) Latching of the STOP bit: In the LANCE device,
writing the STOP bit in CSRO causes all bus sig-
nals to immediately float. With READY pulled up
externally (READY is open drain), this causes
READY to de-assert prematurely during the slave
cycle. I DAS and CS remain active, the LANCE
device can erroneously start another slave cycle.
The C-LANCE device latches the STOP bit and,
when it is set, allows the slave cycle in progress to
complete before resetting the part.

Preservation of CSR1 and CSR2: The LANCE
device does not preserve the contents of CSR1
and CSR2 during the initialization process. Hence,
when the STOP bit is set, the contents of CSR1
and CSR2 are not the same as they were before
initialization and they must be rewritten before re-
initializing. This is not really a problem in the
LANCE device but it can add extra instructions to
software. The C-LANCE device removes this soft-
ware burden by preserving the contents of CSR1
and CSR2 during initialization so that when the
STOP bit is set, they do not have to be reloaded
before re-initializing. Note, however, that if the de-
fault values of CSR3 (defaults for BCON, ACON,
and BSWP are 0, 0, and 0, respectively) are not
used, CSR3 must still be reloaded after setting the
STOP bit in the C-LANCE device since CSR3 is
cleared when the STOP bit is set.

13. CSRO Slave Read Data Stability

Inthe LANCE device, the status bit latches in CSR0 may
change at any time, as governed by the occurrence of
the external events which they monitor. Hence, the
ERR, BABL, CERR, MISS, IDON, and INTR bits in
CSRO0 may change during a slave read cycle in which
they are being accessed. This can cause timing viola-
tions on the DAL lines. Inthe C-LANCE device, CSR0 is
latched in a shadow register during a read so that timing
on the DAL lines is guaranteed.

b
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14. INEA Behavior

With the C-LANCE device, INEA bit can be set in CSR0
at any time, regardless of the state of the STOP bit. This
actually removes a restriction that was present in the
LANCE device in which the INEA bit in CSRO could be
not be set while STOP bit was set.

This difference between the two devices does not effect
normal device operation but could disrupt diagnostic
code written for the LANCE device.

1-62 Am79C90



AMD u

15. Effect of Setting the STOP bit on CSRO Bits

Inthe LANCE device, CSRO is reset when the STOP bit
in CSRO is set. This reset happens even if the STOP
bit was already set. When the reset occurs, all of the
other bits in CSRO are cleared. In the C-LANCE, CSR0
is reset when the STOP bit is set in CSR0 only if the
STOP bit was not already set.

This difference between the two devices does not effect
normal device operation but could disrupt diagnostic
code written for the LANCE device.

16. AC Specification Changes

The following differences in AC specification exist
between the C-LANCE and the LANCE.

C-LANCE LANCE
#06 (ttep) maximum 60 ns 70 ns
#08 (trop) maximum 60 ns 70 ns
#18 (tros) minimum 35ns 40 ns
#30 (troas) minimum 40 ns 50 ns
#45 (trovs) minimum 65 ns 75 ns

17. Elimination of Burn-In Option

The burn-in option for the C-LANCE is no longer avail-
able. Thus, the ordering part number Am79C90PCB is
no longer valid (see page 4 of the C-LANCE data sheet).

18. RX Descriptor Zero Buffer Byte Count
Handling

The 12-bit BCNT field in the receive descriptor of the
LANCE and C-LANCE devices is loaded with the 2's
complement of the number of bytes allocated to the as-
sociated receive buffer. In the LANCE device, when all
0's are written to the BCNT field in a receive descriptor,
a buffer length of 4096 (2'2) bytes is assumed. In the
C-LANCE device the case of all 0’s in the receive de-
scriptor may produce unpredictable results.

This difference should not cause problems in 802.3
compliant networks, because 802.3 has a maximum
packet length specification of 1518 bytes.
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Media Access Controller for Ethernet (MACE™)

'\

Advanced
Micro
Devices

DISTINCTIVE CHARACTERISTICS

B Integrated Controller with 10BASE-T
transceiver and AUl port

N Supports IEEE 802.3/ANSI 8802-3 and Ethernet
standards

B 84-pin PLCC and 100-pin PQFP Packages

B 80-pin Thin Quad Flat Pack (TQFP) package

available for space critical applications such

as PCMCIA

Modular architecture allows easy tuning to

specific applications

B High speed, 16-bit synchronous host system
interface with 2 or 3 cycles/transfer

M Individual transmit (136 byte) and receive (128
byte) FIFOs provide increase of system
latency and support the following features:
— Automatic retransmission with no FIFO

reload

— Automatic receive stripping and transmit
padding (individually programmable)

— Automatic runt packet rejection

— Automatic deletion of collision frames

— Automatic retransmission with no FIFO
reload

W Direct slave access to all on board
configuration/status registers and transmit/
receive FIFOs

B Direct FIFO read/write access for simple
interface to DMA controllers or I/O processors

B Arbitrary byte alignment and little/big endian
memory interface supported

B Internal/external loopback capabilities

W External Address Detection Interface (EADI™)
for external hardware address filtering in
bridge/router applications

B JTAG Boundary Scan (IEEE 1149.1) test

access port interface for board level

production test

Integrated Manchester Encoder/Decoder

Digital Attachment Interface (DAI'™™) aliows

by-passing of differential Attachment Unit

Interface (AUI)

B Supports the following types of network
interface:
— AUI to external 10BASE2, 10BASES or

10BASE-F MAU

— DAI port to external 10BASE2, 10BASES,
10BASE-T, 10BASE-F MAU
— General Purpose Serial Interface (GPSI) to
external encoding/decoding scheme
— Internal 10BASE-T transceiver with
automatic selection of 10BASE-T or AUI port
B Sleep mode allows reduced power consump-
tion for critical battery powered applications
1 MHz - 25 MHz system clock speed

GENERAL DESCRIPTION

The Media Access Controller for Ethernet (MACE) chip
is a CMOS VLSI device designed to provide flexibility in
customized LAN design. The MACE device is specifi-
cally designed to address applications where multiple
1/0 peripherals are present, and a centralized or system
specific DMA is required. The high speed, 16-bit syn-
chronous system interface is optimized for an external
DMA or I/0 processor system, and is similar to many ex-
isting peripheral devices, such as SCSI and serial
link controllers.

The MACE device is a slave register based peripheral.
Alitransfers to and from the system are performed using
simple memory or I/O read and write commands. Incon-
junction with a user defined DMA engine, the MACE
chip provides an IEEE 802.3 interface tailored to a

specific application. lts superior modular architecture
and versatile systeminterface allow the MACE device to
be configured as a stand-alone device or as a connec-
tivity cell incorporated into a larger, integrated system.

The MACE device provides a complete Ethernet node
solution with an integrated 10BASE-T transceiver, and
supports up to 25-MHz system clocks. The MACE de-
vice embodies the Media Access Control (MAC) and
Physical Signaling (PLS) sub-layers of the IEEE 802.3
standard, and provides an IEEE defined Attachment
Unit Interface (AUI) for coupling to an external Medium
Attachment Unit (MAU). The MACE device is
compliant with 10BASE2, 10BASES5, 10BASE-T, and
10BASE-F transceivers.
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Additional features also enhance over-all system
design. The individual transmit and receive FIFOs
optimize system overhead, providing substantial
latency during packet transmission and reception, and
minimizing intervention during normal network error
recovery. The integrated Manchester encoder/decoder
eliminates the need for an external Serial Interface
Adapter (SIA) in the node system. If support for an
external encoding/decoding scheme is desired, the
General Purpose Serial Interface (GPSI) allows direct
access to/from the MAC. In addition, the Digital Attach-
ment Interface (DAI), which is a simplified electrical
attachment specification, allows implementation of
MAUSs that do not require DC isolation between the MAU
and DTE. The DAI port can also be used to indicate
transmit, receive, or collision status by connecting LEDs
tothe port. The MACE device also provides an External
Address Detection Interface (EADI) to allow external

hardware address

applications.

The Am79C940 MACE chip isofferedin a Plastic Lead-
less Chip Carrier (84-pin PLCC), a Plastic Quad Flat
Package (100-pin PQFP), and a Thin Quad Flat Pack-
age (TQFP 80-pin). There are several small functional
and physical differences between the 80-pin TQFP and
the 84-pin PLCC and 100-pin PQFP configurations.

filtering in  internetworking

Because of the smaller number of pins in the TQFP con-
figuration versus the PLCC configuration, four pins are
not bonded out. Though the die is identical in all three
package configurations, the removal of these four pins
does cause some functionality differences between the
TQFP and the PLCC and PQFP configurations. De-
pending onthe application, the removal of these pins will
or will not have an effect.

BLOCK DIAGRAM

XTALY  XTAL2
|
] !
ENCODER/
DECODER DXCVR
(PLS) CLSN
EADI SFR*BCLK
Pont SFBD EADI Port
Control
DBUS 15-0=4> — EAMR |
ADD 4-0—f> »| RCVFIFO_ [ - DO —_
e AUl - L
W 1 802.3 Port o AUl
CS —f» | XMTFIFO | MAC -
FDS Core »TXD+ ™
DTV FIFO . > TXP+
o= Control r 10BASE-T RXD+ L 10BASE-T
el Bus MAU » LNKST :
RDTREQ= Interface » RXPOL
TOTREQ= Unit TXDAT. —
i hied - N
BE 1-0 Command DAl » TXEN
INTR - & Status Port RxoAT DAl Port
SCLK Registers RXCRS
EDSEL
TC STDCLK ]
SLEEP TXDAT+
» TXEN
RESET
—™ Gpsl SRDCLK |- GPSI
o Port RXDAT
RXCRS
PORT CNTRL CLSN
A A
i
TDI | TDO 16235C-1
Notes: TCK TMS

1. Only one of the network ports AUI, 10BASE-T, DAI port or GPSI can be active at any time. Some shared signals are active
regardless of which network port is active, and some are reconfigured.

2. The EADI port is active at all times.
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RELATED PRODUCTS

Part No. Description

Am7996 |EEE 802.3/Ethernet/Cheapernet Transceiver

Am79C90 CMOS Local Area Network Controller for Ethernet (C-LANCE)

Am79C98 Twisted Pair Ethernet Transceiver (TPEX)

Am79C100 Twisted Pair Ethernet Transceiver Plus (TPEX+)

Am79C981 Integrated Multiport Repeater Plus™ (IMR+™)

Am79C987 Hardware Implemented Management Information Base™ (HIMIB™)

Am79C900 Integrated Local Area Communications Controller™ (ILACC™)

Am79C961 PCnet-ISA* Single-Chip Ethernet Controller for ISA (with Microsoft® Plug n’ Play Support)

Am79C965 PCnet-32 Single-Chip 32-Bit Ethernet Controller

Am79C970 PCnet-PCl Single-Chip Ethernet Controller (for PCI bus)

Am79C974 PCnet-SCSI Combination Ethernet and SCSI Controller for PCl Systems
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CONNECTION DIAGRAMS
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CONNECTION DIAGRAMS
PQT 080
TQFP Package
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Note: Four pin functions available on the PLCC and PQFP packages are not available with the TQFP package.

(See page 27 “Pin Functions not available with the 80-pin TQFP Package”).
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ORDERING INFORMATION

Standard Products

AMD standard products are available in several packages and operating ranges. The order number (Valid Combination) is

formed by a combination of:

AM79C940 \
—_— 0T T

ALTERNATE PACKAGING OPTION

-t—-— /W = Trimmed and Formed in a Tray
OPTIONAL PROCESSING
Blank = Standard Processing

TEMPERATURE RANGE

C = Commercial (0° to +70°C)

PACKAGE TYPE (per Prod. Nomenclature/16-038)

J = 84-Pin Plastic Leaded Chip Carrier (PL 084)
K = 100-Pin Plastic Quad Flat Pack (PQR100)
V = 80-Pin Thin Quad Flat Package (PQT080)

SPEED

Am79C940

Not Applicable

DEVICE NUMBER/DESCRIPTION (include revision letter)

Media Access Controller for Ethernet

Valid Combinations

JC, KC,

AM79C940 KC/W, VC,
VC/W

Valid Combinations

The Valid Combinations table lists configurations
planned to be supported in volume for this device.
Consult the local AMD sales office to confirm
availability of specific valid combinations and to
check on newly released combinations.
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PIN/PACKAGE SUMMARY

PLCC Pin # Pin Name Pin Function
1 DXCVR Disable Transceiver
2 EDSEL Edge Select
3 DVss Digital Ground
4 TXDAT+ Transmit Data +
5 TXDAT- Transmit Data —
6 DVss Digital Ground
7 STDCLK Serial Transmit Data Clock
8 TXEN/TXEN Transmit Enable
9 CLSN Collision
10 RXDAT Receive Data
11 RXCRS Receive Carrier Sense
12 SRDCLK Serial Receive Data Clock
13 EAMR External Address Match/Reject
14 SRD Serial Receive Data
15 SF/BD Start Frame/Byte Delimiter
16 RESET Reset
17 SLEEP Sleep Mode
18 DVbp Digital Power
19 INTR Interrupt
20 TC Timing Control
21 DBUSO Data BusO
22 DVss Digital Ground
23 DBUSH1 Data Bus1
24 DBUS2 Data Bus2
25 DBUS3 Data Bus3
26 DBUS4 Data Bus4
27 DVss Digital Ground
28 DBUSS Data Bus5
29 DBUS6 Data Bus6
30 DBUS7 Data Bus7
31 DBUS8 Data Bus8
32 DBUS9 Data Bus9
33 DBUS10 Data Bus10
34 DBUS11 Data Bus11
35 DBUS12 Data Bus12
36 DBUS13 Data Bus13
37 DVop Digital Power
38 DBUS14 Data Bus14
39 DBUS15 Data Bus15
40 DVss Digital Ground
41 EOF End Of Frame
42 DIV Data Transfer Valid
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PIN/PACKAGE SUMMARY (continued)

PLCCPin# Pin Name Pin Function
43 FDS FIFO Data Strobe
44 BEO Byte Enable0
45 BET Byte Enable1
46 SCLK System Clock
47 TDTREQ Transmit Data Transfer Request
48 RDTREQ Receive Data Transfer Request
49 ADDO Address0
50 ADD1 Address1
51 ADD2 Address2
52 ADD3 Address3
53 ADD4 Address4
54 RW Read/Write
55 Cs Chip Select
56 RXPOL Receive Polarity
57 [NKST Link Status
58 TDO Test Data Out
59 TMS Test Mode Select
60 TCK Test Clock
61 DVss Digital Ground
62 TDI Test Data Input
63 DVop Digital Power
64 RXD- Receive Data—
65 RXD+ Receive Data+
66 AVbD Analog Power
67 TXP- Transmit Pre-distortion
68 TXD- Transmit Data—
69 TXP+ Transmit Pre—distortion+
70 TXD+ Transmit Data+
71 AVbD Analog Power
72 XTAL1 Crystal Input
73 AVss Analog Ground
74 XTAL2 Crystal Output
75 AVss Analog Ground
76 DO- Data Out—
77 DO+ Data Out+
78 AVDD Analog Power
79 DI Data In—
80 Dl+ Data In+
81 Cl- Control In—
82 Cl+ Control In+
83 AVbD Analog Power
84 . DVbp Digital Power
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PIN/PACKAGE SUMMARY (continued)

PQFP Pin # Pin Name Pin Function
1 NC No Connect
2 NC No Connect
3 NC No Connect
4 NC No Connect
5 SRDCLK Serial Receive Data Clock
6 EAMR External Address Match/Reject
7 SRD Serial Receive Data
8 SF/BD Start Frame/Byte Delimiter
9 RESET Reset
10 SLEEP Sleep Mode
11 DVDD Digital Power
12 INTR Interrupt
13 TC Timing Control
14 DBUSO Data BusO
15 DVss Digital Ground
16 DBUS1 Data Bus1
17 DBUS2 Data Bus2
18 DBUS3 Data Bus3
19 DBUS4 Data Bus4
20 DVss Digital Ground
21 DBUS5 Data Bus5
22 DBUS6 Data Bus6
23 DBUS7 Data Bus7
24 DBUSS8 Data Bus8
25 DBUS9 Data Bus9
26 NC No Connect
27 NC No Connect
28 NC No Connect
29 DBUS10 Data Bus10
30 NC No Connect
31 DBUS11 Data Bus11
32 DBUS12 Data Bus12
33 DBUS13 Data Bus13
34 DVobp Digital Power
35 DBUS14 Data Bus14
36 DBUS15 Data Bus15
37 DVss Digital Ground
38 EOF End Of Frame
39 DTV Data Transfer Valid
40 FDS FIFO Data Strobe
41 BEO Byte Enable0
42 BET Byte Enable1

1-76 Am79C940



AMD n

PIN/PACKAGE SUMMARY (continued)

PQFP Pin # Pin Name Pin Function
43 SCLK System Clock
44 TDTREQ Transmit Data Transfer Request
45 RDTREQ Receive Data Transfer Request
46 ADDO Address0
47 ADD1 Address1
48 ADD2 Address2
49 ADD3 Address3
50 ADD4 Address4
51 NC No Connect
52 NC No Connect
53 NC No Connect
54 NC No Connect
55 RW Read/Write
56 CS Chip Select
57 RXPOL Receive Polarity
58 LNKST Link Status
59 TDO Test Data Out
60 TMS Test Mode Select
61 TCK Test Clock
62 DVss Digital Ground
63 TDI Test Data Input
64 DVobp Digital Power
65 RXD- Receive Data—
66 RXD+ Receive Data+
67 AVDD Analog Power
68 TXP- Transmit Pre-distortion—
69 TXD- Transmit Data—
70 TXP+ Transmit Pre-distortion+
71 TXD+ Transmit Data+
72 AVbD Analog Power
73 XTAL1 Crystal Input
74 AVss Analog Ground
75 XTAL2 Crystal Output
76 NC No Connect
77 NC No Connect
78 NC No Connect
79 AVss Analog Ground
80 NC No Connect
81 DO- Data Out—
82 DO+ Data Out+
83 AVDD Analog Power
84 DI- Data In—
85 Dl+ Data In+
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PIN/PACKAGE SUMMARY (continued)

PQFP Pin # Pin Name Pin Function
86 Cl- Control In—-
87 Cl+ Control In+
88 AVbD Analog Power
89 DVop Digital Power
90 DXCVR Disable Transceiver
91 EDSEL Edge Select
92 DVss Digital Ground
93 TXDAT+ Transmit Data +
94 TXDAT- Transmit Data —
95 DVss Digital Ground
96 STDCLK Serial Transmit Data Clock
97 TXEN7TXEN Transmit Enable
98 CLSN Collision
99 RXDAT Receive Data
100 RXCRS Receive Carrier Sense
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PIN/PACKAGE SUMMARY (continued)

TQFP TQFP
Pin Number| Pin Name Pin Function Pin Number| Pin Name Pin Function
1 SRDCLK | Serial Receive Data Clock 41 RW Read/Write
2 EAM/R | External Address Match/Reject 42 CS Chip/Select
3 SF/BD | Start Frame/Byte Delimiter 43 LNKST Link Status
4 RESET | Reset 44 TDO Test Data Out
5 SLEEP | Sleep Mode 45 T™S Test Mode Select
6 DVDD | Digital Power 46 TCK Test Clock
7 INTR Interrupt 47 DVSS Digital Ground
8 TC Timing Control 48 TDI Test Data Input
9 DBUSO | Data BusO 49 DVDD Digital Power
10 DVSS Digital Ground 50 RXD- Receive Data—
11 DBUS1 | Data Bus1 51 RXD+ Receive Data+
12 DBUS2 | Data Bus2 52 AVDD Analog Power
13 DBUS3 | Data Bus3 53 TXP- Transmit Pre-distortion—
14 DBUS4 | Data Bus4 54 TXD- Transmit Data—
15 DVSS Digital Ground 55 TXP+ Transmit Pre-distortion+
16 DBUSS5 | Data Bus5 56 TXD+ Transmit Data+
17 DBUS6 | Data Busé 57 AVDD Analog Power
18 DBUS7 | Data Bus7 58 XTAL1 Crystal Output
19 DBUS8 | Data Bus8 59 AVSS Analog Ground
20 DBUS9 [ Data Bus9 60 XTAL2 Crystal Output
21 DBUS10 | Data Bus10 61 AVSS Analog Ground
22 DBUS11 |Data Bus11 62 DO- Data Out—
23 DBUS12 | Data Bus12 63 DO+ Data Out+
24 DBUS13 | Data Bus13 64 AVDD Analog Power
25 DVDD | Digital Power 65 DI- Data In—
26 DBUS14 | Data Bus14 66 Dl+ Data Out+
27 DBUS15 | Data Bus15 67 Cl— Control In—
28 DVSS Digital Ground 68 Cl+ Control In+
29 EOF End of Frame 69 AVDD Analog Power
30 FDS FIFO Data Strobe 70 DVDD Digital Power
31 BEO Byte Enable0 71 DXCVR Disable Transceiver
32 BE1 Byte Enablet 72 EDSEL Edge Select
33 SCLK | System Clock 73 DVSS Digital Ground
34 TDTREQ [ Transmit Data Transfer Request 74 TXDAT+ | Transmit Data+
35 RDTREQ | Receive Data Transfer Request 75 DVSS Digital Ground
36 ADDO Address0 76 STDCLK Serial Transmit Data Clock
37 ADD1 | Address1 77 TXEN/TXEN | Transmit Enable
38 ADD2 | Address2 78 CLSN Collision
39 ADD3 Address3 79 RXDAT Receive Data
40 ADD4 Address4 80 RXCRS Receive Carrier Sense

Am79C940
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PIN SUMMARY

Pin Name I Pin Function Type Active L Comment
Attachment Unit Interface (AUI)

DO+/DO- Data Out (0] Pseudo-ECL

DI+/DI- Data In 1 Pseudo-ECL

Cl+/Cl- Control In | Pseudo-ECL

RXCRS Receive Carrier Sense ] High TTL output. Input in DAI, GPS! port
TXEN Transmit Enable e} High TTL. TXEN in DAl port
CLSN Collision 1o High TTL output. Input in GPSI
DXCVR Disable Transceiver [¢] Low TTL low

STDCLK Serial Transmit Data Clock o Output. Input in GPSI
SRDCLK Serial Receive Data Clock /o] Output. Input in GPSI
Digital Attachment Interface (DAI)

TXDAT+ Transmit Data + (@] High TTL. See also GPSI
TXDAT- Transmit Data — [¢] Low TTL

TXEN Transmit Enable o) Low TTL. See TXEN in GPSI
RXDAT Receive Data l TTL. See also GPSI
RXCRS Receive Carrier Sense 1{e] High TTL input. Output in AUI
CLSN Collision l{e] High TTL output. Input in GPSI
DXCVR Disable Transceiver (@) High TTL high

STDCLK Serial Transmit Data Clock [{e] Output. Input in GPSI
SRDCLK Serial Receive Data Clock l{e] Output. Input in GPSI
10BASE-T Interface

TXD+/TXD- Transmit Data (0]

TXP+/TXP- Transmit Pre-distortion [©)

RXD+/RXD- Receive Data |

LNKST Link Status o) Low Open Drain

RXPOL Receive Polarity o Low Open Drain

TXEN Transmit Enable (@] High TTL. TXEN in DAI port
RXCRS Receive Carrier Sense l{e] High TTL output. Input in DAI, GPSI port
CLSN Collision [l{e] High TTL output. Input in GPSI
DXCVR . Disable Transceiver (0] High TTL high

STDCLK Serial Transmit Data Clock /0 Output. Input in GPSI
SRDCLK Serial Receive Data Clock /{e] QOutput. Input in GPSI
General Purpose Serial Interface (GPSI)

STDCLK Serial Transmit Data Clock l{e] Input

TXDAT+ Transmit Data + (0] High TTL. See also DAl port
TXEN Transmit Enable o High TTL. TXEN in DAI port
SRDCLK Serial Receive Data Clock [l{e] Input. See also EADI port
RXDAT Receive Data | TTL. See also DAl port
RXCRS Receive Carrier Sense /o] High TTL input. Output in AUI
CLSN Collision 1} High TTL input

DXCVR Disable Transceiver (0] Low TTL low
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PIN SUMMARY (continued)

Pin Name j

Pin Function Active Comment
External Address Detection Interface (EADI)
SF/BD Start Frame/Byte Delimiter O High
SRD Serial Receive Data [¢] High
EAM/R External Address Match/Reject | Low
SRDCLK Serial Receive Data Clock /10 Output except in GPSI
Host System Interface
DBUS15-0 Data Bus /10 High
ADD4-0 Address | High
RW Read/Write | High/Low
RDTREQ Receive Data Transfer Request 0 Low
TDTREQ Transmit Data Transfer Request 0 Low
DIV Data Transfer Valid o) Low Tristate
EOF End Of Frame 10 Low
BEO Byte Enable 0 | Low
BE1 Byte Enable 1 [ Low
CS Chip Select | Low
FDS FIFO Data Strobe | Low
INTR Interrupt 0 Low Open Drain
EDSEL Edge Select | High
TC Timing Controli | Low Internal pull-up
SCLK System Clock | High
RESET Reset | Low
IEEE 1149.1 Test Access Port (TAP) Interface
TCK Test Clock | Internal pull-up
T™MS Test Mode Select | Internal pull-up
TDI Test Data Input | Internal pull-up
TDO Test Data Out o
General Interface
XTAL1 Crystal Input | CMOS
XTAL2 Crystal Output o CMOS
SLEEP Sleep Mode | Low TTL
DVbp Digital Power (4 pins) P
DVss Digital Ground (6 pins) P
AVbD Analog Power (4 pins) P
AVss Analog Ground (2 pins) P

Am79C940
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PIN DESCRIPTION
Network Interfaces

The MACE device has five potential network interfaces.
Only one of the interfaces that provides physical net-
work attachment can be used (active) at any time. Se-
lection between the AUI, 10BASE-T, DAI or GPSI ports
is provided by programming the PHY Configuration
Control register. The EADI port is effectively active at all
times. Some signals, primarily used for status reporting,
are active for more than one single interface (the CLSN
pin for instance). Under each of the descriptions for the
network interfaces, the primary signals which are
unique to that interface are described. Where signals
are active for multiple interfaces, they are described
once under the interface most appropriate.

Attachment Unit Interface (AUI)

Cl+/CI
Control In (Input)

A differential input pair, signalling the MACE device that
a collision has been detected on the network media, in-
dicated by the Cl+ inputs being exercised with 10 MHz
pattern of sufficient amplitude and duration. Operates at
pseudo-ECL levels.

DI1+/DI
Data In (Input)

A differential input pair to the MACE device for receiving
Manchester encoded data from the network. Operates
at pseudo-ECL levels.

DO+/DO
Data Out (Output)

A differential output pair from the MACE device for
transmitting Manchester encoded data to the network.
Operates at pseudo-ECL levels.

Digital Attachment Interface (DAI)

TXDAT+/TXDAT-
Transmit Data (Output)

When the DAI port is selected, TXDAT+ are configured
as a complementary pair for Manchester encoded data
output from the MACE device, used to transmit datato a
local external network transceiver. During valid trans-
mission (indicated by TXEN low), a logical 1 is indicated
by the TXDAT+ pin being in the high state and TXDAT-
in the low state; and a logical 0 is indicated by the
TXDAT+ pin being in the low state and TXDAT— in the
high state. During idle (TXEN high), TXDAT+ will be in
the high state, and TXDAT-in the low state. When the
GPSI port is selected, TXDAT+ will provide NRZ data
output from the MAC core, and TXDAT- will be held in
the LOW state. Operates at TTL levels. The operations
of TXDAT+ and TXDAT- are defined in the following
tables:

TXDAT+ Configuration
PORTSEL
SLEEP [1-0] ENPLSIO Interface Description Pin Function
0 XX X Sleep Mode High Impedance
1 00 1 AUI High Impedance (Note 2)
1 01 1 10BASE-T High Impedance (Note 2)
1 10 1 DAl Port TXDAT+ Output
1 11 1 GPSI TXDAT+ Output
1 XX 0 Status Disabled High Impedance (Note 2)
TXDAT- Configuration
PORTSEL
SLEEP [1-0] ENPLSIO Interface Description Pin Function
0 XX X Sleep Mode High Impedance
1 00 1 AUl High Impedance
1 01 1 10BASE-T High Impedance
1 10 1 DAl Port TXDAT- Output
1 11 1 GPSI LOW
1 XX 0 Status Disabled High Impedance
Notes:

1. PORTSEL [1-0] and ENPLSIO are located in the PLS Configuration Control register (REG ADDR 14).

2. This pin should be externally terminated, if unused, to reduce power consumption.
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TXEN/TXEN
Transmit Enable (Output)

When the AUI port is selected (PORTSEL [1-0] = 00),
an output indicating that the AUI DO+ differential output
has valid Manchester encoded data is presented. When
the 10BASE-T port is selected (PORTSEL [1-0] = 01),
indicates that Manchester data is being output on the
TXDX/TXP+ complementary outputs. When the DAI
port is selected (PORTSEL [1-0] = 10), indicates that
Manchester data is being output on the DAl port
TXDAT+ complementary outputs. When the GPSI port
is selected (PORTSEL [1-0] =11), indicates that NRZ
data is being output from the MAC core of the MACE de-
vice, to an external Manchester encoder/decoder, on
the TXDAT+ output. Active low when the DAI port is se-
lected, active high when the AUI, 10 BASE-T or GPSl is
selected. Operates at TTL levels.

RXDAT
Receive Data (Input)

When the DAI port is selected (PORTSEL [1-0] = 10),
the Manchester encoded data input to the integrated
clock recovery and Manchester decoder of the MACE
device, from an external network transceiver. When the
GPSl port is selected (PORTSEL [1-0] =11), the NRZ

decoded data input to the MAC core of the MACE de-
vice, from an external Manchester encoder/decoder.
Operates at TTL levels.

RXCRS
Receive Carrier Sense (input/Output)

When the AUI port is selected (PORTSEL [1-0] = 00),
an output indicating that the DI input pair is receiving
valid Manchester encoded data from the external trans-
ceiver which meets the signal amplitude and pulse width
requirements. When the 10BASE-T port is selected
(PORTSEL [1-0] = 01), an output indicating that the
RXD+ input pair is receiving valid Manchester encoded
data from the twisted pair cable which meets the signal
amplitude and pulse width requirements. RXCRS willbe
asserted high for the entire duration of the receive mes-
sage. When the DAI port is selected (PORTSEL [1-0] =
10), an input signaling the MACE device that a receive
carrier condition has been detected on the network, and
valid Manchester encoded data is being presented to
the MACE device on the RXDAT line. When the GPSI
portis selected (PORTSEL [1-0] = 11), an input signall-
ing the internal MAC core that valid NRZ data is being
presented on the RXDAT input. Operates at TTL levels.

TXEN/TXEN Configuration

PORTSEL
SLEEP [1-0] ENPLSIO Interface Description Pin Function

0 XX X Sleep Mode High Impedance

1 00 1 AUl TXEN Output

1 01 1 10BASE-T TXEN Output

1 10 1 DAI Port TXEN Output

1 11 1 GPSI TXEN Output

1 XX 0 Status Disabled High Impedance (Note 3)

Notes:

1. PORTSEL [1-0] and ENPLSIO are located in the PLS Configuration Control register (REG ADDR 14).
2. When the GPSI port is selected, TXEN should have an external pull-down attached (e.g. 3.3k$2) to ensure the output is held

inactivebefore ENPLSIO is set.
3. This pin should be externally terminated, if unused, to reduce power consumption.

RXDAT Configuration

PORTSEL
SLEEP [1-0] ENPLSIO Interface Description Pin Function

0 XX X Sleep Mode High Impedance

1 00 1 AUI High Impedance (Note 2)
1 01 1 10BASE-T High Impedance (Note 2)
1 10 1 DAl Port RXDAT Input

1 11 1 GPSI RXDAT Input

1 XX 0 Status Disabled High Impedance (Note 2)

Notes:

1. PORTSEL [1-0] and ENPLSIO are located in the PLS Configuration Control register (REG ADDR 14).

2. This pin should be externally terminated, if unused, to reduce power consumption.
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RXCRS Configuration
PORTSEL
SLEEP [1-0] ENPLSIO Interface Description Pin Function
0 XX X Sleep Mode High Impedance
1 00 1 AUI RXCRS Output
1 01 1 10BASE-T RXCRS Output
1 10 1 DAI Port RXCRS Input
1 11 1 GPSI RXCRS Input
1 XX 0 Status Disabled High Impedance (Note 2)
" Notes:

1. PORTSEL [1-0] and ENPLSIO are located in the PLS Configuration Control register (REG ADDR 14).
2. This pin should be externally terminated, if unused, to reduce power consumption.

DXCVR
Disable Transceiver (Output)

Anoutput from the MACE device to indicate the network
port in use, as programmed by the ASEL bit or the
PORTSEL [1-0] bits. The output is provided to allow
power down of an external DC-to-DC converter, typi-
cally used to provide the voltage requirements for an ex-
ternal 10BASEZ2 transceiver.

When the Auto Select (ASEL) feature is enabled, the
state of the PORTSEL [1-0] bits is overridden, and the
network interface will be selected by the MACE device,
dependentonly onthe status of the 10BASE-T link. lf the

link is active (LNKST pin driven LOW) the 10BASE-T
port will be used as the active network interface. If the
link is inactive (LNKST pin pulled HIGH) the AUl port will
be used as the active network interface. Auto Select will
continue to operate even when the SLEEP pin is as-
serted if the RWAKE bit has been set. The AWAKE bit
does not allow the Auto Select function, and only the re-
ceive section of 10BASE-T port will be active (DXCVR =
HIGH).

Active (HIGH) when either the 10BASE-T or DAI portis
selected. Inactive (LOW) when the AUl or GPSI port is
selected.

DXCVR Configuration—SLEEP Operation

SLEEP | RWAKE | AWAKE | ASEL LNKST PORTSEL Interface Pin
Pin Bit Bit Bit Pin [1-0] Bits Description Function

0 0 0 X High XX Sleep High
Impedance Mode Impedance

0 1 0 0 High 00 AUI with EADI port LOW
Impedance

0 1 0 0 High 01 10BASE-T with EADI port HIGH
Impedance

0 1 0 0 High 10 Invalid HIGH
Impedance

0 1 0 0 High 11 Invalid LOW
Impedance

0 1 0 1 High 0X AUI with EADI port LOW
Impedance

0 1 0 1 High 0X 10BASE-T with EADI port HIGH
Impedance

0 1 1 1 HIGH 0X AUI with EADI port LOW

0 1 1 1 LOW 0X 10BASE-T with EADI port HIGH

0 0 1 X X 0X 10BASE-T HIGH

Note: RWAKE and ASEL are located in the PHY Configuration Control register (REG ADDR 15). PORTSEL [1-0] and
ENPLSIO are located in the PLS Configuration Control register (REG ADDR 14). All bits must be programmed prior to the

assertion of the SLEEP pin.
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DXCVR Configuration—Normal Operation
SLEEP ASEL LNKST PORTSEL ENPLSIO Interface Pin
Pin Bit Pin [1-0] Bits Bit Description ‘Function
1 X X XX X SIA Test Mode High
Impedance
1 0 X 00 X AUl LOW
1 0 X 01 X 10BASE-T HIGH
1 0 X 10 X DAI Port HIGH
1 0 X 11 X GPSI LOW
1 1 HIGH 0X X AUl LOW
1 1 LOW 0X X 10BASE-T HIGH

Note: RWAKE and ASEL are located in the PHY Configuration Control register (REG ADDR 15). PORTSEL [1-0] and
ENPLSIO are located in the PLS Configuration Control register (REG ADDR 14).

10BASE-T Interface

TXD+, TXD-
Transmit Data (Output)

10BASE-T port differential drivers.

TXP+, TXP-
Transmit Pre-Distortion (Output)

Transmit wave form differential driver for pre-distortion.

RXD+, RXD-
Receive Data (Input)

10BASE-T port differential receiver. These pins should
be externally terminated to reduce power consumption if
the 10BASE-T interface is not used.

LNKST
Link Status (Output Open Drain)

This pin is driven LOW if the link is identified as func-
tional. If the link is determined to be nonfunctional, due
to missing idle link pulses or data packets, then this pin
is not driven (requires external pull-up). In the LOW out-
put state, the pin is capable of sinking a maximum of
12 mA and can be used to drive an LED.

This feature can be disabled by setting the Disable Link
Test (DLNKTST) bit in the PHY Configuration Control
register. Inthis case the internal Link Test Receive func-
tion is disabled, the LNKST pin will be driven LOW, and
the Transmit and Receive functions will remain active
regardless of arriving idle link pulses and data. The in-
ternal 10BASE-T MAU will continue to generate idle link
pulses irrespective of the status of the DLNKTST bit.

RXPOL
Receive Polarity (Output, Open Drain)

The twisted pair receiver is capable of detecting a re-
ceive signal with reversed polarity (wiring error). The
RXPOL pin is normally in the LOW state, indicating cor-
rect polarity of the received signal. If the receiver detects
a received packet with reversed polarity, then this pinis
not driven (requires external pull-up) and the polarity of
subsequent packets are inverted. In the LOW output
state, this pin is capable of sinking a maximum of 12mA
and can be used to drive an LED.

The polarity correction feature can be disabled by set-
ting the Disable Auto Polarity Correction (DAPC) bit in
the PHY Configuration Control register. In this case, the
Receive Polarity correction circuit is disabled and the in-
ternal receive signal remains non-inverted, irrespective
of the received signal. Note that RXPOL will continue to
reflect the polarity detected by the receiver.

General Purpose Serial Interface (GPSI)

STDCLK
Serial Transmit Data Clock (/nput/Output)

When either the AUI, 10BASE-T or DAI portis selected,
STDCLK is an output operating at one half the crystal or
XTAL1 frequency. STDCLK is the encoding clock for
Manchester data transferred to the output of either the
AUI DO pair, the 10BASE-T TXDx/TXP+ pairs, or the
DAI port TXDAT+ pair. When using the GPSI port,
STDCLK is an input at the network data rate, provided
by the external Manchester encode/decoder, to strobe
out the NRZ data presented on the TXDAT+ output.
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STDCLK Configuration
- PORTSEL
LEEP [1-0] ENPLSIO Interface Description Pin Function

0 XX X Sleep Mode High Impedance

1 00 1 AUl STDCLK Qutput

1 01 1 10BASE-T STDCLK Output

1 10 1 DAl Port STDCLK Output

1 11 1 GPSI STDCLK Input

1 XX 0 Status Disabled High Impedance (Note 2)

Notes:

1. PORTSEL [1-0] and ENPLSIO are located in the PLS Configuration Control register (REG ADDR 14).
2. This pin should be externally terminated, if unused, to reduce power consumption.

CLSN
Collision (Input/Output)

An external indication that a collision condition has been
detected by the (internal or external) Medium Attach-
ment Unit (MAU), and that signals from two or more
nodes are present on the network. When the AUl port is
selected (PORTSEL [1-0] = 00), CLSN will be activated
when the Cl+ input pair is receiving a collision indication
from the external transceiver. CLSN will be asserted
high for the entire duration of the collision detection, but
will not be asserted during the SQE Test message fol-
lowing a transmit message on the AUI. When the
10BASE-T port is selected (PORTSEL [1-0] = 01),
CLSN will be asserted high when simultaneous transmit
and receive activity is detected (logically detected when
TXDx/TXP+ and RXD+ are both active). When the DAI
portis selected (PORTSEL [1-0] = 10), CLSN will be as-
serted high when simultaneous transmit and receive ac-
tivity is detected (logically detected when RXCRS and
TXEN are both active). When the GPSI port is selected
(PORTSEL [1-0] = 11), an input from the external
Manchester encoder/decoder signaling the MACE de-
vice that a collision condition has been detected on the
network, and any receive frame in progress should be
aborted.

External Address Detection Interface
(EADI)

SF/BD
Start Frame/Byte Delimiter (Output)

The externalindication that a start of frame delimiter has
been received. The serial bit stream will follow on the
Serial Receive Data pin (SRD), commencing with the
destination address field. SF/BD will go high for 4 bit
times (400 ns) after detecting the second 1 inthe SFD of
areceived frame. SF/BD will subsequently toggle every
400 ns (1.25 MHz frequency) with the rising edge indi-
cating the start (first bit) in each subsequent byte of the
received serial bit stream. SF/BD will be inactive during
frame transmission.

SRD
Serial Receive Data (Output)

SRD is the decoded NRZ data from the network. It is
available for external address detection. Note that when
the 10BASE-T port is selected, transition on SRD will
only occur during receive activity. When the AUl or DAI
portis selected, transition on SRD will occur during both
transmit and receive activity.

CLSN Configuration
PORTSEL
SLEEP [1-0] ENPLSIO Interface Description Pin Function
0 XX X Sleep Mode High Impedance
1 00 1 AUl CLSN Output
1 01 1 10BASE-T CLSN Output
1 10 1 DAl Port CLSN Output
1 11 1 GPSI CLSN Input
1 XX 0 Status Disabled High Impedance (Note 2)

Notes:

1. PORTSEL [1-0] and ENPLSIO are located in the PLS Configuration Control register (REG ADDR 14).

2. This pin should be externally terminated, if unused, to reduce power consumption.
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EAM/R ,

External Address Match/Reject (Input)

The incoming frame will be received dependent on the
receive operational mode of the MACE device, and the
polarity of the EAM/R pin. The EAM/R pin function is
programmed by use of the M/R bit in the Receive Frame
Control register. If the bit is set, the pin is configured as
EAM. If the bit is reset, the pin is configured as EAR.
EAM/R can be asserted during packet reception to ac-
cept or reject packets based on an external address
comparison.

SRDCLK
Serial Receive Data Clock (/nput/Output)

The Serial Receive Data (SRD) output is synchronous
to SRDCLK running atthe 10MHz receive data clock fre-
quency. The pin is configured as an input, only whenthe
GPSI port is selected. Note that when the 10BASE-T
port is selected, transition on SRDCLK will only occur
during receive activity. When the AUl or DAI port is se-
lected, transition on SRDCLK will occur during both

transmit and receive activity.

SRD Configuration
PORTSEL
SLEEP [1-0] ENPLSIO Interface Description Pin Function
0 XX X Sleep Mode High Impedance
1 00 1 AUl SRD Output
1 01 1 10BASE-T SRD Output
1 10 1 DAl Port SRD Output
1 11 1 GPSI SRD Output
1 XX 0 Status Disabled High Impedance

Note: PORTSEL [1-0] and ENPLSIO are located in the PLS Configuration Control register (REG ADDR 14).

SRDCLK Configuration
PORTSEL
SLEEP [1-0] ENPLSIO Interface Description Pin Function

0 XX X Sleep Mode High Impedance

1 00 1 AUl SRDCLK Output

1 01 1 10BASE-T SRDCLK Output

1 10 1 DAl Port SRDCLK Output

1 11 1 GPSI SRDCLK Input

1 XX 0 Status Disabled High Impedance (Note 2)

Notes:

1. PORTSEL [1-0] and ENPLSIO are located in the PLS Configuration Control register (REG ADDR 14).

2. This pin should be externally terminated, if unused, to reduce power consumption.
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HOST SYSTEM INTERFACE

DBUS15-0
Data Bus (/nput/Output/3-state)

DBUS contains read and write data to and from internal
registers and the Transmit and Receive FIFOs.

ADD4—-0
Address Bus (Input)

ADD is used to access the internal registers and FIFOs
to be read or written.

RW
Read/Write (Input)

Indicates the direction of data flow during the MACE de-
vice register, Transmit FIFO, or Receive FIFO
accesses.

RDTREQ
Receive Data Transfer Request (Output)

Receive Data Transfer Request indicates that there is
data in the Receive FIFO to be read. When RDTREQ is
asserted there will be a minimum of 16 bytes to be read
except at the completion of the frame, in which case
EOF will be asserted. RDTREQ can be programmed to
request receive data transfer when 16, 32 or 64 bytes
are available in the Receive FIFO, by programming the
Receive FIFO Watermark (RCVFW bits) in the FIFO
Configuration Control register. The first assertion of
RDTREQ will not occur until at least 64 bytes have been
received, and the frame has been verified as non runt.
Runt packets will normally be deleted from the Receive
FIFO with no external activity on RDTREQ. When Runt
Packet Accept is enabled (RPA bit) in the User Test
Register, RDTREQ will be asserted when the runt pack-
et completes, and the entire frame resides in the
Receive FIFO. RDTREQ will be asserted only when En-
able Receive (ENRCV) is set in the MAC Configuration
Control register.

The RCVFW can be overridden by enabling the Low La-
tency Receive function (setting LLRCV bit) in the Re-
ceive Frame Control register, which allows RDTREQ to
be asserted after only 12 bytes have been received.
Note that use of this function exposes the system inter-
face to premature termination of the receive frame, due
to network events such as collisions or runt packets. Itis
the responsibility of the system designer to provide ade-
quate recovery mechanisms for these conditions.

TDTREQ
Transmit Data Transfer Request (Output)

Transmit Data Transfer Request indicates there is room
in the Transmit FIFO for more data. TDTREQ is as-
serted when there are a minimum of 16 empty bytes in
the Transmit FIFO. TDTREQ can be programmed to re-
quest transmit data transfer when 16, 32 or 64 bytes are
available in the Transmit FIFO, by programming the
Transmit FIFO Watermark (XMTFW bits) in the FIFO
Configuration Control register. TDTREQ will  be

asserted only when Enable Transmit (ENXMT) is set in
the MAC Configuration Control register.

FDS

FIFO Data Select (Input)

FIFO Data Select allows direct access to the transmit or
Receive FIFO without use of the ADD address bus. FDS
must be activated in conjunction with RW. When the
MACE device samples R/W as high and FDS low, a read
cycle from the Receive FIFO will be initiated. When the
MACE chip samples R/W and FDS low, awrite cycle to
the Transmit FIFO will be initiated. The CS line should
be inactive (high) when FIFO access is requested using
the FDS pin. If the MACE device samples both CS and
FDS as active snmultaneously, no cycle will be exe-
cuted, and DTV will remain inactive.

DTV

Data Transfer Valid (Output/3-state)

When asserted, indicates that the read or write opera-
tion has completed successfully. The absence of DTV at
the termination of a host access cycle on the MACE de-
vice indicates that the data transfer was unsuccessful.
DTV need not be used if the system interface can guar-
antee that the latency to TDTREQ and RDTREQ asser-
tion and de-assertion will not cause the Transmit FIFO
to be over-written or the Receive FIFO to be over-read.
Inthis case, the latching or strobing of read or write data
can be synchronizedto the SCLK input ratherthan to the
DTV output. ’

EOF
End Of Frame (Input/Output/3—state)

End Of Frame will be asserted by the MACE device
when the last byte/word of frame data is read from the
Receive FIFO, indicating the completion of the frame
data field for the receive message. End Of Frame must
be asserted low to the MACE device when the last byte/
word of the frame is written into the Transmit FIFO.

BE1-0

Byte Enable (Input)

Used to indicate the active portion of the data transfer to
or from the internal FIFOs. For word (16-bit) transfers,
both BEO and BET should be activated by the external
host/controller. Single byte transfers are performed by
identifying the active data bus byte and actovatlng only
one of the two signals. The function of the BE1-0 pins is
programmed using the BSWP bit (BIU Configuration
Control register, bit 6). BET1-0 are not required for ac-
cesses to MACE device registers.

CS

Chip Select (Input)

Used to access the MACE device FIFOs and internal
registers locations using the ADD address bus. The
FIFOs may alternatively be directly accessed without
supplying the FIFO address, by using the FDS and
R/W pins.
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INTR
Interrupt (Output, Open Drain)

An attention signal indicating that one or more of the fol-
lowing status flags are set: XMTINT, RCVINT, MPCO,
RPCO, RCVCCO, CERR, BABL or JAB. Each interrupt
source can be individually masked. No interrupt condi-
tion can take place in the MACE device immediately af-
ter a hardware or software reset.

RESET
Reset (Input)

Reset clears the internal logic. Reset can be asynchro-
nous to SCLK, but must be asserted for a minimum
duration of 15 SCLK cycles.

SCLK
System Clock (Input)

The system clock input controls the operational fre-
quency of the slave interface to the MACE device and
the internal processing of frames. SCLK is unrelated to
the 20 MHz clock frequency required for the
802.3/Ethernet interface. The SCLK frequency range is
1 MHz-25 MHz.

EDSEL
System Clock Edge Select (Input)

EDSEL is a static input that allows System Clock
(SCLK) edge selection. If EDSEL is tied high, the bus in-
terface unit will assume falling edge timing. If EDSEL is
tied low, the bus interface unit will assume rising edge
timing, which will effectively invert the SCLK as it enters
the MACE device, i.e., the address, control lines (CS,
R/W, FDS, etc) and data are all latched on the rising
edge of SCLK, and data out is driven off the rising edge
of SCLK.

TC

Timing Control (Input)

The Timing Control input conditions the minimum num-
ber of System Clocks (SCLK) cycles taken to read or
write the internal registers and FIFOs. TC can be used
as a wait state generator, to allow additional time for
data to be presented by the host during a write cycle, or
allow additional time for the data to be latched during a
read cycle. TC has an internal (SLEEP disabled) pull up.

Timing Control

Number of
TC Clocks
1 2
0 3

IEEE 1149.1 TEST ACCESS PORT (TAP)
INTERFACE

TCK

Test Clock (Input)

The clock input for the boundary scan test mode
operation. TCK can operate up to 10 MHz. TCK has an
internal (not SLEEP disabled) pull up.

TMS
Test Mode Select (Input)

A serial input bit stream used to define the specific
boundary scan test to be executed. TMS has aninternal
(not SLEEP disabled) pull up.

TDI

Test Data Input (Input)

The test data input path to the MACE device. TDi has an
internal (not SLEEP disabled) pull up.

TDO
Test Data Out (Output)

The test data output path from the MACE device.

GENERAL INTERFACE

XTAL1
Crystal Connection (Input)

The internal clock generator uses a 20 MHz crystal that
is attached to pins XTAL1 and XTAL2. Internally, the
20 MHz crystal frequency is divided by two which deter-
mines the network data rate. Alternatively, an external
20 MHz CMOS-compatible clock signal can be used to
drive this pin. The MACE device supports the use of 50
pF crystals to generate a 20 MHz frequency which is
compatible with the IEEE 802.3 network frequency
tolerance and jitter specifications.

XTAL2
Crystal Connection (Output)

The internal clock generator uses a 20 MHz crystal that
is attached to pins XTAL1 and XTAL2. If an external
clock generator is used on XTAL1, then XTAL2 should
be left unconnected.

SLEEP
Sleep Mode (Input)

The optimal power savings made is extracted by assert-
ing the SLEEP pin with both the Auto Wake (AWAKE bit)
and Remote Wake (RWAKE bit) functions disabled. In
this “deep sleep” mode, all outputs will be forced into
their inactive or high impedance state, and all inputs will
be ignored except for the SLEEP, RESET, SCLK, TCK,
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TMS, and TDI pins. SCLK must run for 5 cycles afterthe
assertionof SLEEP. Duringthe “Deep Sleep”, the SCLK
input can be optionally suspended for maximum power
savings. Upon exiting “Deep Sleep”, the hardware
RESET pin must be asserted and the SCLK restored.
The system must delay the setting of the bits in the MAC
configuration Control Register of the internal analog
circuits by 1 ns to allow for stabilization.

If the AWAKE bit is set prior to the activation of SLEEP,
the 10BASE-T receiver and the LNKST output pin re-
main operational.

If the RWAKE bit is set prior to SLEEP being asserted,
the Manchester encoder/decoder, AUI and 10BASE-T
cells remain operational, as do the SRD, SRDCLK and
SF/BD outputs.

The inputon XTAL1 must remain active for the AWAKE
or RWAKE features to operate. After exit from the Auto
Wake or Remote Wake modes, activation of hardware
RESET is not required when SLEEP is reasserted.

On deassertion of SLEEP, the MACE device will go
through an internally generated hardware reset se-
quence, requiring re-initialization of MACE registers.

Power Supply

DVoo
Digital Power

There are four Digital Voo pins.

DVss
Digital Ground

There are six Digital Vss pins.

AVop
Analog Power

There are four analog VDD pins. Special attention
should be paid to the printed circuit board layout to avoid
excessive noise on the supply to the PLL in the
Manchester encoder/decoder (pins 66 and 83 in PLCC,
pins 67 and 88 in PQFP). These supply lines should be
kept separate from the DVpp lines as far back to the
power supply as is practically possible.

AVss
Analog Ground

There are two analog VSS pins. Special attention
should be paid to the printed circuit board layout to avoid
excessive noise on the PLL supply in Manchester en-
coder/decoder (pin 73 in PLCC, pin 74 in PQFP). These
supply lines should be kept separate fromthe DVsslines
as farbackto the power supply as is practically possible.

PIN FUNCTIONS NOT AVAILABLE WITH
THE 80-PIN TQFP PACKAGE

Inthe 84-pin PLCC configuration, ALL the pins are used
while in the 100-pin PQFP version, 16 pins are specified
as No Connects. Moving to the 80-pin TQFP configura-
tion requires the removal of 4 pins. Since Ethernet con-
trollers with integrated 10BASE-T have analog portions
which are very sensitive to noise, power and ground
pins are not deleted. The MACE device does have
several sets of media interfaces which typically go un-
used in most designs, however. Pins from some of
these interfaces are deleted instead. Removed are
the following:

B TXDAT- (previously used for the DAI interface)
W SRD (previously used for the EADI interface)
W DTV (previously used for the host interface)

B RXPOL (previously used as a receive frame
polarity LED driver)

Note that pins from four separate interfaces are re-
moved rather than removing all the pins from a single in-
terface. Each of these pins comes from one of the four
sides of the device. This is done to maintain symmetry,
thus avoiding bond out problems.

In general, the most critical of the four removed pins are
TXDAT-and SRD. Depending on the application, either
the DAl or the EADI interface may be important. In most
designs, however, this will not be the case.

PINS REMOVED AND THEIR EFFECTS
TXDAT-

The removal of TXDAT—-means that the DAl interface is
no longer usable. The DAl interface was designedto be
used with media types that do not require DC isolation
between the MAU and the DTE. Media which do not
require DC isolation can be implemented more simply
using the DAl interface, ratherthan the AUl interface. In
most designs this is not a problem because most
media requires DC isolation (10BASE-T, 10BASE2,
10BASES) and will use the AUl port. About the only me-
dia which does not require DC isolation is 10BASE-F.

SRD

The SRD pin is an output pin used by the MACE device
to transfer a receive data stream to external address
detection logic. Itis part of the EADI interface. Thispinis
used to help interface the MACE device to an external
CAM device. Use of an external CAM is typically re-
quired when an application will operate in promiscuous
mode and will need perfect filtering (i.e., the internal
hash filter will not suffice). Example applications for this

1-90 Am79C940



AMD n

sort of operation are bridges and routers. Lack of
perfect filtering in these applications forces the CPU to
be more involved in filtering and thus either slows the
forwarding rates achieved or forces the use of a more
powerful CPU.

DTV

The DTV pin is part of the host interface to the MACE
device. ltis used to indicate that a read or write cycle to
the MACE device was successful. If DTV is not asserted
atthe end of a cycle, the data transfer was not success-
ful. Basically, this will happen on a write to a full transmit
FIFO or aread from an empty receive FIFO. In general,

there are ways to ensure that a transfer is always valid
and so this pin is not required in many designs. Forin-
stance, the TDTREQ and RDTREQ pins can be used to
monitor the state of the FIFOs to ensure that data trans-
fer only occurs at the correct times.

RXPOL

RXPOL is typically used to drive an LED indicating the
polarity of receive frames. This function is not neces-
sary for correct operation of the Ethernet and serves
strictly as a status indication to a user. The status of the
receive polarity is still available through the PHYCC
register.
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FUNCTIONAL DESCRIPTION

The Media Access Controller for Ethernet (MACE) chip
embodies the Media Access Control (MAC) and Physi-
cal Signaling (PLS) sub-layers of the 802.3 Standard.
The MACE device provides the IEEE defined Attach-
ment Unit Interface (AUI) for coupling to remote Media
Attachment Units (MAUs) or on-board transceivers.
The MACE device also provides a Digital Attachment In-
terface (DAI), by-passing the differential AUI interface.

The system interface provides a fundamental data con- -

duit to and from an 802.3 network. The MACE device in
conjunction with a user defined DMA engine, provides
an 802.3 interface tailored to a specific application.

In addition, the MACE device can be combined with
similarly architected peripheral devices and a multi-
channel DMA controller, thereby providing the system
with access to multiple peripheral devices with a single
master interface to memory.

Network Interfaces

The MACE device can be connected to an 802.3 net-
work using any one of the AUI, 10 BASE-T, DAl and
GPSI network interfaces. The Attachment Unit Inter-
face (AUI) provides an IEEE compliant differential inter-
face to a remote MAU or an on-board transceiver. An
integrated 10BASE-T MAU provides a direct interface
for twisted pair Ethernet networks. The DAl port can
connect to local transceiver devices for 10BASE2,
10BASE-T or 10BASE-F connections. A General Pur-
pose Serial Interface (GPSI) is supported, which effec-
tively bypasses the integrated Manchester
encoder/decoder, and allows direct access to/from the
integral 802.3 Media Access Controller (MAC) to pro-
vide support for external encoding/decoding schemes.
The interface in use is determined by the PORTSEL
[1-0] bits in the PLS Configuration Control register.

The EADI port does not provide network connectivity,
but allows an optional external circuit to assist in receive
packet accept/reject.

System Interface

The MACE device is a slave register based peripheral.
All transfers to and from the device, including data, are
performed using simple memory or I/O read and write
commands. Access to all registers, including the Trans-
mit and Receive FIFOs, are performed with identical
read or write timing. All information on the system inter-
face is synchronous to the system clock (SCLK), which
allows simple external logic to be designed to interro-
gate the device status and control the network data flow.

The Receive and Transmit FIFOs can be read or written
by driving the appropriate address lines and asserting
CS and R/W. An alternative FIFO access mechanismal-
lows the use of the FDS and the R/W lines, ignoring the
address lines (ADD4-0). The state of the R/W line in
conjunction with the FDS input determines whether the

Receive FIFO is read (R/W high) or the Transmit FIFO
written (R/W low). The MACE device system interface
permits interleaved transmit and receive bus transfers,
allowing the Transmit FIFO to be filled (primed) while a
frame is being received from the network and/or read
from the Receive FIFO.

In receive operation, the MACE device asserts Receive
Data Transfer Request (RDTREQ) when the FIFO con-
tains adequate data. For the first indication of a new re-
ceive frame, 64 bytes must be received, assuming
normal operation. Once the initial 64 byte threshold has
been reached, RDTREQ assertion and de-assertion is
dependent on the programming of the Receive FIFO
Watermark (RCVFW bits in the BIU Configuration Con-
trol register). The RDTREQ can be programmed to acti-
vate when there are 16, 32 or 64 bytes of data available
in the Receive FIFO. Enable Receive (ENRCV bit in
MAC Configuration Control register) must be set to as-
sert RDTREQ. If the Runt Packet Accept feature is in-
voked (RPA bit in User Test Register), RDTREQ will be
asserted for receive frames of less than 64 bytes on the
basis of internal and/or external address match only.
When RPA is set, RDTREQ will be asserted when the
entire frame has been received or when the initial 64
byte threshold has been exceeded. See the FIFO Sub-
Systems section for further details.

Note that the Receive FIFO may not contain 64 data
bytes at the time RDTREQ is asserted, if the automatic
pad stripping feature has been enabled (ASTRP RCV
bit in the Receive Frame Control register) and-a mini-
mum length packet with pad is received. The MACE de-
vice will check for the minimum received length fromthe
network, strip the pad characters, and pass only the
data frame through the Receive FIFO.

If the Low Latency Receive feature is enabled (LLRCV
bit set in Receive Frame Control Register), RDTREQ
will be asserted once a low watermark threshold has
been reached (12 bytes plus some additional synchroni-
zation time). Note that the system interface will there-
fore be exposed to potential disruption of the receive
frame due to a network condition (see the FIFO Sub-
System description for additional details).

In transmit operation, the MACE device asserts Trans-
mit Data Transfer Request (TDTREQ) dependent on the
programming of the Transmit FIFO Watermark
(XMTFW bits in the BIU Configuration Control register).
TDTREQ will be permanently asserted when the Trans-
mit FIFO is empty. The TDTREQ canbe programmed to
activate when there are 16, 32 or 64 bytes of space
available in the Transmit FIFO. Enable Transmit
(ENXMT bit in MAC Configuration Control register)
must be set to assert TDTREQ. Write cycles to the
Transmit FIFO will not return DTV if ENXMT is disabled,
and no data will be written. The MACE device will com-
mence the preamble sequence once the Transmit Start
Point (XMTSP bits in BIU Configuration Control regis-
ter) threshold is reached in the Transmit FIFO.
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The Transmit FIFO data will not be overwritten until at
least 512 data bits have been transmitted onto the net-
work. If a collision occurs within the slot time (512 bit
time) window, the MACE device will generate a jam se-
quence (a 32-bit all zeroes pattern) before ceasing the
transmission. The Transmit FIFO will be reset to point at
the start of the transmit data field, and the message will
be retried after the random back-off interval has expired.

DETAILED FUNCTIONS

Block Level Description

The following sections describe the major sub-blocks of
and the external interfaces to the MACE device.

Bus Interface Unit (BIU)

The BIU performs the interface between the host or sys-
tembus and the Transmit and Receive FIFOs, as well as
all chip control and status registers. The BIU canbe con-
figured to accept data presented in either little-endian or
big endianformat, minimizing the external logic required
to access the MACE device internal FIFOs and regis-
ters. In addition, the BIU directly supports 8-bit transfers
and incorporates features to simplify interfacing to 32-bit
systems using external latches.

Externally, the FIFOs appear as two independent regis-
ters located at individual addresses. The remainder of
the internal registers occupy 30 additional consecutive
addresses, and appear as 8-bits wide.

BIU to FIFO Data Path

The BIU operates assuming that the 16-bit data path to/
from the internal FIFOs is configured as two independ-
entbyte paths, activated by the Byte Enable signals BEO
and BEA.

BEO and BET are only used during accesses to the
16-bit wide Transmit and Receive FIFOs. After hard-
ware or software reset, the BSWP bit will be cleared.
FIFO accesses to the MACE device will operate assum-
ing an Intel 80x86 type memory convention (most sig-
nificant byte of a word stored in the higher addressed
byte). Word data transfers to/from the FIFOs over the
DBUS15-0 lines will have the least significant byte lo-
cated on DBUS7-0 (activated by BEO) and the most sig-
nificant byte located on DBUS15-8 (activated by BE1).

FIFO datacanbe read or written using either byte and/or
word operations.

If byte operation is required, read/write transfers can be
performed on either the upper or lower data bus by as-
serting the appropriate byte enable. For instance with
BSWP = 0, reading from or writing to DBUS15-8 is ac-
complished by asserting BET, and allows the data
stream to be read from or written to the appropriate
FIFO in byte order (byte 0, byte 1,....byte n). Itis equally
valid to read or write the data stream using DBUS7-0

and by asserting BEO. For BSWP = 1, reading from or
writing to DBUS15-8 is accomplished by asserting BEO,
and allows the byte stream to be transferred in byte
order.

When word operations are required, BSWP ensures
that the byte ordering of the target memory is compatible
with the 802.3 requirement to send/receive the data
stream in byte ascending order. With BSWP = 0, the
data transferred to/from the FIFO assumes that byte n
will be on DBUS7-0 (activated by BEO) and byte n+1 will
be on DBUS15-8 (activated by BET). With BSWP =1,
the data transferred to/fromthe FIFO assumes that byte
n will be presented.on DBUS15-8 (activated by BEO),
and byte n+1 will be on DBUS7-0 (activated by BET).

There are some additional special cases to the above
generalized rules, which are as follows:

(a) When performing byte read operations, both halves
of the data bus are driven with identical data, effec-
tively allowing the user to arbitrarily read from either
the upper or lower data bus, when only one of the
byte enables is activated.

(b) When byte write operations are performed, the
Transmit FIFO latency is affected. See the FIFO
Sub-System section for additional details.

(c) Ifawordread is performedon the last data byte of a
receive frame (EOF is asserted), and the message
contained an odd number of bytes but the host re-
quested a word operation by asserting both BEO
and BET, then the MACE device will present one
valid and one non-valid byte on the data bus. The
placement of valid data for the data byte is depend-
ent on the target memory architecture. Regardless
of BSWP, the single valid byte will be read from the
BEO memory bank. If BSWP = 0, BEO corresponds
to DBUS7-0; if BSWP = 1, BEO corresponds to
DBUS15-8.

(d) If abyte readis performed when the last data byte is
read for a receive frame (when the MACE device
activates the EOF signal), then the same byte will
be presented on both the upper and lower byte of
the data bus, regardiess of which byte enable was
activated (as is the case for all byte read opera-
tions).

(e) When writing the last byte in a transmit message to
the Transmit FIFO, the portion of the data bus that
the last byte is transferred over is irrelevant, provid-
ing the appropriate byte enable is used. For
BSWP = 0, data can be presented on DBUS7-0 us-
ing BEO or DBUS15-8 using BE1. For BSWP =1,
data can be presented on DBUS7-0 using BE1 or
DBUS15-8 using BEO.
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(f) When neither BEO nor BE1 are asserted, no data
transfer will take place. DTV will not be asserted.

Byte Alignment For FIFO Read Operations

BEO BET BSWP DBUS7-0 |DBUS15-8
0 0 0 n n+1
0 1 0 n n
1 0 0 n n
1 1 0 X X
0 0 1 n+1 n
0 1 1 n n
1 0 1 n n
1 1 1 X X

Byte Alignment For FIFO Write Operations

BEO BET BSWP DBUS7-0 |DBUS15-8
0 0 0 n n+1
0 1 0 n X
1 0 0 X n
1 1 0 X X
0 0 1 n+1 n
0 1 1 X n
1 0 1 n X
1 1 1 X

BIU to Control and Status
Register Data Path

All registers in the address range 2-31 are 8-bits wide.
When aread cycle is executed on any of these registers,
the MACE device will drive data on both bytes of the
data bus, regardless of the programming of BSWP.
When a write cycle is executed, the MACE device
strobes in data based on the programming of BSWP as
shown in the tables below. All accesses to addresses
2-31 are independent of the BE0 and BE1 pins.

Byte Alignment For Register Read Operations

BEO BE1 BSWP DBUS7-0 [DBUS15-8
X X 0 Read Read
Data Data
X X 1 Read Read
Data Data

Byte Alignment For Register Write Operations

BEO BE1 BSWP DBUS7-0 |DBUS15-8
X X 0 Write X
Data
X X 1 X Write

Data

FIFO Sub-System

The MACE device has two independent FIFOs, with
128-bytes for receive and 136-bytes for transmit opera-
tions. The FIFO sub-system contains both the FIFOs,
and the control logic to handle normal and exception re-
lated conditions.

The Transmit and Receive FIFOs interface on the net-
work side with the serializer/de-serializerinthe MAC en-
gine. The BIU provides access between the FIFOs and
the host system to enable the movement of data to and
from the network.

Internally, the FIFOs appear to the BIU as independent
16-bit wide registers. Bytes or words can be written to
the Transmit FIFO (XMTFIFO), or read from the Re-
ceive FIFO (RCVFIFO). Byte and word transfers can be
mixed in any order. The BIU will ensure correct byte or-
dering dependent on the target host system, as deter-
mined by the programming of the BSWP bit in the BIU
Configuration Control register.

The XMTFIFO and RCVFIFO have three different
modes of operation. These are Normal (Default), Burst
and Low Latency Receive. Default operation will be
used after the hardware RESET pin or software SWRST
bit have been activated. The remainder of this general
description applies to all modes except where specific
differences are noted.

Transmit FIFO—General Operation:

When writing bytes to the XMTFIFO, certain restrictions
apply. These restrictions have a direct influence on the
latency provided by the FIFO to the host system. When
a byte is written to the FIFO location, the entire word lo-
cation is used. The unused byte is marked as a hole in
the XMTFIFO. These holes are skipped during the seri-
alization process performed by the MAC engine, when
the bytes are unloaded from the XMTFIFO.

For instance, assume the Transmit FIFO Watermark
(XMTFW) is setfor 32 write cycles. If the host writes byte
wide data to the XMTFIFO, after 36 write cycles there
will be space left in the XMTFIFO for only 32 more write
cycles. Therefore TDTREQ will de-assert even though
only 36-bytes of data have been loaded into the
XMTFIFO. Transmission will not commence until
64-bytes or the End-of-Frame are available in the
XMFIFQ, so transmission would not start, and TDTREQ
would remain de-asserted. Hence for byte wide data
transfers, the XMTFW should be programmed to the 8
or 16 write cycle limit, or the host should ensure that suf-
ficient data will be written to the XMTFIFO after
TDTREQ has been de-asserted (which is permitted), to
guarantee that the transmission will commence. A third
alternative is to program the Transmit Start Point
(XMTSP) in the BIU Configuration Control register to
below the 64-byte default; thereby imposing a lower la-
tency to the host system requiring additional data to
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ensure the XMTFIFO does not underfiow during the
transmit process, versus using the default XMTSP
value. Note that if 64 single byte writes are executed on
the XMTFIFO, and the XMTSP is set to 64-bytes, the
transmission will commence, and all 64-bytes of infor-
mation will be accepted by the XMTFIFO.

The number of write cycles that the host uses to write the
packet into the Transmit FIFO will also directly influence
the amount of space utilized by the transmit message. If
the number of write cycles (n) required to transfer a
packet to the Transmit FIFO is even, the number of
bytes used in the Transmit FIFO will be 2*n. If the num-
ber of write cycles required to transfer a packet to the
Transmit FIFO is odd, the number of bytes used in the
Transmit FIFO willbe 2*n + 2 because the End Of Frame
indication inthe XMTFIFO is always placed at the end of
a 4-byte boundary. For example, a 32-byte message
written as bytes (n = 32 cycles) will use 64-bytes of
space in the Transmit FIFO (2'n = 64), whereas a
65-byte message written as 32 words and 1 byte (n = 33
cycles) would use 68-bytes (2*'n + 2 = 68) .

The Transmit FIFO has been sized appropriately to
minimize the systeminterface overhead. However, con-
sideration must be given to overall system design if byte
writes are supported. In order to guarantee that suffi-
cient space is present in the XMTFIFO to accept the
number of write cycles programmed by the XMTFW (in-
cluding an End Of Frame delimiter), TDTREQ may go
inactive before the XMTSP threshold is reached when
using the non burst mode (XMTBRST = 0). Forinstance,
assume that the XMTFW is programmed to allow 32
write cycles (default), and XMTSP is programmed to re-
quire 64 bytes (default) before starting transmission. As-
suming that the host bursts the transmit data in a 32
cycle block, writing a single byte anywhere within this
block will mean that XMTSP will not have been reached.
This would be a typical scenario if the transmit data
buffer was not aligned to a word boundary. The MACE
device will continue to assert TDTREQ since an addi-
tional 36 write cycles can still be executed. If the host
starts a second burst, the XMTSP will be reached, and
TDTREQwilldeassert when less that 32 write cycle can
be performed although the data written by the host will
continue to be accepted.

The host must be aware that additional space exists in

the XMTFIFQ although TDTREQ becomes inactive, andﬂ

must continue to write data to ensure the XMTSP
threshold is achieved. No transmit activity will com-
mence until the XMTSP threshold is reached. Once 36
write cycles have been executed.

Note that write cycles can be performedto the XMTFIFO
even if the TDTREQ is inactive. When TDTREQ is as-
serted, it guarantees that a minimum amount of space
exists, when TDTREQ is deasserted, it does not neces-
sarily indicate that there is no space in the XMTFIFO.

The DTV pin will indicate the successful acceptance of
data by the Transmit FIFO.

As another example, assume again that the XMTFW is
programmed for 32 write cycles. If the host writes word
wide data continuously to the XMTFIFO, the TDTREQ
will deassert when 36 writes have executed on the
XMTFIFO, at which point 72-bytes will have been writ-
tento the XMTFIFO, the 64-byte XMTSP will have been
exceeded and the transmission of preamble will have
commenced. TDTREQ will not re-assert until the trans-
mission of the packet data has commenced and the pos-
sibility of losing data due to a collision within the slot time
is removed (512 bits have been transmitted without a
collision indication). Assuming that the host actually
stopped writing data after the initial 72-bytes, there will
be only 16-bytes of data remaining in the XMTFIFO
(8-bytes of preamble/SFD plus 56-bytes of data have
been transmitted), corresponding to 12.8 us of latency
before an XMTFIFO underrun occurs. This latency is
considerably less than the maximum possible 57.6 us
the system may have assumed. If the host had contin-
ued with the block transfer until 64 write cycles hadbeen
performed, 128-bytes would have been written to the
XMTFIFO, and 72-bytes of latency would remain
(57.6 us) when TDTREQ was re-asserted.

Transmit FIFO—Burst Operation:

The XMTFIFO burst mode, programmed by the
XMTBRST bit in the FIFO Configuration Control regis-
ter, modifies TDTREQ behavior. The assertion of
TDTREQ is controlled by the programming of the
XMTFW bits, such that when the specified number of
write cycles can be guaranteed (8, 16 or 32), TDTREQ
will be asserted. TDTREQ will be de-asserted when the
XMTFIFO canonly accept a single write cycle (one word
write including an End Of Frame delimiter) allowing the
external device to burst data into the XMTFIFO when
TDTREQ is asserted, and stop when TDTREQ is
deasserted.

Receive FIFO—General Operation:

The Receive FIFO contains additional logic to ensure
that sufficient data is present in the RCVFIFO to allow
the specified number of bytes to be read, regardless of
the ordering of byte/word read accesses. This has an
impact on the perceived latency that the Receive FIFO
provides to the host system. The description and table
below outline the point at which RDTREQ will be as-
serted when the first duration of the packet has been re-
ceived and when any subsequent transfer of the packet
to the host system is required.

No preamble/SFD bytes are loaded into the Receive
FIFOQ. All references to bytes pass through the receive
FIFO. These references are received after the pream-
ble/SFD sequence.
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- Thefirst assertion of RDTREQ for a packet will occur af-
ter the longer of the following two conditions is met:

B 64-bytes have been received (to assure runt pack-
ets and packets experiencing collision within the slot
time will be rejected).

B The RCVFW thresholdis reached plus an additional
12 bytes. The additional 12 bytes are necessary to en-
sure that any permutation of byte/word read access is

guaranteed. They are required for all threshold values,
but inthe case of the 16 and 32-byte thresholds, the re-
quirement that the slot time criteria is met dominates.
Any subsequent assertion of RDTREQ necessary to
complete the transfer of the packet will occur after the
RCVFW threshold is reached plus an additional 12
bytes. The table below also outlines the latency pro-
vided by the MACE device when the RDTREQ is
asserted.

Receive FIFO Watermarks, RDTREQ Assertion and Latency

Bytes Required for Bytes of Latency Bytes Required for Bytes of Latency After
RCVFW First Assertion of After First Assertion Subsequent Assertion Subsequent Assertion
[1-0] RDTREQ of RDTREQ of RDTREQ of RDTREQ
00 64 64 28 100
01 64 64 44 84
10 76 52 76 52
11 XX XX XX XX

Receive FIFO—Burst Operation:

The RCVFIFO also provides a burst mode capability,
programmed by the RCVBRST bit in the FIFO Configu-
ration Control register, to modify the operation of
RDTREQ.The assertion of RDTREQ will occur accord-
ing to the programming of the RCVFW bits. RDTREQ
willbe de-asserted whenthe RCVFIFO can only provide
a single read cycle (one word read). This allows the ex-
ternal device to burst data from the RCVFIFO once
RDTREQ is asserted, and stop when RDTREQ is
deasserted.

Receive FIFO—Low Latency Receive Operation:

The LOW Latency Receive mode can be programmed
using the Low Latency Receive bit (LLRCV in the Re-
ceive Frame Control register). This effectively causes
the assertion of RDTREQ to be directly coupled to the
low watermark of 12 bytes in the RCVFIFO. Once the
12-byte threshold is reached (plus some internal syn-
chronization delay of less than 1 byte), RDTREQ will be
asserted, and will remain active until the RCVFIFO can
support only one read cycle (one word of data), as inthe
burst operation described earlier.

The intended use for the Low Latency Receive mode is
to allow fast forwarding of a received packet in a bridge
application. In this case, the receiving process is made
aware of the receive packet after only 9.6 us, instead of
waiting up to 60.8 us (76-bytes) necessary for the initial
assertion of RDTREQ. An Ethernet-to-Ethernet bridge
employing the MACE device (on all the Ethernet con-
nections) with the XMTSP of all MACE controller
XMTFIFOs set to the minimum (4-bytes), forwarding of
areceive packet can be achieved within a sub 20 us de-
lay including processing overhead.

Note however that this mode places significant burden
on the host processor. The receiving MACE device will
no longer delete runt packets. A runt packet will have the
Receive Frame Status appended to the receive data
which the host must read as normal. The MACE device
will not attempt to delete runt packets from the
RCVFIFO in the Low Latency Receive mode. Collision
fragments will also be passed to the host if they are de-
tected after the 12-byte threshold has been reached. If a
collision occurs, the Receive Frame Status (RCVFS)
willbe appended to the data successfully received inthe
RCVFIFO up to the point the collision was detected. No
additional receive data will be written to the RCVFIFO.
Note that the RCVFS will not become available until af-
ter the receive activity ceases. The collision indication
(CLSN) inthe Receive Status (RCVSTS) will be set, and
the Receive Message Byte Count (RCVCNT) will be the
correct count of the total duration of activity, including
the period that collision was detected. The detection of
normal (slot time) collisions versus late collisions can
only be made by counting the number of bytes that were
successfully received prior to the termination of the
packet data.

In all cases where the reception ends prematurely (runt
or collision), the data that was successfully received
prior to the termination of reception must be read from
the RCVFIFO before the RCVFS bytes are available.

Media Access Control (MAC)

The Media Access Control engine is the heart of the
MACE device, incorporating the essential protocol re-
quirements for operation of a compliant Ethernet/802.3
node, and providing the interface between the FIFO
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sub-system and the Manchester Encoder/Decoder
(MENDEC).

The MAC engine is fully compliant to Section 4 of 1ISO/
IEC 8802-3 (ANSV/IEEE Standard 1990 Second edition)
and ANSI/IEEE 802.3 (1985).

The MAC engine provides enhanced features, pro-
grammed through the Transmit Frame Control and Re-
ceive Frame Control registers, designed to minimize
host supervision and pre or post message processing.
These features include the ability to disable retries after
a collision, dynamic FCS generation on a packet-by-
packet basis, and automatic padfield insertion and dele-
tion to enforce minimum frame size attributes.

The two primary attributes of the MAC engine are:
B Transmit and receive message data encapsulation

- Framing (frame boundary delimitation, frame
synchronization)

— Addressing (source and destination address
handling)

— Error detection (physical medium transmission
errors)

B Media access management

— Medium allocation (collision avoidance)
— Contention resolution (collision handling)

Transmit and Receive Message Data
Encapsulation

Data passed to the MACE device Transmit FIFO will be
assumed to be correctly formatted for transmission over
the network as a valid packet. The user is required to
pass the data stream for transmission to the MACE chip
in the correct order, according to the byte ordering con-
vention programmed for the BIU.

The MACE device provides minimum frame size en-
forcement for transmit and receive packets. When
APAD XMT =1 (default), transmit messages will be pad-
ded with sufficient bytes (containing 00h) to ensure that
the receiving station will observe an information field
(destination address, source address, length/type, data
and FCS) of 64-bytes. When ASTRP RCV = 1 (default),
the receiver will automatically strip pad and FCS bytes
fromthe received message if the value in the length field
is below the minimum data size (46-bytes). Both fea-
tures can be independently over-ridden to allow illegally
short (less than 64-bytes of packet data) messages to
be transmitted and/or received.

Framing (Frame Boundary Delimitation,
Frame Synchronization)

The MACE device will autonomously handie the con-
struction of the transmit frame. Whenthe Transmit FIFO
has been filled to the predetermined threshold (set by
XMTSP), and providing access to the channel is cur-

rently permitted, the MACE device will commence the
7 byte preamble sequence (10101010b, where first bit
transmitted is a 1). The MACE device will subsequently
append the Start Frame Delimiter (SFD) byte
(10101011) followed by the serialized data from the
Transmit FIFO. Once the data has been completed, the
MACE device will append the FCS (most significant bit
first) computed on the entire data portion of the
message.

Note that the user is responsible for the correct ordering
and content in each of the fields in the frame, including
the destination address, source address, length/type
and packet data.

The receive section of the MACE device will detect an
incoming preamble sequence and lock to the encoded
clock. The internal MENDEC will decode the serial bit
stream and present this to the MAC engine. The MAC
will discard the first 8-bits of information before search-
ing for the SFD sequence. Once the SFD is detected, all
subsequent bits are treated as part of the frame. The
MACE device will inspect the length field to ensure mini-
mum frame size, strip unnecessary pad characters (if
enabled), and pass the remaining bytes through the Re-
ceive FIFO to the host. If pad stripping is performed, the
MACE device will also strip the received FCS bytes, al-
though the normal FCS computation and checking will
occur. Note that apart from pad stripping, the frame will
be passed unmodified to the host. If the length field has
a value of 46 or greater, the MACE device will not at-
tempt to validate the length against the humber of bytes
contained in the message.

If the frame terminates or suffers a collision before
64-bytes of information (after SFD) have been received,
the MACE device will automatically delete the frame
from the Receive FIFO, without host intervention. Note
however, that if the Low Latency Receive option has
beenenabled (LLRCV = 1inthe Receive Frame Control
register), the MACE device will not delete receive
frames which experience a collision once the 12-byte
low watermark has been reached (see the FIFO Sub-
System section for additional details).

Addressing (Source and Destination
Address Handling)

The first 6-bytes of information after SFD will be inter-
preted as the destination address field. The MACE de-
vice provides facilities for physical, logical and
broadcast address reception. In addition, multiple physi-
cal addresses can be constructed (perfect address fil-
tering) using external logic in conjunction with the EADI
interface.

Error Detection (Physical Medium
Transmission Errors)

The MACE device provides several facilities which
report and recover from errors on the medium. In addi-
tion, the network is protected from gross errors due to
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inability of the host to keep pace with the MACE device
activity.

On completion of transmission, the MACE device will re-
port the Transmit Frame Status for the frame. The exact
number of transmission retry attempts is reported
(ONE, MORE used with XMTRC, or RTRY), and
whether the MACE device had to Defer (DEFER) due to
channel activity. In addition, Loss of Carrier is reported,
indicting that there was an interruption in the ability of
the MACE device to monitor its own transmission. Re-
peated LCAR errors indicate a potentially faulty trans-
ceiver or network connection. Excessive Defer
(EXDEF) will be reported in the Transmit Retry Count
register if the transmit frame had to wait for an abnor-
mally long period before transmission.

Additional transmit error conditions are reported
through the Interrupt Register.

The Late Collision (LCOL) error indicates that the trans-
mission suffered a collision after the slot time. This is
indicative of a badly configured network. Late collisions
should not occur in normal operating network.

The Collision Error (CERR) indicates that the trans-
ceiver did not respond with an SQE Test message within
the predetermined time after a transmission completed.
This may be due to a failed transceiver, disconnected or
faulty transceiver drop cable, or the fact the transceiver
does not support this feature (or it is disabled).

In addition to the reporting of network errors, the MACE
device will also attempt to prevent the creation of any
network error caused by inability of the host to service
the MACE device. During transmission, if the host fails
to keep the Transmit FIFO filled sufficiently, causing an
underflow, the MACE device will guarantee the
message is either sent as a runt packet (which will be
deleted by the receiving station) or has an invalid FCS
(which will also allow the receiving station to reject the
message).

The status of each receive message is passed via the
Receive Frame Status bytes. FCS and Framing errors
(FRAM) are reported, although the received frame is still
passedtothe host. The FRAM error will only be reported
if an FCS error is detected and there are a non integral
number of bytes in the message. The MACE device will
ignore up to seven additional bits at the end of a mes-
sage (dribbling bits), which can occur under normal net-
work operating conditions. The . reception of eight
additional bits will cause the MACE device to de-serial-
ize the entire byte, and will result in the received mes-
sage and FCS being modified.

Received messages which suffer a collision after
64-byte times (after SFD) will be markedto indicate they
have suffered a late collision (CLSN). Additional count-
ers are provided to report the Receive Collision Count

and Runt Packet Count to be used for network statistics
and utilization calculations.

Note that if the MACE device detects a received packet
which has a 00b pattern in the preamble (after the first
8-bits which are ignored), the entire packet will be ig-
nored. The MACE device will wait for the network to go
inactive before attempting to receive additional frames.

Media Access Management

The basic requirement for all stations on the network
isto provide fairness of channel allocation. The
802.3/Ethernet protocols define a media access mecha-
nism which permits all stations to access the channel
with equality. Any node can attempt to contend for the
channel by waiting for a predetermined time (Inter Pack-
et Gap interval) after the last activity, before transmitting
onthe media. The channel is a bus or multidrop commu-
nications medium (with various topological configura-
tions permitted) which allows a single station to transmit
and all other stations to receive. If two nodes simultane-
ously contend for the channel, their signals will interact
causing loss of data, defined as a collision. It is the re-
sponsibility of the MAC to attempt to avoid and recover
from a collision, to guarantee data integrity for the end-
to-end transmission to the receiving station.

Medium Allocation (Collision Avoidance)

The IEEE 802.3 Standard (ISO/IEC 8802-3 1990) re-
quires that the CSMA/CD MAC monitors the medium for
traffic by watching for carrier activity. When carrier is de-
tected, the media is considered busy, and the MAC
should defer to the existing message.

The |IEEE 802.3 Standard also allows optional two part
deferral afier a receive message.

See ANSV/IEEE Std 802.3-1990 Edition, 4.2.3.2.1:

“NOTE : Itis possible for the PLS carrier sense
indication to fail to be asserted during a collision
on the media. If the deference process simply
times the interFrame gap based on this indica-
tion it is possible for a short interFrame gap to
be generated, leading to a potential reception
failure of a subsequent frame. To enhance sys-
tem robustness the following optional meas-
ures, as specified in 4.2.8, are recommended
when interFrameSpacingPart1 is other than
zero:”

(1) Upon completing a transmission, start timing the
interpacket gap, as soon as transmitting and
carrierSense are both false.

(2) Whentiming an interFrame gap following reception,
reset the interFrame gap timing if carrierSense
becomes true during the first 2/3 of the interFrame gap
timing interval. During the final 1/3 of the interval the
timer shall not be reset to ensure fair access to the me-
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dium. Aninitial period shorter than 2/3 of the interval is
permissible including zero.”

The MAC engine implements the optional receive two
part deferral algorithm, with a first part inter-frame-
spacing time of 6.0 us. The second part of the inter-
frame-spacing interval is therefore 3.6 ps.

The MACE device will perform the two part deferral al-
gorithm as specified in Section 4.2.8 (Process Defer-
ence). The Inter Packet Gap (IPG) timer will start timing
the 9.6 us InterFrameSpacing after the receive carrieris
de-asserted. During the first part deferral (Inter-
FrameSpacingPart1-IFS1) the MACE device will defer
any pending transmit frame and respond to the receive
message. The IPG counter will be reset to zero continu-
ously until the carrier deasserts, at which point the IPG
counter will resume the 9.6 us count once again. Once
the IFS1 period of 6.0us has elapsed, the MACE device
will begin timing the second part deferral (Inter-
FrameSpacingPart2-IFS2) of 3.6us. Once IFS1 has
completed, and IFS2 has commenced, the MACE chip
will not defer to a receive packet if a transmit packet is
pending. This means that the MACE device will not at-
tempt to receive an incoming packet, and it will start to
transmit at 9.6 us regardless of network activity, forcing
a collision if an existing transmission is in progress. The
MACE device will guarantee to complete the preamble
(64-bit) and jam (32-bit) sequence before ceasing trans-
mission and invoking the random backoff algorithm.

In addition to the deferral after receive process, the
MACE device also allows transmit two part deferralto be
implemented as an option. The option can be disabled
using the DXMT2PD bit in the MAC Configuration Con-
trol register. Two part deferral after transmission is use-
ful for ensuring that severe IPG shrinkage cannot occur
in specific circumstances, causing a transmit message
tofollow areceive message soclosely, as to make them
indistinguishable.

During the time period immediately after a transmission
has been completed, the external transceiver-{in the
case of a standard AU| connected device), should gen-
erate the SQE Test message (a nominal 10 MHz burst of
5-15 BT duration) on the Cl+ pair (within 0.6—1.6 us after
the transmission ceases). During the time period in
whichthe SQE Test message is expectedthe MACE de-
vice will not respond to receive carrier sense.

See ANSVIEEE Std 802.3-1990 Edition,
7.2.4.6 (1)):

“At the conclusion of the output function, the
DTE opens a time window during which it ex-
pects to see the signal_quality_error signal as-
serted on the Control In circuit. The time
- window begins when the CARRIER_STATUS
becomes CARRIER_OFF. If execution of the
output function does not cause CARRIER_ON

to occur, no SQE test occurs in the DTE. The
duration of the window shall be at least 4.0 pus
but no more than 8.0 pus. During the time win-
dow the Carrier Sense Function is inhibited.”

The MACE device implements a carrier sense blinding
period within 0 us—4.0 us from deassertion of carrier
sense after transmission. This effectively means that
when transmit two part deferral is enabled (DXMT2PD
inthe MAC Configuration Control register is cleared) the
IFS1 time is from 4 ps to 6 us after a transmission. How-
ever, since IPG shrinkage below 4 ps will not be encoun-
tered on correctly configured networks, and since the
fragment size will be larger than the 4 ps blinding win-
dow, then the IPG counter will be reset by a worst case
IPG shrinkage/fragment scenario and the MACE device
will defer its transmission. The MACE chip will not re-
start the carrier sense blinding period if carrier is de-
tected within the 4.0-6.0 us portion of IFS1, but will
restart timing of the entire IFS1 period.

Contention Resolution (Collision Handling)

Collision detection is performed and reported to the
MAC engine either by the integrated Manchester En-
coder/Decoder (MENDEC), or by use of an external
function (e.g. Serial Interface Adaptor, Am7992B) utiliz-
ing the GPSI.

If a collision is detected before the complete preamble/
SFD sequence has been transmitted, the MACE device
will complete the preamble/SFD before appending the
jam sequence. If a collision is detected after the pream-
ble/SFD has been completed, but prior to 512 bits being
transmitted, the MACE device will abort the transmis-
sion, and append the jam sequence immediately. The
jam sequence is a 32-bit all zeroes pattern.

The MACE device will attempt to transmit a frame a total
of 16 times (initial attempt plus 15 retries) due to normal
collisions (those within the slot time). Detection of colli-
sion will cause the transmission to be re-scheduled, de-
pendent on the backoff time that the MACE device
computes. Each collision which occurs during the trans-
mission process will cause the value of XMTRC in the
Transmit Retry Count register to be updated. If a single
retry was required, the ONE bit will be set in the Trans-
mit Frame Status. If more than one retry was required,
the MORE bit will be set, and the exact number of at-
tempts can be determined (XMTRC+1). If all 16 at-
tempts experienced collisions, the RTRY bit will be set
(ONE and MORE will be clear), and the transmit
message will be flushed from the XMTFIFO, either by
resetting the XMTFIFO (if no End-of-Frame tag exists)
or by moving the XMTFIFO read pointer to the next free
location (If an End-of-Frame tag is present). If retries
have beendisabled by settingthe DRTRY bit, the MACE
device will abandon transmission of the frame on detec-
tion of the first collision. In this case, only the RTRY bit
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willbe setand the transmit message will be flushed from
the XMTFIFO. The RTRY condition will cause the de-
assertion of TDTREQ, and the assertion of the INTR pin,
providing the XMTINTM bit is cleared.

If a collision is detected after 512 bit times have been
transmitted, the collision is termed a late collision. The
MACE device will abort the transmission, append the
jam sequence and set the LCOL bit in the Transmit
Frame Status. No retry attempt will be scheduled on de-
tection of a late collision, and the XMTFIFO will be
flushed. The late collision condition will cause the de-as-
sertion of TDTREQ, and the assertion of the INTR pin,
providing the XMTINTM bit is cleared.

The |IEEE 802.3 Standard requires use of a truncated bi-
nary exponential backoff algorithm which provides a
controlled pseudo random mechanism to enforce the
collision backoff interval, before re-transmission is
attempted.

See ANSI/IEEE Std 802.3-1990 Edition, 4.2.3.2.5:

“At the end of enforcing a collision (jamming),
the CSMA/CD sublayer delays before attempt-
ing to re-transmit the frame. The delay is an in-
teger multiple of slotTime. The number of slot
timesto delay before the nth re-transmission at-
tempt is chosen as a uniformly distributed ran-
dom integer r in the range:

0 <r<2% where k = min (n,10).”

The MACE device implements a random number gen-
erator, configured to ensure that nodes experiencing a
collision, will not have their retry intervals track identi-
cally, causing retry errors.

The MACE device provides an alternative algorithm,
which suspends the counting of the slot time/IPG during
the time that receive carrier sense is detected. This aids
in networks where large numbers of nodes are present,
and numerous nodes can be in collision. It effectively ac-
celerates the increase in the backoff time in busy
networks, and allows nodes not involved in the collision
to access the channel whilst the colliding nodes await a
reduction in channel activity. Once channel activity is
reduced, the nodes resolving the collision time-out their
slot time counters as normal.

It a receive message suffers a collision, it will be either a
runt, inwhich case it willbe deleted in the Receive FIFO,

or it will be marked as a receive late collision, using the
CLSN bit in the Receive Frame Status register. All
frames which suffer a collision within the slot time will be
deleted in the Receive FIFO without requesting host in-
tervention, providing thatthe LLRCV bit (Receive Frame
Control) is not set. Runt packets which suffer a collision
will be aborted regardless of the state of the RPA bit
(User Test Register). If the collision commences after
the slot time, the MACE device receiver will stop send-
ing collided packet data to the Receive FIFO and the
packet data read by the system will contain the amount
of data received to the point of collision; the CLSN bit in
the Receive Frame Status register will indicate the re-
ceive late collision. Note that the Receive Message Byte
Count will report the total number of bytes during the re-
ceive activity, including the collision.

In all normal receive collision cases, the MACE device
eliminates the transfer of packet data across the host
bus. In a receive late collision condition, the MACE chip
minimizes the amounttransferred. These functions pre-
serve bus bandwidth utilization.

Manchester Encoder/Decoder (MENDEC)

The integrated Manchester Encoder/Decoder provides
the PLS (Physical Signaling) functions required for a
fully compliant IEEE 802.3 station. The MENDEC block
contains the AUI, DAl interfaces, and supports the
10BASE-T interface; all of which transfer data to appro-
priate transceiver devices in Manchester encoded for-
mat. The MENDEC provides the encoding function for
data to be transmitted on the network using the high ac-
curacy on-board oscillator, driven by either the crystal
oscillator or an external CMOS level compatible clock
generator. The MENDEC also provides the decoding
function from data received from the network. The MEN-
DEC contains a Power On Reset (POR) circuit, which
ensures that all analog portions of the MACE device are
forced into their correct state during power up, and pre-
vents erroneous data transmission and/or reception
during this time.

External Crystal Characteristics

When using a crystal to drive the oscillator, the following
crystal specification should be used to ensure less than
+0.5 ns jitter at DO+:
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Parameter Min Nom Max Units
1. Parallel Resonant Frequency 20 MHz
2. Resonant Frequency Error

(CL =20 pF) -50 +50 PPM
3. Change in Resonant Frequency

With Respect To Temperature (CL = 20 pF)* —40 +40 PPM
4. Crystal Capacitance 20 pF
5. Motional Crystal Capacitance (C1) 0.022 pF
6. Series Resistance 35 ohm
7. Shunt Capacitance 7 pF

* Requires trimming crystal spec; no trim is 50 ppm total

External Clock Drive Characteristics

When driving the oscillator from an external clock
source, XTAL2 must be left floating (unconnected). An
external clock having the following characteristics must
be used to ensure less than +0.5 ns jitter at DO=.

20 MHz £0.01%
<6 ns from 0.5V

Clock Frequency:
Rise/Fall Time (tRAF):

to Vpp-0.5
XTAL1 HIGH/LOW Time 40 - 60%
(tHIGHALOW): duty cycle
XTAL1 Falling Edge to <0.2 ns at

Falling Edge Jitter: 2.5 Vinput (Vpp/2)

MENDEC Transmit Path

The transmit section encodes separate clock and NRZ
data input signals into a standard Manchester encoded
serial bit stream. The transmit outputs (DOz) are de-
signed to operate into terminated transmission lines.
When operating into a 78 ohm terminated transmission
line, signaling meets the required output levels and
skew for Cheapernet, Ethernet and IEEE-802.3.

Transmitter Timing and Operation

A 20 MHz fundamental mode crystal oscillator provides
the basic timing reference for the SIA portion of the
MACE device. It is divided by two, to create the internal
transmit clock reference. Both clocks are fed into the
SIA’s Manchester Encoder to generate the transitions in
the encoded data stream. The internal transmit clock is
used by the SIA to internally synchronize the Internal
Transmit Data (ITXD) from the controller and Internal
Transmit Enable (ITENA). The internal transmit clock is

also used as a stable bit rate clock by the receive section
of the SIA and controller.

The oscillator requires an external 0.005% crystal, or an
external 0.01% CMOS-level input as a reference. The
accuracy requirements if an external crystal is used are
tighter because allowance for the on-chip oscillator
must be made to deliver a final accuracy of 0.01%.

Transmissionis enabled by the controller. As long asthe
ITENA request remains active, the serial output of the
controller will be Manchester encoded and appear at
DO+: When the internal request is dropped by the con-
troller, the differential transmit outputs go to one of two
idle states, dependent on TSEL in the Mode Register
(CSR15, bit 9):

TSEL LOW: | The idle state of DO+ yields “zero”
differential to operate transformer-
coupled loads.

TSEL HIGH: [ In this idle state, DO+ is positive
with respect to DO- (logicaN\HIGH).

Receive Path

The principal functions of the Receiver are to signal the
MACE device that there is information on the receive
pair, and separate the incoming Manchester encoded
data stream into clock and NRZ data.

The Receiver section (see Receiver Block Diagram)
consists of two parallel paths. The receive data pathis a
zero threshold, wide bandwidth line receiver. The carrier
path is an offset threshold bandpass detecting line re-
ceiver. Both receivers share common bias networks to
allow operation over a wide input common mode range.
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Receiver Block Diagram

Input Signal Conditioning

Transient noise pulses at the input data stream are re-
jected by the Noise Rejection Filter. Pulse width rejec-
tion is proportional to transmit data rate. DC inputs more
negative than minus 100 mV are also suppressed.

The Carrier Detection circuitry detects the presence of
an incoming data packet by discerning and rejecting
noise from expected Manchester data, and controls the
stop and start of the phase-lock loop during clock acqui-
sition. Clock acquisition requires a valid Manchester bit
pattern of 1010 to lock onto the incoming message.

When input amplitude and pulse width conditions are
met at DI, the internal enable signal from the SIA to
controller (RXCRS) is asserted and a clock acquisition
cycle is initiated.

Clock Acquisition

When there is no activity at DI+ (receiver is idle), the re-
ceive oscillator is phase locked to TCK. The first nega-
tive clock transition (bit cell center of first valid
Manchester “0”) after RXCRS is asserted interrupts the
receive oscillator. The oscillator is then restarted at the
second Manchester “0” (bit time 4) and is phase locked
to it. As a result, the SIA acquires the clock from the
incoming Manchester bit pattern in 4 bit times with a
“1010” Manchester bit pattern.

SRDCLK and SRD are enabled 1/4 bit time after clock
acquisition in bit cell 5 if the ENPLSIO bit is set in the
PLS configuration control register. SRD is at a HIGH
state when the receiver is idle (no SRDCLK). SRD how-
ever, is undefined when clock is acquired and may re-
main HIGH or change to LOW state whenever SRDCLK
is enabled. At 1/4 bit time through bit cell 5, the controller
portion of the MACE device sees the first SRDCLK tran-
sition. This also strobes in the incoming fifth bit to the
SIA as Manchester “1”. SRD may make a transition after
the SRDCLK rising edge bit cell 5, but its state is still un-
defined. The Manchester “1” at bit 5 is clocked to SRD
output at 1/4 bit time in bit cell 6.

PLL Tracking

After clock acquisition, the phase-locked clock is com-
pared to the incoming transition at the bit cell center
(BCC) and the resulting phase error is applied to a cor-
rection circuit. This circuit ensures that the phase-
locked clock remains locked on the received signal.
Individual bit cell phase corrections of the Voltage Con-
trolled Oscillator (VCO) are limited to 10% of the phase
difference between BCC and phase-locked clock.

Carrier Tracking and End of Message

The carrier detection circuit monitors the DIt inputs after
RXCRS is asserted for an end of message. RXCRS de-
asserts 1to 2 bit times after the last positive transition on
the incoming message. This initiates the end of recep-
tion cycle. The time delay from the last rising edge of the
message to RXCRS deassert allows the last bit to be
strobed by SRDCLK and transferred to the controller
section, but prevents any extra bit(s) at the end of mes-
sage. When IRENA de-asserts (see Receive Timing-
End of Reception (Last Bit = 0) and Receive Timing-End
of Reception (Last Bit = 1) waveform diagrams) an
RXCRS hold off timer inhibits RXCRS assertion for at
least 2 bit times.

Data Decoding

The data receiver is a comparator with clocked output to
minimize noise sensitivity to the DIt inputs. Input error is
less than + 35 mV to minimize sensitivity to input rise
and fall time. SRDCLK strobes the data receiver output
at 1/4 bit time to determine the value of the Manchester
bit, and clocks the data out on SRD on the following
SRDCLK. The data receiver also generates the signal
used for phase detector comparison to the internal SIA
voltage controlled oscillator (VCO).

Differential Input Terminations

The differential input for the Manchester data (Dlt) is
externally terminated by two 40.2 ohm +1% resistors
and one optional common-mode bypass capacitor, as
shown in the Differential Input Termination diagram
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below. The differential input impedance, ZIDF, and the
common-mode inputimpedance, ZICM, are specified so
that the Ethernet specification for cable termination im-
pedance is met using standard 1% resistor terminators.

If SIP devices are used, 39 ohms is also a suitable value.
The Cl+ differential inputs are terminated in exactly the
same way as the DI+ pair.

AULI Isolation
Transformer

Dl+

MACE
DI-
40.2Q 402 Q
0.01pF
16235C-6

Differential Input Termination

Collision Detection

A transceiver detects the collision condition on the net-
work and generates a differential signal at the Clt in-
puts. This collision signal passes through an input stage
which detects signal levels and pulse duration. When
the signal is detected by the MENDEC it sets the CLSN
line HIGH. The condition continues for approximately
1.5 bit times after the last LOW-to-HIGH transition on
Clt.

Jitter Tolerance Definition

The Receive Timing-Start of Reception Clock Acquisi-
tion waveform diagram shows the internal timing rela-
tionships implemented for decoding Manchester data in
the SIA module. The SIA utilizes a clock capture circuit
to align its internal data strobe with an incoming bit
stream. The clock acquisition circuitry requires four valid
bits with the values 1010. Clock is phase locked to the
negative transition at the bit cell center of the second “0”
in the pattern.

Since data is strobed at 1/4 bit time, Manchester transi-
tions which shift from their nominal placement through
1/4 bit time will result in improperly decoded data. With
this as the criteria for an error, a definition of “Jitter Han-
dling” is:

The peak deviation approaching or crossing 1/4 bit cell
position from nominal input transition, for which the SIA
section will properly decode data.

Attachment Unit Interface (AUI)

The AUl is the PLS (Physical Signaling) to PMA (Physi-
cal Medium Attachment) interface which effectively con-
nects the DTE to the MAU. The differential interface
provided by the MACE device is fully compliant to Sec-
tion 7 of ISO 8802-3 (ANSI/IEEE 802.3).

After the MACE device initiates a transmission it will ex-
pect to see data looped-back on the DI+ pair (AUl port
selected). This will internally generate a carrier sense,
indicating that the integrity of the data path to and from
the MAU is intact, and that the MAU is operating cor-
rectly. This carrier sense signal must be asserted during
the transmission when using the AUl port (DO+ trans-
mitting). If carrier sense does not become active in re-
sponse to the data transmission, or becomes inactive
before the end of transmission, the loss of carrier
(LCAR) error bit will be set inthe Transmit Frame Status
(bit 7) after the packet has been transmitted.

Digital Attachment Interface (DAI)

The Digital Attachment Interface is a simplified electrical
attachment specification which allows MAUs which do
not require the DC isolation between the MAU and DTE
(e.g. devices compatible with the 10BASE-T Standard
and 10BASE-FL Draft document) to be implemented. All
data transferred across the DAl port is Manchester En-
coded. Decoding and encoding is performed by the
MENDEC.

The DAI port will accept receive data on the basis that
the RXCRS input is active, and will take the data pre-
sented on the RXDAT input as valid Manchester data.
Transmit data is sent to the external transceiver by the
MACE device asserting TXEN and presenting compli-
mentary data on the TXDAT+ pair. During idle, the
MACE device will assert the TXDAT+ line high, and the
TXDAT line low, while TXEN is maintained inactive
(high). The MACE device implements logical collision
detection and will use the simultaneous assertion of
TXEN and RXCRS to internally detect a collision condi-
tion, take appropriate internal action (such as abort the
current transmit or receive activity), and provide exter-
nal indication using the CLSN pin. Any external
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transceiver utilized for the DAI interface must not loop
back the transmit data (presented by the MACE device)
on the TXDAT= pins to the RXDAT pin. Neither should
the transceiver assert the RXCRS pin when transmitting
data to the network. Duplication of these functions by
the external transceiver (unless the MACE device is in
the external loop back test configuration) will cause
false collision indications to be detected.

Inorderto provide an integrity test of the connectivity be-
tween the MACE device and the external transceiver
similar to the SQE Test Message provided as a part of
the AUI functionality, the MACE device can be pro-
grammed to operate the DAl port in an external loop-
back test. In this case, the external transceiver is
assumed to loopback the TXDAT+ data stream to the
RXDAT pin, and assert RXCRS in response to the
TXEN request. When in the external loopback mode of
operation (programmed by LOOP [1-0] = 01), the
MACE device will not internally detect a collision condi-
tion. The external transceiver is assumed to take action
to ensure that this test will not disrupt the network. This
type of test is intended to be operated for a very limited
period (e.g. after power up), since the transceiver is as-
sumed to be located physically close to the MACE de-
vice and with minimal risk of disconnection (e.g.
connected via printed circuit board traces).

Note that when the DAI port is selected, LCAR errors
will not occur, since the MACE device will internally loop
back the transmit data path to the receiver. This loop
back function must not be duplicated by a transceiver
which is externally connected via the DAI port, since this
will result in a condition where a collision is generated
during any transmit activity.

The transmit function of the DAI port is protected by a
jabber mechanism which will be invoked if the TXDAT+
and TXEN circuit is active for an excessive period (20 —
150 ms). This prevents a single node from disrupting the
network due to a stuck-on or faulty transmitter. If this
maximum transmit time is exceeded, the DAI porttrans-
mitter circuitry is disabled, the CLSN pin is asserted, the
Jabber bit (JAB in the Interrupt Register) is set and the
INTR pin will be asserted providing the JABM bit (Inter-
rupt Mask Register) is cleared. Once the internal
transmit data stream from the MENDEC stops (TXEN
deasserts), an unjabtime of 250 ms—750 ms will elapse
before the MACE device deasserts the CLSN indication
and re-enables the transmit circuitry.

When jabber is detected, the MACE device will assert
the CLSN pin, de-assert the TXEN pin (regardiess of in-
ternal MENDEC activity) and set the TXDAT+ and
TXDAT pins to their inactive state.

10BASE-T Interface
Twisted Pair Transmit Function

Datatransmissionoverthe 10BASE-T medium requires
use of the integrated 10BASE-T MAU, and uses the dif-
ferential driver circuitry in the TXD+ and TXP+ pins. The
driver circuitry provides the necessary electrical driving
capability and the pre-distortion control for transmitting
signals over maximum length Twisted Pair cable, as
specified by the 10BASE-T supplement to the IEEE
802.3 Standard. The transmit function for data output
meets the propagation delays and jitter specified by the
standard. During normal transmission, and providing
that the 10BASE-T MAU is not in a Link Fail or jabber
state, the TXEN pin will be driven LOW and can be used
indirectly to drive a status LED.

Twisted Pair Receive Function

The receiver complies with the receiver specifications of
the IEEE 802.3 10BASE-T Standard, including noise
immunity and received signal rejection criteria (Smart
Squelch). Signals meeting this criteria appearing at the
RXD+ differential input pair are routed to the internal
MENDEC. The receiver function meets the propagation
delays and jitter requirements specified by the
10BASE-T Standard. The receiver squelch level drops
to halfits threshold value after unsquelch to allow recep-
tion of minimum amplitude signals and to mitigate car-
rier fade in the event of worst case signal attenuation
and crosstalk noise conditions. During receive, the
RXCRS pinis driven HIGH and can be used indirectly to
drive a status LED.

Note that the 10BASE-T Standard defines the receive
input amplitude at the external Media Dependent Inter-
face (MDI). Filter and transformer loss are not specified.
The 10BASE-T MAU receiver squelch levels are de-
fined to account for a 1dB insertion loss at 10 MHz,
which is typical for the type of receive filters/transform-
ers recommended (see the Appendix for additional
details).

Normal 10BASE-T compatible receive thresholds are
employed when the LRT bit is inactive (PHY Configura-
tion Control register). When the LRT bit is set, the Low
Receive Threshold option is invoked, and the sensitivity
ofthe 10BASE-T MAU receiver is increased. This allows
longer line lengths to be employed, exceeding the 100m
target distance of normal 10BASE-T (assuming typical
24 AWG cable). The additional cable distance attributes
directly to increased signal attenuation and reduced sig-
nal amplitude atthe 10BASE-T MAU receiver. However,
from a system perspective, making the receiver more
sensitive means that it is also more susceptible to
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extraneous noise, primarily caused by coupling from co-
resident services (crosstalk). For this reason, it is rec-
ommended that when using the Low Receive Threshold
option that the service should be installed on 4-pair ca-
ble only. Multi-pair cables within the same outer sheath
have lower crosstalk attenuation, and may allow noise
emitted from adjacent pairs to couple into the receive
pair, and be of sufficient amplitude to falsely unsquelch
the 10BASE-T MAU receiver.

Link Test Function

The link test function is implemented as specifie